W CORA =

g/ﬁ%

Title The role of synchronization in digital communications using chaos
- Part II: Chaotic modulation and chaotic synchronization.
Authors Kolumban, Géza;Kennedy, Michael Peter;Chua, Leon 0.

Publication date

1998-11

Original Citation

Kolumban, G., Kennedy, M.P., and Chua, L.0. 1998. The role
of synchronization in digital communications using chaos

- Part Il: Chaotic modulation and chaotic synchronization.
IEEE Transactions On Circuits and Systems, 1 CAS, 45 (11),
pp.1129-1140.

Type of publication

Article (peer-reviewed)

Link to publisher’s
version

10.1109/81.735435

Rights

©1998 IEEE. Personal use of this material is permitted. However,
permission to reprint/republish this material for advertising

or promotional purposes or for creating new collective works

for resale or redistribution to servers or lists, or to reuse any
copyrighted component of this work in other works must be
obtained from the IEEE.

Download date

2024-08-21 10:17:03

[tem downloaded
from

https://hdl.handle.net/10468/186

University College Cork, Ireland
Colaiste na hOllscoile Corcaigh



https://hdl.handle.net/10468/186

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: FUNDAMENTAL THEORY AND APPLICATIONS, VOL. 45, NO. 11, NOVEMBER 1998 1129

The Role of Synchronization in Digital
Communications Using Chaos—~Part II:
Chaotic Modulation and Chaotic Synchronization

Géza Kolumlan, Senior Member, IEEEMichael Peter Kennedysellow, IEEE and Leon O. Chugellow, IEEE

Abstract—In a digital communications system, data are trans- tion and modulation schemes have been proposed, most of
mitted from one location to another by mapping bit sequences to \yhjch have been developed using heuristic arguments, without

symbols, and symbols to sample functions of analog waveforms. : s
The analog waveform passes through a bandlimited (possibly reference to conventional communications measures [1].

time-varying) analog channel, where the signal is distorted and The objectives of this work are threefold:
noise is added. In a conventional system the analog sample 1) to provide a theoretical context in which the performance

functions sent through the channel are weighted sums of one . . o
or more sinusoids: in a chaotic communications system the of modulation schemes based on chaotic synchronization

sample functions are segments of chaotic waveforms. At the can be eV3-|Uated§_ . .
receiver, the symbol may be recovered by means of coherent 2) to develop a unified framework for discussing and
detection, where all possible sample functions are known, or by comparing conventional and chaotic communication sys-

noncoherent detection, where one or more characteristics of the t .
sample functions are estimated. In a coherent receiver, synchro- ems, ) . .
nization is the most commonly used technique for recovering 3) to highlight the special problems that arise when chaotic
the sample functions from the received waveform. These sample basis functions are used.

functions are then used as reference signals for a correlator. . . .
Synchronization-based coherent receivers have advantages over In Part | of this three-part paper [2], we described the major

noncoherent receivers in terms of noise performance, bandwidth components of a digital communications system, identified the
efficiency (in narrow-band systems) and/or data rate (in chaotic role of synchronization in coherent receivers, and motivated

systems). These advantages are lost if synchronization cannotyne yse of chaotic rather than periodic basis functions.
be maintained, for example, under poor propagation conditions.

In these circumstances, communication without synchronization N Section Il of this part, we describe two digital chaotic
may be preferable. In Part I, the theory and operation of conven- modulation schemes—chaos shift keying (CSK) and differ-
tional communications systems were surveyed and possible fieldsential chaos shift keying (DCSK)—and identify appropriate

of application of chaotic communications were identified. In Part - cqherent, noncoherent, and differentially coherent receiver
I, the theory of conventional telecommunications is extended

to chaotic communications, chaotic modulation techniques and architectures.
receiver configurations are surveyed, and chaotic synchronization ~ The theoretical performance of chaotic communications
Sﬁhe?ﬁes are de_SCft'i_bed- Inh Part ”L_tﬁxafgple_fhW”t' be grzveﬂ_ of receivers with and without synchronization is examined in
e e e Section Il. We conclude thal the synchronization-base re-
context of noisy, bandlimited channels. covery of chaotic basis functions from noisy received sample
functions offers a potential advantage over noncoherent detec-
tion in terms of noise performance and data rate, but only if
synchronization can be maintained. Under poor propagation
conditions, where synchronization cannot be maintained, the
[. INTRODUCTION advantages of coherent detection are lost. In such circum-
ESEARCH into applications of chaos in communicationgtances, a noncoherent receiver offers a more robust and less

has been motivated by the observation that chaotic syEmplex solution. _ _
tems can be synchronized. The basic idea is that informatiordn Section IV, we consider the state of the art in synchro-
can be conveyed to a remote receiver by means of a wideb&gption of chaotic systems in the context of digital com-

chaotic signal. Since 1992, a number of chaotic synchroniZ&unications and highlight the weaknesses of current chaotic
synchronization techniques.
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by the National Scientific Research Foundation of Hungary (OTKA) undéive coherent and noncoherent chaotic communication schemes
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Fig. 1. Block diagram of coherent correlation CSK receiver fdr = 2.

signals emanating from one or more chaotic attractors. In order j. Furthermore, assume that the autocorrelation of each
to avoid periodicity, the symbols are mapped to the actugl(¢) with itself in each symbol intervel is larger than the
nonperiodic outputs of chaotic circuits and not to parametezsoss correlation with any of the other basis functions. In this
of certain known sample functions. case, a correlation receiver may be used to identify the attractor
The principal difference between a chaotic carrier andwvehich is most likely to have produced the received signal [2].
conventional periodic carrier is that the sample function for a As in the case of a conventional correlation receiver based
given symbol is nonperiodic and is different from one symban synchronization, a local synchronized copy of each basis
interval to the next. Thus, the transmitted waveform is nev&nction g;(¢) has to be produceith the receiver using appro-
periodic, even if the same symbol is transmitted repeatedlypriate synchronization circuitty In the case of chaotic basis
As in the case of conventional digital communications, wiinctions, this topic is calledhaotic synchronizatiariWe will
consider four categories of modulation techniques: deal with chaotic synchronization in more detail in Section IV,
1) coherent correlation receiver with chaotic synchroniz&ut first let us consider the conceptual process.
tion: Synchronizable counterparts of the circuits which produce
2) coherent matched filter receiver; the basis functiong;(¢) in the transmitter are used to recover
3) noncoherent detection techniques; the basis functions in a coherent correlation receiver, as shown
4) differentially coherent reception. in Fig. 1. Here, the received signaj(¢) tries simultaneously
to synchronize all of the “synchronizable chaotic circuits” in
the receiver.
: o For example, assume that the signglt) = ¢:1(¢) is
Chaotic Synchronization transmitted. After a synchronization tinig;, which is anal-
1) Coherent Detection of CSK: Chaos shift keyif@@SK) ogous to the pull-in time in a phase-locked loop (PLL), the
[3], [4] is a digital modulation scheme where each symbalutput §;(¢) converges toy;(¢). By contrast,g:(¢) fails to
is mapped to a different chaotic attractor. The number efnchronize withg(¢). The decision as to which symbol
attractors is equal to the size of the signal set in this case. Thas transmitted is made on the basis of the “goodness” of
attractors may be produced by the same dynamical systemdgnchronization. In the ideal casé;(t) is more strongly
different values of a bifurcation parameter or by completelyorrelated withr;(¢) than g»(¢) during the interval[Zs, 7.
different dynamical systems. Hence,z;1 > z;2 and the decision circuit decides that symbol
Note that the information to be transmitted is carried ndt was transmitted.
by the shape of the sample function but by the attractorin any realistic situation, the received signal is always
which produces the sample function. The objective of tredrrupted by noisex(¢). Even in the case of perfect syn-
demodulator is to decide, on the basis of a received noiglgronization, the instantaneous value of the received signal
and distorted sample function, which attractor is most likelynay differ considerably from the recovered chaotic signal.
to have produced this waveform. This is why correlatorsnustbe used for the detection, i.e., to
Using the notation introduced in Part | [2], assume that eadetermine the “goodness” of synchronization. Because of the
attractor produces a basis functigy(¢) and that the elementstime-averaging involved in correlation, the use of correlators
of the signal set also tolerates loss of synchronization for short periods of time.
In any practical communications system, not only an iso-
lated single symbol, but a sequence of symbols, has to be
transmitted.

A. Coherent Correlation Receiver with

N
=1

are given bys;(t) = g;(¢) for all <.
In terms of the components of the signal vector, thisigecall that the weightss;; are recovered by computing,,
corresponds to the casg; = 0if ¢ # j ands;; = 1 if [ ri(t)g;(t) dtforj=1,2,---,N [2].
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Fig. 2. Block diagram of a noncoherent receiver for COOK or CSK.

Even in a linear channel, interference among the successBieCoherent Matched Filter Receiver for CSK
symbols may appear, i.eintersymbol interferenc&lSl) [S]  \atched filters can be used only if the waveforms cor-
may occur. One source of ISI can be the integrator used r@sponding to each symbol are known in advance and pre-
the correlator. If the initial value of the integrator is reset tBrogrammed as the impulse responses of filters. In the case of
zero at the beginning of each observation period, by meansc@fy modulation, the symbols are mapped to chaotic attractors
anintegrate-and-dumgircuit [3], for example, then this kind 5 5 gifferent sample function is generated each time a
of ISI can be avoided. “symbol is transmitted Therefore, coherent matched filter

We assume in the following that the timing information i$ecejvers simply cannot be used in chaotic communications.
available in the receiver. The initial value of the integrator(s)

is reset to zero at the beginning of every observation periad Noncoherent Detection
and the observation vector is generated at the end of each
symbol interval. In Figs. 1-4, the start and end of eachl1) Noncoherent Detection of COOK: Chaotic on-off-keying
observation period are indicated by the limits of integratiofOOK) offers the simplest solution to chaotic communica-
and the decision time instants are represented schematicfjp- In COOK, the chaotic signal is multiplied directly by the
by sampling switches. bit sequence to be transmitted, i.e. radiation of a chaotic signal
2) Data Rate of a Coherent Correlation Receiver wit#s disabled for bit0 and enabled for bit. [8].
Chaotic Synchronization for CSKThe disadvantage of a The COOK receiver shown in Fig. 2 estimates the signal
coherent correlation CSK receiver is that synchronizatidii€rgy per bitE, carried by the transmitted signal and
is lost and recovered every time the transmitted symbol Rgrforms the decision by means of a level comparator.
changed [4]. The symbol duration is therefore equal to the2) Noncoherent Detection of CSKSignals generated by
sum of the synchronization tim&s plus the estimation time different chaotic attractors generally have different statistical
of the observation vector. The synchronization time puts &#ributes, such as the mean of the absolute value, variance,
upper bound on the symbol rate and thus the data rate. and standard deviation. This observation suggests that CSK
To maximize the data rate in conventional digital systemgignals can also be demodulated by noncoherent receivers [9].
synchronization is always maintained. If the transmitted signalL€t us consider chaotic sample functions generated by the
does not contain a Signa| that can be used as a referenceSgjne attractor but Originating from different initial conditions
synchronization (in the case of suppressed carrier modulat®h achaotic stochastic procegfor a more precise definition,
schemes, for example) then a nonlinear operation is use®f Part Il of this paper). Let the binary information to be
to regenerate the reference signal in the receiver [5], [#{ansmitted be mapped to the variances of chaotic stochastic
This idea could also be exploited in chaotic communicatiof$ocesses. Chaotic stochastic processes with different vari-
if a synchronization technique could be found which wa@nces may be obtained by using two different chaotic attractors
sufficiently insensitive to some parameter of the chaotic ba$ls by multiplying the sample functions of one attractor by
functions. In that case, a selected parameter could be varfigfinct weights.
according to the modulation and synchronization could be The block diagram of a noncoherent CSK receiver is shown
maintained continuously. The symbols to be transmitted would Fig. 2. For the sake of simplicity, let us assume that the
then be mapped to the selected parameter of the chaotic sanipfian of the received signal is zero. In this case, the receiver
function and only one attractor would be necessary; this 8N estimate the variance of the received signal using a
analogous to a conventional modulation technique where #relator. The decision is made by a simple level comparator.
attractor is a periodic trajectory whose amplitude, frequend)f,,a parameter of the chaotic attractor other than its variance is
or phase might be controlled by the modulation. to be evaluated in the demodulation process, the appropriate
If synchronization of a chaotic circuit could be maintained ifPeration may be substituted for the multiplier in Fig. 2.
the presence of other chaotic signals, then it would be possibldVot just statistical attributes but any robust characteristic
to increase the size of the signal set by generatifit) as a of a chaotic signal may be exploited in order to implement
weighted sum of basis functions with more than one nonzefohoncoherent CSK communication system. For example, in
weight, as discussed in Part | of this paper (see [2, Section Ii{0], the basis functions are two chaotic signals which have
B.1]). To our knowledge, none of the chaotic synchronizatidiifferent average frequencies; these may be distinguished at the
techniques which exist in the literature is sufficiently robust t02Becausea(:haotic waveform is not periodic, each sample function of length
permit augmentation of the signal set in this way [7]. T is different.
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Fig. 3. Block diagram of a DCSK receiver.
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Fig. 4. General block diagram of a CSK receiver.

receiver by measuring the average value of the zero-crossiuigtion techniques discussed in this paper can be considered

rate of the received signal. as variants of CSK modulation, we consider only the noise
Other modulation techniques have also been proposeérformance of CSK.

In [11], the autocorrelation function of a chaotic signal is In the previous section, we saw that CSK transmissions can

modified according to the symbols to be transmitted. Bye demodulated in one of three ways:

measuring the autocorrelation function of the received signal,1) a coherent correlation receiver, where the elements of

the transmitted symbol can be identified. the signal set are recovered by synchronization;
2) a noncoherent receiver (in this section, we assume
D. Differentially Coherent Reception that the demodulation is performed by estimating the
One or more chaotic basis functiopgt) must be recovered variance of the received chaotic signal or the COOK

in order to implement a coherent correlation receiver. When  technique is used); or _

propagation conditions are so poor that it is impossible to3) @ differentially coherent receiver.

recover basis functions by chaotic synchronization, a differen-Note that similar circuitry is used to estimate the observation

tial modulation schemaed(fferential chaos shift keyin@CSK) vector in Figs. 1-3. Each receiver configuration contains one

[9]) and a differentially coherent correlation receiver may ber more correlators; the difference between the schemes is

used [12]. in the manner in which the reference signals are generated.
In DCSK, every symbol to be transmitted is representékherefore, we will analyze all three receiver configurations

by two sample functions. The first sample function serves esing the common block diagram shown in Fig. 4. Because

a referencewhile the second one carries the information. Ithe channel (selection) filter plays an important role in the

the case of binary transmission, bit 1 is sent by transmittiddCSK receiver, it is also included explicitly in this figure.

a reference signal provided by the chaos generator twice inFor simplicity, let the elements;(¢) of signal set be the

succession. For bit 0, the reference chaotic signal is transnfigsis functionsg;(¢). We denote byy(t) and s;(t) + 7(t)

ted, followed by an inverted copy of the same signal. The twespectively, the reference signal and the filtered version of the

sample functions are correlated in the receiver and the decisitisy received signal which emerges from the channel filter.

is made by a level comparator, as shown in Figj. 3 The decision is performed based on the observation vector.
The probability of wrong decisions, and therefore the BER,
IIl. THEORETICAL COMPARISON OF CHAOTIC depends on the mean value and variance of the observation
MODULATION TECHNIQUES vector [6].

Noise performance is the most important characteristic of a
modulation scheme and receiver. Since all of the chaotic mod- Coherent Correlation Receiver with

3Note that a DCSK receiver differs fundamentally from a conventionzghaOtIC SynChromzatlon

DPSK receiver [6]. Because a reference signal is transmittedenysymbol | 5 coherent correlation receiver, the elements of the signal
period, the data rate is halved and the required energy per bit is doubled_in

DCSK compared to DPSK. However, the error propagation problem associa&‘:t';I gre refzovered by Syn(.:hromzat'or! frqm the nqlsy f'lter?d
with differential encoding does not arise. received signal. The chaotic synchronization techniques which

Authorized licensed use limited to: UNIVERSITY COLLEGE CORK. Downloaded on March 24,2010 at 13:01:44 EDT from IEEE Xplore. Restrictions apply.
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have been published to date are sensitive to both noise afmbve a predetermined threshold. Therefore, synchronization-
distortion in the channel (see Section IV). In particular, thieased receivers are not suitable for noisy propagation envi-
signal s;(t) cannot be recovered exactly wheyit) # s,(¢).  ronments.

Therefore, lets;(¢) denote the recovered chaotic signal, Let us consider next a noncoherent receiver.
where §;(t) =~ 3;(t) if t>Ts*% This corresponds to our
reference signay(t) in Fig. 4. B. Noncoherent Correlation Receiver

As explained in Section 1I-A.1, we assume that synchro-
nization is lost and recovered at the beginning of every new L . : .

. o ; e made by estimating the variance of the received signal.
symbol. Since the synchronization transient cannot be used 10 . : . .
- . . . e reference signaj(¢) is equal to the noisy filtered signal

transmit information, the observation vector must be estimate A+ 7(2) in this case. and the observation variable can be
during the intervall’s <t < T. Let 5;(t) ands;(t) denote the *’ )+ 2lt) ’

elements of the signal set for binary CSK modulation. Theeﬁ(pressed as

Here, we assume that decisions in the noncoherent receiver

the elements of the observation vector are given by T T

. 2 = / [5:(t) + n(t)]) dt = / §3(t) dt

= [ 0+ a0)sie) d ’ ;o ,
s +2 / 5;(t)n(t) dt + / A2ty dt  (3)
T v 0 0

= / 5:(8)3,(t) dt +/ n(t)5;(t) dt (1)

Ts Ts where a new term, which depends only on the filtered noise,
T T appears.

iz = /TS 5i(£)5;() dt + /TS n(t)5;(t) dt (2> " The mean value of estimation depends on both the bit energy

of the chaotic signal and the filtered noise (see the first and
where 3;(t) and 5;(t) correspond tdj; () and g2(t), respec- third terms in (3), respectively). In this case the receiver is a
tively, in Fig. 1. biased estimatorthe threshold level of the comparator used as

Note thatz;; and z;» are random variableswhose mean 3 decision circuit now depends on the noise level. In addition,
value depends on the bit energy of the chaotic signal and @ variance of estimation becomes much greater than in the
“goodness” of synchronization [see the first term in (1)]. previous case due to the third term in (3).

The variance of the estimation is determined by the Chaotic|magine that a histogram of the observed VaIUeSZiOfS
signaP and the filtered noise. Note that the noise has Motted for a large number of transmitted symbols. Because
direct influence on the variance of estimation. As shown binary modulation is used, the histogram will have two distinct
the second terms of (1) and (2), the variance of estimatigaaks. For a given noise level, channel filter and chaotic signal,
is influenced only by the cross correlation of noise and thge best noise performance can be achieved if the distance
recovered chaotic signal. between the two peaks is a maximum. The separation of the

For a given chaotic signal and bandwidth of the channgbaks is determined by the distance between the elements
filter, the variance of estimation is inversely proportional tgf the signal set. For the case of noncoherent CSK, COOK
the observation tim¢l’ — T’s). The mean value of estimationensures the maximum distance. In this case, the distance
does not depend on the noise; thus, the receiver imaiased petween the elements of the signal set is equal to twice the
estimator In particular, this means that the threshold levghean value of the energy per bit.
required by the level comparator does not depend on thes there a way to produce an unbiased estimator with

channel noise. antipodal signals [12] which ensures the maximum distance

As in the case of a conventional receiver and periodic bagigtween the elements of a binary signal set? The answer is
functions, the noise performance of a coherent correlatiges: pCSK offers a potential solution.

receiver using chaotic basis functions is theoretically excel-
lent. However, the BER also depends on the “goodness” ef
synchronization [equivalently, the closeness of the reference _ ) )
signal y(¢) to the desired chaotic basis functign(t)]. Any ~ In @ DCSK receiver, the reference signdt) is a delayed

synchronization error, especially loss of synchronization, réersion of the filtered noisy signal. Note that different sample
sults in a large degradation in the noise performance offgNctions of filtered noise corrupt the inputs of the correlator.

Differentially Coherent Reception

correlation receiver. If the time-varying channel varies slowly compared to the
Loss of synchronization causes the bit error rate (BER) &Mbol rate, then the observable element is

rise significantly. Recall that a digital communications link is T

automatically severed at the system level if the BER increaseg = [5:(t) + R (D)][E8:(t) + (t —T/2)] dt

/2
4Recall thatTs is the synchronization time. / T T
5T‘he parameter required for demodulation m_ust_ebtimated‘rom sa}mple . - 4+ §3(t) dt + §Z(t)ﬁ(t) dt

functions of finite length. In the case of periodic sample functions, this T/2 T/2

estimation has zero variance if the observation interval is an integral number T T

of periods. When chaotic basis functions are used, the estimation has a nonzero - - N~

variance which results from the nonperiodicity of the underlying signals; this / Si(t)”(t - T/2) dt + / ”(t)”(t - T/Q) dt

increases the overall variance of the observation vector [13]. This problem T/2 T/2

will be discussed in detail in Part IIl. 4)
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where the sign of the first and second terms depends mguires the loss and recovery of synchronization at the begin-
the binary modulation. The signalg; (¢t) and 7#(¢t — 7/2) ning of every new symbol or if poor propagation conditions
denote the sample functions of filtered noise that corrupt theake it impossible to maintain synchronization.
reference and information-bearing parts of the received signal,
respectively. IV. SYNCHRONIZATION IN CHAOTIC

By proper design of the channel filferthe two sample COMMUNICATIONS SYSTEMS
functions of the noise become uncorrelated and (4) can b

e . . . .
simplified as follows As explained in Part | of this paper, the primary use

of synchronization in digital communications systems is for
r - T recovering basis function(s) in coherent correlation receivers,
%= i/ 5i(1) dti/T/2 si(t)a(t) dt as illustrated for binary CSK in Fig. 1. In a real system,
T the signal which is received differs from that which was
+/ 5(Hn(t —T/2) dt. (5) transmitted. At the very minimum, the signal is corrupted
T/2 by additive noise as it passes through the channel; usually,
Note that the receiver is annbiased estimatoin this case. It iS also bandpass filtered. The transformation may be more
This means that the threshold level of the decision circuit ¥Vere if the channel is nonlinear, time-varying, or suffers from
zero and is independent of the noise level. multipath effects. o _

The mean value of the estimation depends on the bit energy! NUS. the objective of the synchronization process is to
of the chaotic signal: the variance of estimation is determin&gcover basis functions from the noisy received signal in
by the chaotic signal and the filtered noise. The applicati§lider to maximize the probability of correctly identifying
of antipodal signals ensures the maximum distance betwdBf transmitted symbols. In this section, we examine chaotic
the elements of the signal set for DCSK [see the first terfynchronization techniques from this perspective.
in (5)]. As in the case of a coherent correlation receiver
with synchronization, the noise has no direct influence on the Chaotic Synchronization Schemes
variance of estimation. However, in contrast with (1), two Chaotic steady-state solutions are characterized by sensitive
cross-correlation terms appear in (5). For correct operatiafspendence on initial conditions: trajectories of two identical
we need to ensure that the first term, corresponding to the &iftonomous continuous-time dynamical systems started from
energy, dominates the two cross-correlation terms contributgifhtly different initial conditions quickly become uncorre-

T/2

by the noise. lated [14]. Surprisingly perhaps, it is nevertheless possible to
synchronize these systems in the sense that a trajectory of one
D. Coherent CSK versus DCSK asymptotically approaches that of the other.

The main advantage of DCSK over CSK is that both the Several notions of synchronization have been proposed for
reference and information-bearing components of the trarf$120tic systems, the strongest and most widely-used of which
mitted signal pass through treamechannel so they undergo!S identical synchronizationwhere the state of the receiver
the same transformation. This transformation does not cha;@@tem converges asymptotically to that of the transmitter [14].
the correlation that carries the information, provided that tféore recently, two weaker notions of synchronization, called
time-varying channel remains almost constant for the symineralized synchronizatida], [16] andphase synchroniza-
duration. tion [17], [18] have been introduced.

Because there is no need for synchronization, the DCSK1) ldentical SynchronizationTwo  continuous-time  dy-
technique can be used even under poor propagation corffimical systems

tions. However, the symbol rate is halved compared with a . 6
e e : A & = f(z) (6)
synchronization-based receiver in which synchronization is
maintained. and
Recall, however, that the synchronization tirfig of a ., .y
coherent receiver is wasted—no information can be carried & =[(z) (7

Fiuring this interval. If each symbql must pe synchronizega saig tosynchronize identicallyf

independently and the synchronization tiffie is comparable

to the correlation timéZ" — 7s), then a DCSK system can in Jim &' (t) —z(t)|| = 0

principle operate at theame symbol ratas a synchronization-

based coherent receiver, with the added advantage of supei@srany combination of initial states(0) andz'(0).

performance under poor propagation conditions. From a communications perspective, we may think of
Thus, synchronization-based recovery of chaotic basis furkystem (6) as the transmitter and (7) as the receiver. The

tions from a noisy received signal offers superior performanségnal s;(¢) which is transmitted is a linear combination of

to DCSK in terms of data rate only if synchronization can beasis functionsg;(t). For simplicity, we consider the case

maintained. This advantage is lost if the modulation techniguéere only one basis functigy(t) is used and we assume that
6L et the channel filter be an ideal bandpass filter with bandwigiti ;.. 5i(?) - 9(t). ét the recelvgr, we must recoyer the scalar basis

The cross-correlation ot (t) and#i(t — 7'/2) becomes zero BWgpT = functiong(t) = h(z(t)) which has been derived from the state

n,n=1,2,3,-[6]. of the transmitter (6). By synchronizing the state of the receiver
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identically with that of the transmitter, and applying the same x 9(t)
readout functiom.(-), the basis function can be recovered. In J = = [ .
particular, if'(t) can be made to converge i§¢) then the

estimateg(¢) = h(z/'(¢)) will converge tog(t). |>

2) Generalized SynchronizatiorSystems (6) and (7) are
said to exhibitgeneralized synchronizatioifi there exists a Fig. 5. Block diagram of drive system described by (8).
transformationM such that

g(t)

lim [l«/(t) — M(a(t))] = 0

t—oo h

where the properties of the transformation are independent of
the initial conditionsz(0) and z’(0).

Generalized synchronization occurs, for example, in I
unidirectionally-coupled chaotic systems where the driven <_‘

X1 X2

t

}

system (the “synchronizable chaotic circuit” block in Fig. 1)
is asymptotically stable [21].
If the transformationM is invertible, then

Subsystem 1 Subsystem 2

a(t) = (M~ (' (1)) Fig. 6. Pecora-Carroll decomposition of (8) into two subsystems described
by (9) and (10).

approacheg(¢). However, the transformatioM is not nec-

essarily invertible, so recovering the stafét) in a coherent (t)
receiver does not necessarily permit one to recover the required — X2
basis function. o=
3) Phase SynchronizationPhase synchronization of two r
coupled systems occurs if the differeng&t) — ¢(¢)| between

the “phases” of the two systems is bounded by a constant [19], .
where the “phased(t) is some suitably chosen monotonically Subsystem 2
increasing function of time. For example, in the case of Eg. 7. Pecora-Carroll drive-response synchronization. The response system
spiral Chua attractor [22], the angle of rotation about th&a copy of the second subsystem in the drive system shown in Fig. 6.
unstable equilibrium point in a two-dimensional projection of
the attractor would be a suitable choice. . . wherez = (z,,), and

In this work, we are concerned with recovering basis func-
tions exactly so we focus exclusively oidentical synchro- g(t) = h(z1(t), z2())
nization Since we are dealing with one-way communication
between a transmitter (the drive system) and a receiver (#dhe scalar output signal, as before; this is illustrated in Fig. 6.
response system), we consider only unidirectional couplingThe system is partitioned in such a way that the conditional
between two systems. This is called a “drive-response” byapunov exponents(CLE’s) [23] of the second subsystem
“master-slave” configuration. In the following subsections, wl0) are negative.
present two classical approaches to identical drive-respons&ualitatively, the CLE’s characterize the stability of the
synchronization of unidirectionally-coupled systems: Pecorgecond subsystem (10) when driven gy). If all CLE's are
Carroll synchronization and error-feedback synchronization. i¢gative, the trajectory»(t) is asymptotically stable [23].
the language of control theory, Pecora-Carroll synchronizatidfiis means that the states of two or more copies of the
corresponds to open-loop state estimation, and error-feedb&ekond subsystem will synchronize identically when driven

synchronization corresponds to asymptotic state estimationdy the same inputg(¢). This is the basis of Pecora-Carroll
drive-response synchronization.

In particular, consider “Subsyste®fi in Fig. 7. This system

] o is described by
In the drive-response synchronization scheme proposed by

Pecora and Carroll [23], a chaotic dynamical system Ey = fo(&2, 7(1)). (11)

B. Pecora-Carroll Synchronization

z = f(x) (8) If the CLE’s of this subsystem (called the “response sys-
tem”) are all negative and,(0) is sufficiently close tac,(0),
with scalar outputg(t) = h(x), as shown in Fig. 5, is

. . 7 , : .
decomposed into two subsystems with stadgs and o, Lyapunov exponents (LE’s) [24] quantify the average exponential rate of

separation of trajectories in a dynamical system under steady-state conditions.

respectively: If one or more LE’s is positive, then there is a “direction” in the system along
which trajectories are stretched apart exponentially. In this case, the system is
=1 (11 :vg) (9) said to be chaotic. Conditional Lyapunov exponents (CLE'’s) are a measure of
] L ’ the average local exponential rate of separation of trajectories in a dynamical

2 = fo(x2,9(t)) (10) system along a reference trajectory which is defined by a prescribed input.
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Fig. 8. Basis function recovery using cascaded Pecora-Carroll drive-fgy. 10.

Drive system using Chua’s circuit to produce chaotic basis function

sponse synchronization. g(%).
AN 0
Ip
+ + + -20
L Co__— Va2 Vr G w -40
_ _ Nr _ -60
I3
-80
0 2 4 6 8 10
Fig. 9. Chua’s circuit consists of a linear inductbr two linear capacitors . . . o
(Ca,C)), alinear resistor?, and a voltage-controlled nonlinear resisté,. ~ Fig- 11.  Power spectrum of chaotic basis functign) from Chua'’s circuit.

Horizontal axis:f (kHz); vertical axisP(f) (dB).

and r(t) = g(t), then the statet, of the response system

. : The dynamical behavior of the circuit is described by three
converges asymptotically t@, i.e.

ordinary differential equations:

i 7 - - . G 1
tll{go l£2(t) — z2(t)|| = O. Vi = a(VQ -V) - af(vl)’ (14)
In terms of a communications system, the drive system Vo _E(Vl — Vo) + i_,g’ (15)
(8) produces a chaotic basis functigtt) which we assume, Co Cs
for simplicity, is transmitted directly through the channel and fs= — l‘/g (16)
received, noisy and distorted, a&t). L

Recall that the objective of synchronization in a coherefnerecy = 1/R and f(Vi) = Gy Vr+3(Go—Gy)([Vr+E| -
receiver is to estimate(), givenr(t) # g(t). Therefore the |y, _ E|) is the piecewise-linear driving-point characteristic
response system must play the role of basis function recovegy.the nonlinear resistoN .

It is not sufficient to recovet,; we need to recover both This system may be partitioned into two subsystems in a
x1 andz,. This can be accomplished using cascaded drivgymber of different ways. Since the subcircuit consisting of
response synchronization. A second subsystem is added Wtyip’m andC; [described by (15) and (16)] is passive, and there-
is driven by the first, as shown in Fig. 8. Here, fore has negative CLE’s, we choose this as “Subsystem 2.”
“Subsystem 1” is described by (14) and the drive sigy(@)

is Vi(t).

WhenL = 18 mH, C; = 10 nF, C; = 100 nF, R ~
1800 ©, G, = —50/66 mS, G, = —9/22 mS, andE =1V,

If the CLE's of (12) are all negative, angl(0) is suffi- the circuit shown in Fig. 10 produces a chaotic basis function
ciently close tox»(0), andr(t) = g(t), then,(t) converges ¢(t) whose power spectrum is shown in Fig. 11; this is our
asymptotically taz(¢). If, in addition, the CLE’s of (13) are drive system.
negative, therd; converges asymptotically te;, i.e. The response system contains a cascaded drive-response
configuration. The first section, denoted “Subsyst&tand
described by

122 = fo(Z2,7())

z1 = f,(&1,%2).

(12)
(13)

lim ||£,(t) — 2.(t)|| =0,

t—oo
s G ~ 1 -
and the outpui(t) = h(#.(t),%2(t)) converges asymptoti- Va= @(T(t) —V2)+ 5213 (17)
cally to g(¢). In this way, a basis functiog(¢) may in principle 5 1.
be recovered from the received signdt). Is=—1V2 (18)

1) Example: Pecora-Carroll Synchronization in Chua’ﬁs a copy of Subsystem 2. As shown in Fig. 12, this circuit

5 foll f 1, which label
Carroll cascaded drive response synchronization in Chu sutc))s;:tlggni?’y a copy of subsystem 1, which we labe

circuit [25]. This widely-studied circuit, shown in Fig. 9,

consists of a linear inductor, a linear resistor, two linear V _G 1) — 1 v
. . . . 1= ( 2 1) f( 1)

capacitors, and a single nonlinear resistég. 1 Cy
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+ + +
Va A=V
Ng
Subsystem 2 Subsystem 1

Fig. 12. Recovery ofy(t) from r(t) using Chua’s circuit in a Pecora-Carroll cascaded drive-response configuration.

If r(t) ~ g¢(t), then Va approachesl, asymptotically. (t) _
If Vo ~ V, and, in addition,V1(0) is sufficiently close to o™
V1(0) and the CLE’s of “Subsystert” are negative, thery; T e(t)

e

+

approached/ asymptotically and;(¢) ~ g(¢).
In this way, a basis function can be recovered from the
received signal ifr(¢) =~ g(¢) and the parameters of the drive

and response system are matched. N i)
f f h

C. Robustness of Pecora-Carroll Synchronization ‘7

In the discussion above, we have assumed that the param-
eters of the drive and response systems are identical, thatiga13. Error-feedback synchronization.
single basis functiory(t) is transmitted, that(t) ~ g(¢ ,
thagt] the CLE’s of thg(rta)sponse subsystems agré neggsftiz;e, angne way to guara_ntee_: that the CLE's of the response
that the initial conditions of the systems are close; this rathay SySte'_“ are negative ,'S t(.) ma ke that subsystem passive,
extensive set of assumptions allows us to recayey. as we did n-our Chua’s _cwc_wt example above. In Fhls

However, we pointed out in Part | of this paper that th&ase, generalized schhronlzatlon always occurs, even if the
minimum channel nonidealities which must be considered Rrameters Of. the drive and response sub_syst.ems are mis-
a practical communications system are additive white Gauss ﬁ‘tChed' In this sense, .gene.rahzed synch.ronl.zat|on. s a robust
noise and linear bandpass filtering. Therefore, we must ¢ 1enomenon. Howe_vendenUcaI syn_chronguqnwhlch IS
sider carefully the robustness of the modulation/demoduIati{%%qu'red for recovering chaotic basis functions, occurs only

scheme. How well can we recoveft) using synchronization I'the parameters are matched. . . .
from the noisy distorted version(t)? Here, we have discussed a continuous-time state estimator.

In every practical implementation of a telecommunicatiofa”"’mor;s onc}h:s theme V\{[hlc? est|mzzzte the sltate by ".”b‘fans of
system, the transmitter and receiver circuits operate un ens-type delay reconstructions [26] are also possible.

different conditions, so it is necessary to consider the case he performance of the receiver in a drive-response config-

of a mismatch between the parameters of the transmitter 8“0” may pe improve_d signifi_cantly by adding _feedbaf:k in
receiver. The parameter mismatch also depends on temﬁ £ state.estn_nator. This technique, which we .d'SFUSS in the
ature, aging, etc. The effect of parameter mismatch on tHSXt section, is called error-feedback synchronization.
recovery ofg(¢) has not been widely studied; further research L
is required in this area. D. Error-Feedback Synchronization
Pecora-Carroll drive-response synchronization is fundamen-The goal of the “synchronizable chaotic circuit” block in
tally an open-loop state estimation technique, the objective @freceiver (see Fig. 1) is to estimate the basis funcsign,
which is to reconstruct the state of the transmitter, given given a noisy observation(t) of the signal. Error-feedback
a noisy observation-(¢t) of a basis functiong(¢). Open- synchronization is a technique whereby the instantaneous
loop state estimators are sensitive to noise and parametifierence between the estimagét) and the received signal
mismatch. Consequently, identical synchronization using th&) produces a scalar error signelt) which modifies the
Pecora-Carroll technique is not robust, as we shall demonstrstate of the receiver so as to minimize the error.
by example in Part Ill of the paper. Assuming that the basis functiaf(¢) has been generated
CLE’s are a local concept which characterize the behaviby the system shown in Fig. 5, then the corresponding error-
of a system close to a prescribed reference trajectory. Iffeedback synchronizable system has the structure given in
driven system is nonlinear, then different inputs may drive theg. 13.
system through different regions of its state space and producéiere,
different CLE’s. If a synchronization scheme relies on negative i e
CLE’s to recoverg(t), then the CLE’s should be negative for = J@) +elelt)), (20)
all possible inputs under expected operating conditions.  wheree(t) = r(¢t) — §(¢t) and §(t) = h(%), as before.

»
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AN noise level. Weak synchronization is characterized by intermit-
Rp tent desynchronization bursts of large amplitude when noise
- or parameter mismatches are present. Consequently, weak
'\/];/\ Y s ' p synchronization is not suitable for chaotic communications.
+ + + l + + By contrast, several examples exist in the literature where
r(t) L C, =V, Vg E C1 1 4(t) global stability can be proven for the casét) = g(¢t) when
_ fs _ _ Ng T 3 _ strong error-feedback synchronization is used [28]-[30]. This
can be accomplished by using Lyapunov’s direct method [31]

to prove that the error syste®(¢) — z(¢)) has a globally
asymptotically stable equilibrium point at the origin.

In the case of error-feedback synchronization, design of
the feedback and analysis of the stability of the error system
With appropriate choices faok(-) ande(-), reduces to a nonlinear observer design problem [32]. Syn-
chronization performance in the presence of noise can also be
improved by filtering the error signal(t) before applying it
to the summing node in Fig. 13 [33].

Fig. 14. Error-feedback synchronization in Chua’s circuit.

tlim |&(t) — z(t)|| = 0.

If Z, converges tac, then g(t) converges tg(t).
1) Example: Error-Feedback Synchronization in Chua’s

Circuit: Consider again the drive system formed by a Chua’s

circuit shown in Fig. 10 which produces a chaotic basis V. CONCLUDING REMARKS

function g(#). Error-feedback synchronization using linear \,ch of the recent research in chaotic communications has
feedback may be implemented by the circuit configuratiggcsed on synchronization. Our objectives in this work have

given in Fig. 14. been:

Here, 1) To provide a theoretical context in which the perfor-
. a . . 1. G mance of modulation schemes based on chaotic syn-
Vi= F(VQ -Vi)— FF(VI) + FEC (21) chronization can be evaluated,
] Gl 11 ! 2) To develop a unified framework for discussing and
Vy, = F(T(t) —Va) + F_fg (22) comparing conventional and chaotic communications
] 2 1 2 systems, and
Is=—-2>V, (23) 3) To highlight the special problems that arise when chaotic

L basis functions are used.

In Part I, we surveyed the theory and operation of the
conventional digital communications systems and identified
the minimum requirement for a realistic channel model. The
use of chaotic carrier signals was motivated by highlighting
o the limitations of narrowband communications.

E. Proof of Synchronization In Section Il of Part Il, we described the CSK, COOK, and

Synchronization in Pecora-Carroll drive-response syste£SK modulation techniques.
may be established by numerically calculating the CLE’s of We compared the theoretical performance of a coherent
the system. This approach is unsatisfactory in two respeatsrrelation receiver with synchronization, a noncoherent corre-
extensive simulation is required to calculate the CLE’s. Mordation receiver, and a DCSK correlation receiver in Section Ill.
over, the synchronization theorem is valid only for trajectories We concluded that synchronization-based recovery of
in the receiver which come sufficiently close to the referen@haotic basis functions from noisy received sample functions
trajectory in the transmitter. offers potential advantages in terms of data rate and noise

Although one may justifiably argue that because the bagisrformance, but only if synchronization can be maintained.
function g(¢) belongs to an attractor and that ergodicity on thi§ synchronization cannot be maintained, then noncoherent
attractor ensures that the trajectdry(t) will eventually come detection represents a better choice.
close tox> and “pull-in,” there is noa priori upper bound on  In Section IV we surveyed the state-of-the-art in syn-
the pull-in time [4]. For a practical communications systenthronization of chaotic systems in the context of digital
this is unacceptable. Worse stilbcal stability of the reference communications.
trajectoryz,(¢) is not sufficient to guarantee tha&b(t) will In Part Ill, performance targets for chaotic communica-
remain close tee2(¢) when random perturbations are added ttions techniques are summarized and examples (CSK with
the drive signal, as happens in a realistic channel model. synchronization, noncoherent CSK and COOK, and DCSK

Recent work has highlighted the qualitative difference beorrelation receiver) are given. We evaluate the performance
tween “weak” and “strong” forms of chaotic synchronizatiof these systems in the context of a noisy and bandlimited
in systems which have identical transversal Lyapunov expchannel. We also highlight a fundamental problem in chaotic
nents [27]. In the case of strong synchronization, additive noisemmunications of minimizing the variance of the estimation
produces a small synchronization error which is related to tire the correlator.

where Gy = 1/Rp ande(t) = r(t) — Vi(¢). )
For a sufficiently small value of the coupling resistog, V1
synchronizes withV;, and g(¢) = g(¢).
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