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Abstract

Case-Based Reasoning (CBR) uses past experiences to solve new problems. The quality of the past experiences, which are stored as cases in a case base, is a big factor in the performance of a CBR system. The system's competence may be improved by adding problems to the case base after they have been solved and their solutions verified to be correct. However, from time to time, the case base may have to be refined to reduce redundancy and to get rid of any noisy cases that may have been introduced.

Many case base maintenance algorithms have been developed to delete noisy and redundant cases. However, different algorithms work well in different situations and it may be difficult for a knowledge engineer to know which one is the best to use for a particular case base. In this thesis, we investigate ways to combine algorithms to produce better deletion decisions than the decisions made by individual algorithms, and ways to choose which algorithm is best for a given case base at a given time.

We analyse five of the most commonly-used maintenance algorithms in detail and show how the different algorithms perform better on different datasets. This motivates us to develop a new approach: maintenance by a committee of experts (MACE). MACE allows us to combine maintenance algorithms to produce a composite algorithm which exploits the merits of each of the algorithms that it contains. By combining different algorithms in different ways we can also define algorithms that have different trade-offs between accuracy and deletion.

While MACE allows us to define an infinite number of new composite algorithms, we still face the problem of choosing which algorithm to use. To make this choice, we need to be able to identify properties of a case base that are predictive of which maintenance algorithm is best. We examine a number of measures of dataset complexity for this purpose. These provide a numerical way to describe a case base at a given time. We use the numerical description to develop a meta-case-based classification system. This system uses previous experience about which maintenance algorithm was best to use for other case bases to predict which algorithm to use for a new case base.

Finally, we give the knowledge engineer more control over the deletion process by creating incremental versions of the maintenance algorithms. These incremental algorithms suggest one case at a time for deletion rather than a group of cases, which allows the knowledge engineer to decide whether or not each case in turn should be deleted or kept. We also develop incremental versions of the complexity measures, allowing us to create an incremental version of our meta-case-based classification system. Since the case base changes after each deletion, the best algorithm to use may also change. The incremental system allows us to choose which algorithm is the best to use at each point in the deletion process.
Chapter 1

Introduction

1.1 Case-Based Reasoning

Experience is something that we gain as we go through life. We use this experience to help us to deal with situations that occur each day. For example, a doctor uses his experience of previous patients and the treatments that worked for them to treat the symptoms of a new patient. A mechanic uses his experience of previous engine problems and how he fixed them to fix a new engine problem. A chef uses his experience of what recipes worked well in the past when putting together a new dish.

Case-Based Reasoning (CBR) is a branch of Artificial Intelligence which uses past experiences to solve new problems. CBR is used to solve problems in domains where similar problems have similar solutions. It stores past experiences as cases, where each case contains attributes of a problem and the solution to that problem. The cases are collected to form a case base. A solution to a new problem is found by comparing the attributes of the problem to the cases in the case base and finding the case(s) that are most similar to that problem. The solutions of these similar case(s) are adapted to find a solution to the new problem [42, 77].

A CBR system has four knowledge containers [76]. The vocabulary describes problems and solutions in the domain. The similarity measure contains knowledge about how cases are compared to each other. The case base contains the set of previously-solved problems described by the vocabulary. The adaptation knowledge describes how a retrieved solution is adapted to fit a new problem. This combined knowledge is used to complete the CBR process.

Traditionally, the CBR process to solve a new problem, known as the query, is represented as a cycle [1, 42], as shown in Figure 1.1. The cycle has four steps: Retrieve, Reuse, Revise and Retain. The steps work as follows:

Retrieve The case base is searched and a measure of similarity is used to retrieve the most similar case or cases to the query. Since similar problems have similar solutions, these cases are the most useful to use to find a solution to the query.

Reuse The retrieved cases are adapted to create a solution to the query. This takes into account any differences between the query and the retrieved cases and adapts the solution so as to deal with these differences. This step provides a suggested solution to the problem.
**Figure 1.1: Aamodt and Plaza’s CBR Application Cycle, from [1]**

**Revise** The suggested solution is tested to see if it successful. In some situations, this may be done by applying it to the problem in the real world; in other situations it may be tried as a simulation. The feedback received from testing the solution may indicate that the solution needs to be revised to work properly for the problem.

**Retain** Optionally, a new case is created from the description of the query and the revised solution. This new case can be added to the case base so that it can be used in future problem-solving. This allows the CBR system to gain new experience as it solves more problems.

### 1.2 Maintenance of CBR Systems

CBR systems gain in experience as new cases are added to the case base. These new cases increase the system’s coverage of the domain and help it to solve new problems. This is especially useful in a changing domain, as the system will learn the changes as experience is added to the case base. System efficiency may also be improved because less adaptation will be required since the case base will provide better coverage of the problem space [42]. However, as a case base grows in size, a number of problems occur.

Firstly, the cost of retrieval will increase because there are more cases to compare to the problem to find a solution. A problem known as the *utility problem* [26, 53, 59, 83] occurs when the cost of retrieval outweighs the benefits of less case adaptation. Rather
than improving system efficiency, adding new cases to the saturated case base will cause system efficiency to decrease.

Secondly, some cases in the case base will be redundant in the sense that the CBR system could correctly solve the same range of problems without them. These cases add to the cost of retrieval but are not useful. Additionally, changes in the domain may mean that some of the older cases will now be noisy, and these may cause a decrease in the accuracy of the CBR system. This can also happen if cases added to the case base were not checked for correctness before their addition, allowing incorrectly labelled cases to be added to the case base.

To help address these problems, maintenance is performed on the knowledge containers. One way of incorporating maintenance into the CBR cycle was proposed at the CBR workshop at IJCAI’99 [92]. Two additional steps were added to the original four by the workshop participants: Review and Reflect. The Review step is inserted before the Retain step and its function is to assess the quality of a case before adding it to the case base. This ensures that only valuable cases are added into the case base. The Reflect step looks at areas such as attribute weighting, similarity metrics and case coverage and decides whether or not work needs to be done to improve these.

However, since maintenance can be computationally expensive, it will itself degrade system efficiency if it is performed during every application cycle. To solve this, Gőker et al. introduce a separate cycle known as the maintenance cycle [30], which is further developed by Reinartz and his co-authors [75]. This maintenance cycle can be run at regular time intervals, when a particular condition is satisfied (such as case base size reaching a predefined limit) or when the knowledge engineer decides that maintenance is necessary [46].

Gőker et al.’s maintenance cycle is shown in Figure 1.2. In this model, the Retrieve, Reuse and Revise application cycle steps are performed as normal every time a new problem arises. If the solution generated by the system is not correct, the end users generate a new solution. The next step is the Recycle step, which has two functions. Firstly, it completes the application cycle by putting the generated solution to use. Secondly, if a new solution has been generated by the end user, it stores this case in a case buffer and sends it to the maintenance cycle. The maintenance cycle consists of two steps, Retain and Refine. These steps work as follows:

Retain The new cases are checked for quality by the CBR administrator. The cases should have a solution that is correct, relevant and applicable to the problem.

Refine The knowledge containers are refined to optimise case base performance. The goal of this step with respect to the case base is to keep it correct, with maximal coverage and no redundant cases. Cases that were checked for quality in the Retain step are now checked to see if their inclusion in the case base would cause redundancy or inconsistency. If not, they are added to the case base.

Changes in the domain and the inclusion of these new cases may affect the quality of the other knowledge containers, causing a need for maintenance of these also. This maintenance is also performed in the Refine step.

In [75], Reinartz et al. propose another variation of the six-step model, as shown in Figure 1.3. The Retrieve, Reuse and Revise steps are performed as normal with the additional function of collecting data that can be used by the maintenance cycle, such as mean retrieval time and how often a case is rejected or accepted as a solution to a new problem.
Similarly to Göker et al., they move the original Retain step to the maintenance cycle, along with two extra steps: Review and Restore. The three steps work as follows:

**Retain** New cases are added to the case base. The indexing structures are also modified to make changes to the similarity measures. The impact of these changes is measured before putting the new similarity measures to use in the application cycle.

**Review** The knowledge containers are checked (including the new cases submitted for addition to the case base) to see if they meet quality criteria. Reinartz et al. describe in detail these criteria for the case base but not for the vocabulary, similarity or adaptation knowledge containers. The quality criteria for the case base are as follows: correctness, consistency, uniqueness, minimality and incoherency [74]. Follow-on work [80] also includes measures such as case base density, distribution and coverage as measures of case base quality.

**Restore** Operators are used to change the system to get back to a desired quality level if the Review step has indicated that this is necessary. These operators include the addition, removal, specialisation and generalisation of cases, as well as operators to change parts of cases and to merge cases in a number of different ways. The maintenance algorithm employed will decide which of these operators to use to restore system quality.

Maintenance of the CBR system could be done manually by a case base administrator, who can decide which knowledge containers need to be maintained and how to maintain them. However, much research has been done into developing algorithms to automatically analyse CBR systems, recommend maintenance operations and carry them out. These can either be run independently or they can help the administrator to make maintenance decisions.

CBR maintenance involves maintaining each of the different knowledge containers. Much work has been done on maintaining the similarity measure by looking at maintenance of case-indexing, which allows retrieval to be performed more efficiently [11, 24, 25, 33, 61] and of attribute-weighting, which determines the importance of each of the attributes in retrieval [7, 13, 62, 94, 102]. Research has also been done into maintaining the adaptation knowledge [41, 47, 82]. However, most of the maintenance research has been centered on maintaining the case base, known as case base maintenance (CBM). Our work also focuses on this area.
Case base maintenance has mainly focused on structured CBR, where problems are described by a number of attribute-value pairs. This is the area that we work in also. However, some maintenance work has also been done in the areas of textual CBR [34] and conversational CBR [3, 93].

1.3 Research Objectives

Our aim in this work is to help a case base administrator to choose which maintenance algorithm is best to use to delete cases from his case base. We have three main objectives:

1. To show that different case base maintenance algorithms have different biases and that no single algorithm works best for all case bases.

2. To look at how to combine the deletion decisions made by commonly-used case base maintenance algorithms to exploit the strengths of each of the algorithms in different situations.

3. To find ways to choose which algorithm is best for a given case base at a particular point in time.

1.4 Thesis Overview

In Chapter 2, we present a review of the current state of case base maintenance research. From this research, we pick out five case base maintenance algorithms that we believe to be representative and study these in further detail. Two of these are noise reduction algorithms, BBNR [19] and RENN [88], while three reduce redundancy, CRR [19]; ICF [9] and RC [58]. We examine these five algorithms in detail. We reveal each algorithm’s biases and present scenarios which show the different deletion decisions made by the different algorithms. These biases indicate to us that different algorithms may work better in different situations. We also examine problems that can occur in a number of the case base maintenance algorithms and we give examples of situations where these problems may present
themselves. As a final step in our examination of these five commonly-used case base main-
tenance algorithms, we compare their performance on twenty-five classification datasets. We record how much each algorithm deletes and the classification accuracy of the resulting case bases after deletion. The deletion and classification accuracy results for the twenty-five datasets show that different algorithms perform well on different datasets. This evaluation confirms our hypothesis that, because of their different biases, no single algorithm is the best to use for all case bases.

In Chapter 3, we look at ways to combine the deletion decisions of the different case base maintenance algorithms so as to exploit the merits of each of the algorithms. We present our approach to case base maintenance: Maintenance by a Committee of Experts, or MACE. In MACE, we use an ensemble approach to combine the deletion decisions of current maintenance algorithms to benefit from the strengths of each of the algorithms in the combination. We combine the algorithms in two different ways: in sequence or by a committee vote. We present a grammar that shows how these two ways of combining algorithms work. In our evaluation of our MACE approach, we present the issue that case base maintenance is a multi-objective problem, where we want to delete as much of the case base as possible without sacrificing classification accuracy. Often when a maintenance algorithm deletes a large proportion of the case base, the resulting case base will have low classification accuracy due to the large amount of coverage that has been lost. Conversely, when a maintenance algorithm seeks to retain or improve the current classification accuracy, it often does not delete many cases. We examine two ways for case base administrators to be able to take both factors into account when evaluating case base maintenance algorithms: the harmonic mean and the Pareto front. We use these in our evaluation of our MACE algorithms. In evaluating MACE, we show that our novel composite maintenance algorithms perform well when compared with the classic maintenance algorithms. However, we again face the problem that no single algorithm gives the best performance over all case bases.

To address the problem of deciding which maintenance algorithm to use for a particular case base, we need to have a way of capturing the state of that case base at that point in time. In Chapter 4, we examine seventeen case base complexity measures, which provide us with ways of describing the case base numerically. The majority of these are based on a survey of complexity measures by Ho and Basu [37, 38]. Their measures have since been implemented by Orriols-Puig et al. [64] in DCoL, the Data Complexity Library which is an open-source C++ implementation of thirteen measures based on those in the Ho and Basu survey. We use these thirteen measures, and we take four more from the CBR literature: we define two from Massie et al.’s complexity profile measure [55]; we use Fornells et al.’s separability emphasis measure [22]; and finally we define another from Smyth & McKenna’s notion of case base competence [85]. We examine each of these measures in detail, revising five of the original Ho and Basu measures to make them more fit for purpose. We determine which of the measures can apply to multi-class classification problems and to case bases with symbolic-valued attributes, both of these being common in CBR, and we adjust the measures to work in both of these situations where possible. We compute these measures for the twenty-five classification datasets and examine how well they correlate with each other. We find a number of situations where the correlation between two measures is surprising: a number of pairs of measures that do not seem alike correlate well while some measures that appear similar do not correlate as well as we would expect. We also look at a number of different classifiers and we evaluate the measures to see which are predictive of classifier accuracy. Finally, we examine how the measure values would be affected by running each
of the case base maintenance algorithms on the datasets. We find that RENN in particular does not perform as expected. While a noise reduction algorithm would be expected to cause a decrease in case base complexity, RENN instead often causes an increase in complexity. We find that BBNR does a better job than RENN at decreasing complexity and maintaining or increasing classification accuracy.

Chapter 5 presents our approach to choosing which maintenance algorithm to use for a given case base. We introduce meta-case-based classification for case base maintenance. This uses past experience of good maintenance decisions to predict what will work in the future. Each of the past case bases is made into a meta-case using the complexity measures as meta-attributes and the best maintenance algorithm for that case base as the meta-solution. To predict the best maintenance algorithm for a new case base, we treat it as a query to the meta-case-based classification system. We compute the measures to provide its description, and we use the previous experience to predict which maintenance algorithm is best to use based on this description. We evaluate our meta-case based classification approach using the twenty-five datasets and show that it performs well in comparison to the original case base maintenance algorithms. We also show how feature selection can be used to pick out which measures are best to use as meta-attributes.

In Chapter 6 we examine a more fine-grained approach to choosing a maintenance algorithm. As cases are removed during maintenance, the state of the case base changes. As a result, the best maintenance algorithm for the case base may also change. We present an approach to deal with this by developing an incremental version of each of the case base maintenance algorithms to allow them to suggest one case for deletion at a time. We also develop incremental versions of the case base complexity measures which adjust the measure values as cases are deleted from the case base. We run an incremental version of our meta-case-based classification system. Given a case base that requires maintenance, we query a meta-case base whose case solutions are incremental CBM algorithms. It chooses an algorithm to run, and we use this algorithm to delete a case from the case base. We update the incremental measure values and repeat the process until the predicted algorithm has no case for deletion. Using this incremental system, we try to make the best maintenance decision at every point in the maintenance process. We present an evaluation of all of the incremental case base maintenance algorithms, including our incremental meta-case-based classification system. From this evaluation, we show that our incremental system is competitive with the other incremental algorithms.

Chapter 7 concludes the thesis. We summarise our findings and identify possible areas for future work that arises from the research.

1.5 Contributions of this Thesis

There has been much research into the area of case base maintenance and there have been many algorithms developed to automatically delete cases. A case base administrator has no way of knowing which maintenance algorithm to use to delete cases from his case base. In this thesis, we are concerned with helping a case base administrator to choose which maintenance algorithm will work well to maintain his case base. The main contributions of this work are as follows:

- We implement five of the most commonly-used case base maintenance algorithms and make them available as open source in the jColibri framework
We examine each of these five algorithms in detail to reveal their biases.

- In our detailed analysis of the maintenance algorithms, we discover a number of problems that could cause the algorithms to give unexpected results on particular case bases. In some situations, RENN will delete all of the cases in a case base. BBNR can also do this, but the circumstances under which it will occur are more limited. We give an example of a situation where the problem occurs for RENN but not for BBNR. Alternatively, in some situations ICF may not delete any cases, even though there are redundant cases present. We give examples of small case bases where each of these problems occur.

- We compare the deletion decisions of the maintenance algorithms. Sometimes BBNR and RENN identify different cases as being noisy. We show a scenario where the algorithms differ in their choice of a noisy case to delete. Similarly, we compare the cases that CRR, ICF and RC identify as being redundant, and we show how their deletion decisions differ on a small case base.

- We evaluate the performance of the five case base maintenance algorithms on twenty-five classification datasets. In this evaluation, we show that no single algorithm works well over all datasets. This motivates the rest of our work on combining and choosing maintenance algorithms so that we can decide which maintenance algorithm is best for a given case base at a particular point in time.

- We present our MACE approach to case base maintenance, which aims to combine the deletion decisions of individual maintenance algorithms to exploit the merits of each of the algorithms. We describe MACE using an EBNF grammar. We define sequences and committees and show how they work to form a MACE algorithm.

- We look at how to numerically describe a case base so that we can make decisions about which maintenance algorithm is best to use for that case base. We examine a number of case base complexity measures for this purpose. We develop ways to adjust the case base complexity measures to be able to deal with multiple classes and symbolic attributes. Both of these are common in CBR but a number of the complexity measures that we examine cannot be used for case bases with one or both of these features.

- We work with a number of complexity measures developed by Ho and Basu [37, 38]. We modify the definitions of five of their measures to make them more fit for purpose. We also work with four new measures that we have based on ideas in the CBR literature. Additionally, we propose criteria by which complexity measures can be judged. This allows other measures to be evaluated for their usefulness in deciding whether a case base is easy or difficult for a classifier.

- We evaluate the measures to show when they agree and disagree on the complexity of a case base and to examine which measures are predictive of classifier error. Finally, we show the effect that case base maintenance has on the complexity measures.

- We use the complexity measures to give us a numerical description of a case base at a given point in time. Feature selection provides us with a way to choose which complexity measures are best to use to predict a maintenance algorithm.
• Using the numerical case base descriptions, we develop a meta-case-based classification approach to choosing the best maintenance algorithm to use for a case base at a given point in time, based on the experience of good maintenance decisions for other case bases. We present an empirical evaluation of this meta-case-based classification system for CBM, showing that our approach is competitive with the original maintenance algorithms.

• We develop incremental versions of the five main case base maintenance algorithms. In contrast to the maintenance algorithms from which they are derived, which propose the deletion of batches of cases, each time one of our incremental algorithms is run it proposes what it regards as the single best case to delete next.

• We also develop incremental versions of the complexity measures, which adjust the measure values as cases are deleted from the case base. These incremental measures, along with the incremental algorithms, allow us to develop our incremental meta-case-based classification system for maintenance. This system suggests the best incremental algorithm to use for a case base at a given time, which allows us to always use the best maintenance algorithm, even as the case base changes through the removal of other cases. Finally, we present an evaluation of the incremental algorithms and our incremental meta-CBR system.
Chapter 2

Case Base Maintenance Algorithms

2.1 Introduction

There have been many algorithms developed to automatically remove noise or redundancy (or both) from case bases. In this chapter, we will review these algorithms and examine what they aim to achieve. Since the algorithms work in different ways to achieve noise or redundancy reduction, different algorithms should work better on different case bases. To illustrate this, we look in more detail at five of the maintenance algorithms which we believe to be representative of the work that has been done on case base maintenance. We show examples of times when one algorithm works better than another and situations where one or more of the algorithms will not work as they are designed to. This motivates our later work on ways to combine the existing maintenance algorithms and ways a case base administrator can choose one that works well for his particular case base.

Case-Based Reasoning can be used in many different problem areas such as diagnosis, planning and design. Much of the work on case base maintenance has been done in the area of classification, which is also the area that we will concentrate on. In the next section, we give an introduction to case-based classification and to the notation that we use to describe it both in this chapter and throughout the thesis.

2.2 Case-Based Classification

Classification is the task of deciding which of a predefined, finite set of classes an object belongs to. When we perform case-based classification, we use the cases in the case base to make this decision. We denote the case base by $CB$ and the number of cases that it contains by $|CB|$. Each case in $CB$ contains a problem description and a solution. The problem description is usually made up of a number of attributes.

We use $a_i$ to denote an attribute, with $i \in \{1, \ldots, n\}$ where $n$ is the total number of attributes. For each attribute $a_i$, we let case $x$’s value for that attribute be denoted by $x_{a_i}$. Attributes may be Boolean-valued, numeric-valued or symbolic-valued. We assume that a distance function (or similarity function) can be defined on the domains of each attribute. Where the attribute is numeric-valued, we denote the maximum possible value of attribute $a_i$ by $\max(a_i)$, and its minimum possible value by $\min(a_i)$. If we do not know the maximum or minimum possible values for a given attribute, we find its maximum and minimum values contained in the case base, and use these instead.

In case-based classification, the solution of each case will be a class label. We denote $x$’s
class by $x_c$. The set of all classes contained in the domain is denoted by $C$, and we denote a class label by $c_j$, where $j \in \{1, ..., |C|\}$. If there are just two possible classes, we refer to the task as *Boolean classification*. In this case, we designate the two classes by $c^+$ and $c^-$. If, however, there are more than two classes, we refer to the task as *multi-class* classification.

A case is described using the above notation as $x = \langle x_{a_1}, \ldots, x_{a_n}, x_c \rangle$.

As well as knowing the maximum and minimum values of an attribute, for some of the measures we need to know the maximum and minimum values of that attribute among cases of a particular class. For an individual attribute $a$, let $\min(a, c)$ be the minimum value of $a$ that occurs in cases labelled by $c$; and similarly for $\max(a, c)$.

When faced with a new query, denoted by $q$, the case-based classifier works to assign a class label to $q$. To classify $q$ using the case base $CB$, we first compute the similarity of each case in the case base to $q$ using the global similarity measure shown in Equation 2.1.

$$\text{Sim}(x, q) = \frac{\sum_{i \in n} w_{a_i} \times \text{sim}_{a_i}(x_{a_i}, q_{a_i})}{\sum_{i \in n} w_{a_i}}$$  \hspace{1cm} (2.1)

Each attribute has a weight, $w_{a_i}$, and the global similarity measure uses these weights to compute a weighted average of the local similarity measures, which are applied to each attribute in turn. We have different local similarity measures for symbolic attributes and numeric attributes. Equation 2.2 gives the local similarity measure for symbolic attributes and Equation 2.3 shows the local similarity measure for numeric attributes.

$$\text{sim}_{a_i}(x_{a_i}, q_{a_i}) = \begin{cases} 1 & \text{if } x_{a_i} = q_{a_i} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (2.2)

$$\text{sim}_{a_i}(x_{a_i}, q_{a_i}) = 1 - \left( \frac{|x_{a_i} - q_{a_i}|}{\max(a_i) - \min(a_i)} \right)$$  \hspace{1cm} (2.3)

We perform $k$-Nearest Neighbour ($k$-NN) classification by retrieving the $k$ cases that are most similar to the query. In the case of a tie for the top $k$ cases (that is, if the case at position $k$ has the same similarity to $q$ as the case at position $k + 1$), we randomly pick from the tied cases until we have $k$ similar cases. Another possibility is to retrieve all of the tied cases. In this situation, more than $k$ cases will be chosen. Sarah Jane Delany, whose work we will examine later in this chapter, uses this approach. For this reason, our results will not always match her results.

Using the $k$ cases, we take each class $c_j$ in turn and see how many of the $k$ cases have $c_j$ as their class. We take each of these as a vote for $c_j$ and weight the vote by the similarity of that case to $q$. We sum the votes for $c_j$ to get the total vote for that class. The class with the highest total vote is the predicted class for $q$.

We refer to the predicted class for $q$ as $q_{c_p}$. We may also know $q$’s actual class value, for example if we are performing experiments to see how well the classifier works. We denote $q$’s actual class value by $q_c$. If $q_{c_p} = q_c$, we say that $q$ has been correctly classified. Otherwise, it has been misclassified.

Case-based classification is used in many of the case base maintenance algorithms. We now give an overview of these algorithms and how they work.

### 2.3 Case Base Maintenance Algorithms

Work on the maintenance of datasets pre-dates research into the area of CBR. Much of the work on the editing of datasets to remove noise and redundancy originated in the instance-
based learning community [29, 35, 79, 88, 89, 97, 98, 99]. However, the techniques used in this area can be applied to modern case bases. We present these instance-based maintenance algorithms along with the algorithms that have since been developed specifically for use in the area of CBR. To avoid confusion, we use CBR terminology throughout our review of the literature.

Case Base Maintenance algorithms are often divided into two types: those that delete noisy (or harmful) cases and those that delete redundant cases. Noise reduction algorithms improve solution quality by removing cases that are considered to have a negative effect on the accuracy of the classification system. They do this by causing misclassification when they are retrieved as nearest neighbours to a query. Redundancy reduction algorithms improve system efficiency by removing cases which do not contribute to the range of problems that the classifier can solve. Many case base maintenance algorithms are composites that use a noise reduction phase to clean up the case base before identifying redundant cases.

2.3.1 Noise Reduction Algorithms

In 1972, Wilson [97] put forward his noise-reduction algorithm, known as the Edited Nearest Neighbour Rule (ENN). He considers a case to be noisy if it has a different class to most of the cases around it. The algorithm retrieves the $k$ nearest neighbours of each case (usually $k = 3$) and removes the case if it does not agree with the majority of these neighbours. By doing this it removes the cases that Wilson considers to be noisy. It also removes instances close to the boundary between different classes since these will be surrounded by cases of a different class. This makes the boundaries between cases smoother, which aims to improve the accuracy of predicted solutions in these areas.

Tomek [88] extended ENN with the Repeated ENN (RENN) and All-$k$NN algorithms. RENN applies the ENN algorithm repeatedly until no more instances can be removed. All-$k$NN does the same but increments the value of $k$ after each iteration. These allow for more noisy cases to be deleted by removing cases that ENN may have missed on a single pass.

In their Blame-Based Noise Reduction (BBNR) algorithm, Delany and Cunningham [19] take a different approach to removing noisy cases. Instead of looking for cases which are misclassified, they aim to identify cases which cause other cases to be misclassified. This is because a misclassified case may not be a noisy case but could be misclassified due to its noisy neighbours. BBNR first classifies each case in the case base and keeps track of which cases it classifies correctly and incorrectly. Each of the cases that causes at least one misclassification is then removed if its removal does not cause cases that were previously correctly classified to be misclassified. This allows noisy cases to be deleted without causing any additional misclassification.

Delany [18] aims to improve noise reduction in her RDCL algorithm. This algorithm computes a competence model and identifies the reachability (R), dissimilarity (D), coverage (C) and liability (L) sets of each case (which we will discuss in more detail in Section 2.4.1. These sets then give information about the cases. If a case has a non-empty reachability set, then that case has been correctly classified by the case base, while a non-empty dissimilarity set indicates that the case was misclassified. If a case has a coverage set, then that case is useful for classification. However, if a case has a non-empty liability set, that case is harmful and causes damage.

Delany identifies eight types of case profile depending on the non-emptiness or otherwise of the four sets and she looks empirically at what happens when cases with certain profiles are deleted. She finds that by removing DL cases (which are misclassified and also causing
others to be misclassified) and DCL cases (which do the same as DL but also help in classifying others correctly), she achieves consistent improvements in accuracy.

2.3.2 Redundancy Reduction Algorithms

There are two types of redundancy reduction algorithms: incremental algorithms which begin with an empty case base and add useful cases from the original cases, and decremental algorithms which begin with the original case base and remove redundant cases. We note that we use two meanings of the word ‘incremental’ in our word. In Chapter 6, we use it to mean that we delete cases one at a time from the case base. However, here it means to build a new case base from the existing one, with residual cases (ones not used to build the new case base) being deleted. In this situation, several cases (a batch) may be deleted at once.

Incremental Redundancy Reduction Algorithms

In 1968, Hart developed his Condensed Nearest Neighbour Rule (CNN) [35] to remove redundancy. CNN begins with an empty edited case base and adds every case from the original case base that cannot be classified correctly by the edited case base. The problem with this is that the order of the cases being presented to CNN has a great influence on the resulting case base. Cases that are presented early have a high chance of being misclassified because the case base contains few cases and so these cases have a high chance of being included in the edited set. Also, CNN is very sensitive to noise, as noisy instances will often be misclassified by their nearest neighbours, and so will be included in the edited case base. This is a problem because it decreases the accuracy of the resulting case base, and it also increases its size as it will need to retain non-noisy cases that lie close to the noisy case.

Ritter et al. introduced an improvement to CNN in their Selective Nearest Neighbour Rule (SNN) [79]. This algorithm extends CNN by requiring that every case in the original case base must be closer to its nearest neighbour in the edited case base than to any case of a different class in the original case base. This guarantees that the edited case base will be minimal and also includes fewer boundary cases than CNN. However, it is quite a complex algorithm to implement, and is still sensitive to noise, as it picks instances closest to the boundary between classes to make up its minimal subset, and noisy instances will often lie close to the boundary.

An approach to dealing with the problem of case ordering is taken by Tomek [89]. He presents cases to the CNN algorithm in order of increasing distance to their nearest neighbour of a different class (nearest unlike neighbour, or NUN). In this way, cases that lie on class boundaries are likely to be considered first, and redundant cases will be presented later when they are less likely to be misclassified and included in the edited case base. This CNN-NUN algorithm reduces case base size more than the original CNN algorithm but is sensitive to noise.

Smyth and McKenna [86] present a number of metrics for ordering cases for presentation to CNN. Their most successful of these, according to experiments in [86], is known as relative coverage (RC). RC is an estimate of how much an individual case contributes to case base coverage. Cases that have high coverage are presented to CNN first, so a compact case base with high coverage will be built by RC-CNN. However, like CNN itself, RC-CNN is still sensitive to noise.
Leake and Wilson [48] present a similar metric RP, or relative performance. This measures what contribution a case makes to the adaptation performance of the system. Cases with high adaptation performance are presented to CNN first as these cases are most useful. Tests show that RP-CNN does have improved performance over RC-CNN. However, it does this at the expense of case base size: RC-CNN produces a smaller case base than RP-CNN.

McKenna and Smyth [58] go on to use their RC ordering metric in their own deletion algorithm. As each case is added to the new case base, the cases that it solves are removed from the old case base. Since cases that solve many other cases are considered first, large groups of cases are removed at once and a new case base is formed quickly because there are fewer cases to consider for inclusion each time. However, this aggressive deletion may mean that the resulting case base loses some of the accuracy of the original case base.

Delany and Cunningham [19] use this same deletion technique but order the cases in the opposite way so that cases that solve few other cases are added to the new case base first. This algorithm is known as Conservative Redundancy Reduction (CRR). They believe that, by using this less aggressive approach, the resulting case base will not lose coverage.

**Decremental Redundancy Reduction Algorithms**

The first of the decremental redundancy reduction algorithms was the Reduced Nearest Neighbour Rule (RNN), introduced by Gates in 1972 [29]. In this algorithm, an edited case base is created that is initially a copy of the original. Each case is tested for removal in turn. If a case is temporarily taken out of the edited case base, and all of the cases in the original case base can still be correctly classified, then that case is removed permanently from the edited case base. Since the instance being removed does not itself have to be correctly classified, RNN can remove noise as well as redundancy from the set. RNN always produces a case base that is a subset of the case base that CNN produces, but it is computationally more expensive.

Wilson and Martinez [98, 99] introduce a number of redundancy reduction algorithms called DROP1-5. DROP1 is very similar to RNN. It looks at all of the cases which have a case $x$ as one of their nearest neighbours. If these cases can be correctly classified without $x$ then $x$ is removed from the case base. Like RNN, this deletes noisy cases as well as redundant cases at the center of clusters. DROP2 aims to improve DROP1 by ordering cases by their distance from their nearest neighbour of a different class. Cases furthest from a case of another class are considered for removal first so that border points will be retained. However, this means that noisy cases, which will be considered to be border points, will be late in the ordering. Although the noisy case itself may be deleted at this stage, many of its neighbours would have been considered earlier and kept because the noisy case could not be correctly classified. For this reason, DROP3 introduces a RENN noise reduction pass before running the DROP2 algorithm. DROP4 modifies this by making the noise reduction pass less aggressive by introducing the additional rule that a misclassified case is only removed if its removal does not affect the classification of the other cases in the edited set. Finally, DROP5 extends DROP2 by making an initial pass of the case base in ascending order of distance to the nearest neighbour of a different class to remove noise. DROP2 is then applied until no further changes can be made. The DROP algorithms give a good reduction in case base size while maintaining good accuracy.

In [9], Brighton and Mellish present their Iterative Case Filtering Algorithm (ICF). Like DROP3, ICF runs RENN to filter noise. It then examines each case in the case base in turn. If a case is correctly classified by more cases than it itself correctly classifies, it is
deleted. This removes cases that are not useful.

Smyth and Keane [84] introduce their Footprint Deletion Policy to delete redundant cases. They divide the case base up into different groups depending on how useful they are for classification. All cases from the least useful group are deleted before moving to cases in the next group. The number of cases to be deleted is determined by the user.

Racine and Yang [71, 72] address the problem of deleting redundant and inconsistent cases in mainly unstructured case bases whose cases consist of a problem description and solution description written in natural English. These are hard to deal with because two cases that are semantically the same may be described in very different ways. Racine and Yang use information retrieval techniques to try to identify similarities between two cases. They then either remove one of the cases or merge them to form a new case. They use triggers to identify inconsistent cases. These triggers contain combinations of keywords which do not make sense. If these keywords are found adjacent to each other in a case, or in the same field, the case can be considered to be inconsistent.

Massie and his co-authors [55] use a measure called case complexity to identify redundant cases. Cases with a very low value for their complexity measure are considered to be easy to solve and therefore redundant. To delete cases, a threshold value is decided upon and, in the Complexity Threshold Editing (CTE) algorithm, all cases with complexity values below this threshold are deleted. Like DROP3 and ICF, CTE runs a RENN noise reduction pass first.

**Summary of Redundancy Reduction Algorithms**

Incremental algorithms have the advantage over decremental algorithms that new cases can be added to the case base easily by just checking if they satisfy the rules of the algorithms. However, they are often sensitive to the order in which cases are presented to the algorithm. Decremental algorithms on the other hand have the advantage that they can suggest a single case for deletion more easily than incremental algorithms.

We have chosen a selection of the algorithms that we believe to be representative to study in further detail. We look at two noise reduction algorithms, BBNR [19] and RENN [88]. These are the two most commonly-used noise reduction algorithms in the literature and have very different approaches to removing noise. We look at three redundancy reduction algorithms, each providing a different balance between deletion and accuracy: CRR [19] is a conservative algorithm which aims to preserve accuracy, RC-CNN (henceforth, just RC) [58] is an aggressive algorithm which deletes a high number of cases and ICF [9] provides a balance between the two.

Before we present our analysis of these algorithms, we will explain some of the concepts used by the algorithms.

### 2.4 The Competence Model

#### 2.4.1 Coverage, Reachability, Dissimilarity and Liability Sets

Many of the case base maintenance algorithms use a competence model to decide which cases should be retained and which cases can be deleted to produce the best set of cases to solve new problems. The idea of a competence model was first introduced by Smyth and Keane [84]. They introduced two useful competence properties: the coverage set of a case \( x \), which is the set of all cases that \( x \) can successfully classify (Equation 2.4), and
the reachability set of a case \( x \), which is the set of all cases that can successfully classify \( x \) (Equation 2.5). We will talk more about how to define ‘classifies’ in the next section.

\[
\text{CoverageSet}(x \in CB) = \{ x' \in CB : \text{Classifies}(x, x') \} \tag{2.4}
\]

\[
\text{ReachabilitySet}(x \in CB) = \{ x' \in CB : \text{Classifies}(x', x) \} \tag{2.5}
\]

Delany and Cunningham [19] have also introduced the liability set of a case for use in their case base maintenance algorithms. The liability set of a case, \( x \), is defined as the set of all cases where \( x \) contributes to their misclassification (Equation 2.6). Delany [18] extends the competence model further to include the dissimilarity set of a case \( x \), which is the set of cases that misclassify \( x \) (Equation 2.7).

The liability set complements the coverage set, while the dissimilarity set complements the reachability set.

\[
\text{LiabilitySet}(x \in CB) = \{ x \in CB : \text{Misclassifies}(x, x') \} \tag{2.6}
\]

\[
\text{DissimilaritySet}(x \in CB) = \{ x \in CB : \text{Misclassifies}(x', x) \} \tag{2.7}
\]

In the next section we present the different definitions of the ‘classifies’ and ‘misclassifies’ functions.

2.4.2 The Classifies and Misclassifies Functions

Using the terms ‘classifies’ and ‘misclassifies’ brings generality to the competence model. The model can be used for any task where it can be defined whether or not a case classifies or misclassifies another. In our work, we are interested in how these terms are defined in the case of classification. We look at how they are defined for each of the maintenance algorithms that we have chosen to study in more depth.

‘Classifies’ has been defined in a number of different ways in the literature. Therefore, for each algorithm which computes a competence model, we use the classifies function as defined by the authors. Below we show these definitions for \( \text{Classifies}(x, x') \).

**Brighton and Mellish (ICF [9])** A case \( x' \) classifies a case \( x \) if it is of the same class as \( x \) and there are no cases between \( x \) and any other case \( x' \) of a different class. \( x \) is considered to classify itself and so is included in its own coverage and reachability sets.

**Delany and Cunningham (BBNR, CRR [19])** A case \( x' \) classifies a case \( x \) if \( x \) is correctly classified by the case base, \( x' \) is returned as one of the neighbours of \( x \), and \( x' \) has the same classification as \( x \). \( x \) is not returned as one of its own nearest neighbours and so is not included in its own coverage and reachability sets.

**McKenna and Smyth (RC [58])** ‘Classifies’ is not described in the presentation of this algorithm in the literature. We use the Delany and Cunningham definition as it seems to be the closest to what is shown for coverage and reachability sets in the Smyth and Keane [84] definitions on which the McKenna and Smyth model is based. However we now include \( x \) in its own coverage and reachability sets since it is considered by Smyth and Keane to classify itself.
Algorithm 1 Repeated Edited Nearest Neighbour Algorithm

$CB \leftarrow \text{Case Base}$

repeat
  $changes \leftarrow \text{false}$
  for each $x \in CB$ do
    if $x$ does not agree with the majority of its NN then
      flag $x$ for removal
      $changes \leftarrow \text{true}$
    end if
  end for
  for each $x \in CB$ do
    if $x$ flagged for removal then
      $CB \leftarrow CB - \{x\}$
    end if
  end for
until not $changes$
return $CB$

‘Misclassifies’ is only used by Delany and Cunningham [19] in their BBNR algorithm. They define Misclassifies$(x, x')$ in the following way: a case $x'$ is misclassified by the case base and $x$ is returned as a neighbour of $x'$ and has a different classification to $x'$. So $x$ contributes to the misclassification of $x'$.

Now that we have introduced the idea of a competence model, and the different ways that it is implemented for the different maintenance algorithms that we are focusing on, we will present these algorithms in detail. There are a number of important features to look at for each maintenance algorithm which we will now talk about. Firstly, we look at how each of the algorithms works and what types of cases it aims to delete. We also examine any possible variations of the algorithms. Secondly, we try to find situations where the algorithm may not work as it should. Finally we look at each of the redundancy reduction algorithms to see if the noise reduction pass is useful and which noise reduction algorithm is best for each redundancy reduction algorithm. We use $k = 3$ in all of the examples that we present unless otherwise indicated, since this is the common value used for $k$ in CBR literature.

2.5 Noise Reduction Algorithms

2.5.1 RENN

The Basic Algorithm

RENN [88] is a noise reduction algorithm that has been widely used by maintenance algorithms as a preprocessing stage to filter noise from the case base before redundant cases are removed. It considers a case to be noisy if its class does not agree with the class of the majority of its $k$ nearest neighbours. This also means that RENN smooths the boundaries between classes by removing those cases which cross the boundary. The algorithm is described in Algorithm 1.
Variations of RENN

The original version of RENN considers a case to be noisy if it does not agree with the majority of its $k$-NN. However, a number of algorithms which use RENN as their noise reduction algorithm to pre-process the case base consider a case to be noise if it is misclassified by its $k$-NN. Since similarity-weighted voting is often used for classification in CBR, these two definitions may label different cases as being noisy. To maintain consistency with the other maintenance algorithms, we use similarity-weighted voting as our classification method in our experiments.

Problem Situations with RENN

Because RENN removes boundary cases, it can delete all of the cases in the case base if all cases are on the boundary of their class. A simple example of this is shown in Figure 2.1. In this example, the yellow or light grey circles are of one class, and the blue or dark grey circles are of another class.

In both situations, each of the cases has two similar neighbours of a different class and so it will be misclassified. So each case in turn will be flagged for deletion, leaving the case base empty after the first deletion pass is made.

2.5.2 BBNR

The Basic Algorithm

BBNR [19] also looks at cases that have been misclassified. However, instead of labelling these cases as noise, it examines which cases contributed to the misclassification. It then looks to delete these cases that cause other cases to be misclassified.

In this way cases which are correctly labelled but which do not help in the correct classification of other cases are also deleted. An example of this in the spam domain where BBNR has been successfully applied is a case that represents a spam email but looks like a legitimate email. The algorithm is described in Algorithm 2.

Problem Situations with BBNR

BBNR has the same problem situation as RENN but in more limited circumstances. If every case in the case base is misclassified, and every case contributes to the misclassification of some other case (every case is retrieved as a nearest neighbour for a case of a different class) then every case will have a liability set so all will be considered for deletion. Furthermore, since all cases are misclassified, no case will have a coverage set. So each case in turn will be deleted by the algorithm.

Like RENN, in the case base shown in Figure 2.1, all cases in the case base will be deleted by BBNR since the situation just described occurs. However, unlike RENN, the problem
Algorithm 2 Blame-Based Noise Reduction Algorithm

\[
\begin{align*}
CB & \leftarrow \text{Case Base} \\
\text{/* Build case base competence model */} & \\
\text{for each } x \in CB & \text{ do} \\
\text{CSet}(x) & \leftarrow \text{Coverage Set of } x \\
\text{LSet}(x) & \leftarrow \text{Liability Set of } x \\
\text{end for} \\
\text{/* Remove noisy cases */} & \\
\text{CBSorted} & \leftarrow CB \text{ sorted in descending order of } LSet(x) \text{ size} \\
\text{(for ties in } LSet(x) \text{ size sort in ascending order of } CSet(x) \text{ size)} & \\
x & \leftarrow \text{first case in } CBSorted \\
\text{while } LSet(x) \neq \{\} & \text{ do} \\
\text{CBSorted} & \leftarrow CBSorted \setminus \{x\} \\
\text{misClassifiedFlag} & \leftarrow \text{false} \\
\text{for each } x' \in CSet(x) & \text{ do} \\
\text{if } x' \text{ cannot be correctly classified by CBSorted then} & \\
\text{misClassifiedFlag} & \leftarrow \text{true} \\
\text{break} & \\
\text{end if} & \\
\text{end for} & \\
\text{if } misClassifiedFlag = \text{true then} & \\
\text{CBSorted} & \leftarrow CBSorted \cup \{x\} \\
\text{end if} & \\
x & \leftarrow \text{next case in } CBSorted \\
\text{end while} & \\
\text{return } CBSorted
\end{align*}
\]

does not occur with the case base shown in Figure 2.2. Here, \(x_4\) will not be retrieved as the nearest neighbour to any case and so will not have a liability set. So it will not be considered for deletion and will be left as the only case in the case base after BBNR is run.

2.5.3 Comparison of Noise Reduction Algorithms

Although both algorithms aim to remove noise from the case base, RENN and BBNR delete different types of cases. RENN deletes cases that have been misclassified. It assumes that a case which does not agree with its neighbours is a problem case. BBNR attempts instead to find the case (or cases) which cause the misclassification and delete these cases instead. An example of a small case base where BBNR and RENN delete different cases is shown in 2.3.

In this example, RENN will delete the case with the yellow/light grey class, \(x_4\), since it will be misclassified. Each of the other cases will be classified correctly and so will not be removed.

BBNR computes the competence model shown in Table 2.1. Since \(x_1\), \(x_2\) and \(x_3\) all have a liability set size of one and a coverage set size of two they will be ordered arbitrarily (for simplicity here we will assume that they are ordered numerically but the same analysis applies if they are ordered differently). We show how the algorithm works in Table 2.2.

- \(x_1\) will be removed first since it is the first case in the list. So we attempt to classify
each of the cases in its coverage set: \( x_2 \) and \( x_3 \). Both \( x_2 \) and \( x_3 \)’s neighbours will be \( x_2, x_3 \) and \( x_4 \), giving both cases a correct blue/dark grey classification. Therefore \( x_1 \) will be removed from the case base.

- Next, \( x_2 \) will be removed. The cases in its coverage set are \( x_1 \) and \( x_3 \) and their neighbours will be \( x_3 \) and \( x_4 \) since these are the only cases left in the case base. \( x_3 \) will correctly classify itself, but \( x_1 \) is closer to \( x_4 \) than to \( x_3 \) so it will be incorrectly classified as yellow/light grey by \( x_4 \). Therefore \( x_2 \) will be reinserted into the case base.

- Finally, \( x_3 \) will be removed. The cases in its coverage set are \( x_1 \) and \( x_2 \) and their neighbours will be \( x_2 \) and \( x_4 \). \( x_2 \) will correctly classify itself, but \( x_1 \) is closer to \( x_4 \) than to \( x_2 \) so it will be incorrectly classified as yellow/light grey by \( x_4 \). Therefore \( x_3 \) will be reinserted into the case base.

BBNR deletes \( x_1 \) from the case base. It does this because \( x_1 \) contributes to the incorrect classification of \( x_4 \). This is different from the RENN approach, which directly removed the case that looked like it was noise (\( x_4 \)).

### 2.6 Redundancy Reduction Algorithms

#### 2.6.1 RC

**The Basic Algorithm**

McKenna and Smyth [58] looked at Hart’s Condensed Nearest Neighbour Rule (CNN) [35], which begins with a new, empty case base and adds cases from the original case base in turn if they cannot be classified correctly by the new case base. However, they remark that, because the order of the cases added has a huge effect on the resulting case base, cases should be ordered intelligently before they are added.

McKenna and Smyth propose a number of different ordering measures which they use to achieve this. However, the one which they have found to be most successful is a metric they
Table 2.1: Coverage and Liability Sets for the Case Base shown in Figure 2.3

<table>
<thead>
<tr>
<th>x</th>
<th>Coverage Sets</th>
<th>Liability Sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>x_1</td>
<td>C-Set(x_1) = {x_2, x_3}</td>
<td>L-Set(x_1) = {x_4}</td>
</tr>
<tr>
<td>x_2</td>
<td>C-Set(x_2) = {x_1, x_3}</td>
<td>L-Set(x_2) = {x_4}</td>
</tr>
<tr>
<td>x_3</td>
<td>C-Set(x_3) = {x_1, x_2}</td>
<td>L-Set(x_3) = {x_4}</td>
</tr>
</tbody>
</table>

Table 2.2: BBNR Algorithm for the Case Base shown in Figure 2.3

<table>
<thead>
<tr>
<th>x</th>
<th>CB</th>
<th>x’ ∈ C-Set(x)</th>
<th>NN(x’)</th>
<th>Misclassified?</th>
<th>Replaced?</th>
</tr>
</thead>
<tbody>
<tr>
<td>x_1</td>
<td>{x_2, x_3, x_4}</td>
<td>x_2</td>
<td>{x_2, x_3, x_4}</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>x_3</td>
<td>{x_2, x_3, x_4}</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>x_2</td>
<td>{x_3, x_4}</td>
<td>x_3</td>
<td>{x_3, x_4}</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>x_1</td>
<td>{x_3, x_4}</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>x_3</td>
<td>{x_2, x_4}</td>
<td>x_2</td>
<td>{x_2, x_4}</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>x_1</td>
<td>{x_2, x_4}</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

2.6.2 ICF

The Basic Algorithm

The ICF algorithm [9] deletes a case if more cases solve it than it itself solves. This is calculated by means of the coverage and reachability sets. If a case has a reachability set size greater than its coverage set size then it is deleted. The algorithm makes multiple passes of the case base until there are no more cases with a larger reachability set than their coverage set. The algorithm is shown in Algorithm 4.
**Algorithm 3** Relative Coverage Algorithm

```plaintext
CB ← Case Base
CBNew ← {} (New Case Base)
/* Remove noisy cases */
CB ← RENN(CB)
while CB ≠ {} do
    /* Build case base competence model */
    for each x ∈ CB do
        CSet(x) ← Coverage Set of x
        RSet(x) ← Reachability Set of x
        RC(x) ← \( \sum_{x' \in CSet(x)} \frac{1}{|RSet(x')|} \)
    end for
    /* Remove redundant cases */
x ← case in CB with highest RC(x) value
CBNew ← CBNew ∪ \{x\}
CB ← CB − CSet(x)
end while
return CBNew
```

![Figure 2.4: ICF Problem Situation](image)

Because ICF removes cases that solve many other cases, it removes internal cases and retains boundary cases. While it makes multiple deletion passes through the case base, it only deletes one case at a time and so is not as aggressive as RC.

**Problem Situations with ICF**

Under certain circumstances, ICF will not delete any case from a group of redundant cases. This happens when the cases are bounded by a case of a different class, but this case is further from all of the cases of the same class than each of them is from each other. When this happens, they are all contained in each other’s coverage and reachability sets. As a result, none of the cases has a reachability set that is bigger than its coverage set, so none of them is deleted. An example can be seen in Figure 2.4.

Here, each of cases \(x_1, x_2, x_3\) and \(x_4\) cover each other. This is because there are no cases of a different class closer to any of the cases than they are to each other. So each of the cases has each of the others, plus the case itself, in both its coverage and reachability set. As a result, all of the cases have a coverage set size of four and a reachability set size of four. So when ICF checks to see if the reachability set size is greater than the coverage set size, none of these cases qualify and so they are not removed even though in this situation it is clear that redundancy exists among the cases with the blue/dark grey class.
Algorithm 4 Iterative Case Filtering Algorithm

\[ CB \leftarrow \text{Case Base} \]

/* Remove noisy cases */
\[ CB \leftarrow \text{RENN}(CB) \]

repeat
  /* Build competence model */
  for each \( x \in CB \) do
    \( CSet(x) \leftarrow \text{Coverage Set of } x \)
    \( RSet(x) \leftarrow \text{Reachability Set of } x \)
  end for
  /* Remove redundant cases */
  progress \leftarrow \text{false}
  for each \( x \in CB \) do
    if \( |RSet(x)| > |CSet(x)| \) then
      flag \( x \) for removal
      progress \leftarrow \text{true}
    end if
  end for
  for each \( x \in CB \) do
    if \( x \) flagged for removal then
      \( CB \leftarrow CB - \{x\} \)
    end if
  end for
until not progress
return \( CB \)

2.6.3 CRR

The Basic Algorithm

CRR [19] is a redundancy reduction algorithm which works much like RC but has a different way of ordering the cases for deletion. It looks to retain cases that are near to class boundaries, which it achieves by looking at the size of the coverage set of a case. Cases near class boundaries will have few neighbours of their own class and so will have smaller coverage sets than cases situated far from a class boundary. Cases close to the boundary are added to the edited case base first. As in the RC algorithm, for each case added, the cases that it covers are removed from the training set. This algorithm is shown in Algorithm 5.

Because CRR begins at the case boundaries and adds cases with smallest coverage sets first, it gives a conservative reduction in case base size. If it began with the cases with biggest coverage sets first and then removed those coverage sets each time, it would delete many more cases. Delany and Cunningham hope that by taking the more conservative approach, accuracy will be maintained while still removing redundant cases.

Like the other redundancy reduction algorithms, CRR is run with a noise reduction pass first. It uses BBNR as its noise reduction algorithm. When the two are put together, the composite algorithm is known as Case Base Editing, or CBE.
Algorithm 5 Conservative Redundancy Reduction Algorithm

```
CB ← Case Base
CBNew ← {} (New Case Base)
/* Build case base competence model */
for each x ∈ CB do
    CSet(x) ← Coverage Set of x
end for
/* Remove redundant cases */
CBSorted ← CB sorted in ascending order of CSet(x) size
x ← first case in CBSorted
while CBSorted ≠ {} do
    CBNew ← CBNew ∪ {x}
    CBSorted ← CBSorted − CSet(x)
    x ← next case in CBSorted
end while
return CBNew
```

Figure 2.5: Redundancy Algorithms Comparison

2.6.4 Comparison of Redundancy Reduction Algorithms

There are two ways in which the redundancy reduction algorithms differ: the number and type of cases they delete. We have already seen that the RC algorithm is the most aggressive, followed by ICF and then the most conservative, CRR. We will now look at the types of cases that they delete. CRR and ICF both work by retaining cases on the boundaries of classes, while RC retains important cases in the middle of a class group, known as internal cases, and removes the redundant cases around these important cases. We can see an example of the cases that each algorithm deletes using Figure 2.5. We can also see the competence models generated by each of the algorithms in Tables 2.3 and 2.4.

CRR looks for the case with the smallest coverage set. It adds $x_6$ to its new case base since it has a coverage set size of zero. Next will be the boundary case $x_4$, since it only covers $x_1$ and $x_5$ and all of the other cases cover at least three other cases. So $x_4$ is added to the new case base and $x_1$ and $x_5$ are deleted from the original case base. So now remaining are $x_2$, which covers cases $\{x_1, x_3, x_4, x_5\}$ and $x_3$, which covers cases $\{x_1, x_2, x_5\}$. Since $x_3$ has the smaller coverage set, it is added to the new case base, and the cases that it covers (of which only $x_2$ remains) are removed from the original case base. So CRR deletes $x_1$, $x_2$ and $x_5$.

ICF looks for cases that have a bigger reachability set than coverage set to delete. These
cases are \(x_1\) and \(x_3\), both of which have a coverage set size of four and a reachability set size of five. When the algorithm makes its next pass through the data all remaining cases have the same coverage and reachability set sizes so no more cases are deleted. As with CRR, the boundary case \(x_4\) remains.

The RC algorithm computes relative coverage values for each of the cases, and looks for the case with the highest RC value, which is the internal case \(x_2\). So \(x_2\) is added to the new case base, and all cases from \(x_2\)’s coverage set (\(x_1, x_2, x_3, x_4\) and \(x_5\)) are removed from the original case base. The only case left is \(x_6\) so this is added to the new case base on the next loop. So \(x_1, x_3, x_4\) and \(x_5\) are removed by RC, including the two boundary cases \(x_4\) and \(x_5\).

This small example best shows the properties of RC that we have described. It aggressively deletes all but one of the blue/dark grey cases. Additionally, it retains the internal case \(x_2\) and deletes the boundary cases. CRR is more aggressive than expected, deleting three out of the five blue/dark grey cases. It retains \(x_4\), which is on the class boundary, but deletes \(x_5\), which is also on the boundary. ICF, however, retains both of these boundary cases. It is quite conservative in this example, deleting only two cases.

### 2.7 Empirical Evaluation

In this section, we present an empirical evaluation of the maintenance algorithms. We compare the performance of the composite algorithms, which contain a noise reduction pass followed by a redundancy reduction pass, since both ICF and RC include the RENN noise reduction pass as part of their algorithm description. Since we are using noise reduction for ICF and RC, it is fair that we use it for CRR too, so we run the CBE algorithm in place of CRR.
<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Cases</th>
<th>Attributes</th>
<th>Classes</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balance</td>
<td>625</td>
<td>4</td>
<td>3</td>
<td>85.12</td>
</tr>
<tr>
<td>Breast Cancer Diagnostic</td>
<td>569</td>
<td>30</td>
<td>2</td>
<td>96.90</td>
</tr>
<tr>
<td>Breast Cancer Prognostic</td>
<td>198</td>
<td>33</td>
<td>2</td>
<td>71.58</td>
</tr>
<tr>
<td>Breathalyser</td>
<td>127</td>
<td>5</td>
<td>2</td>
<td>71.60</td>
</tr>
<tr>
<td>Credit Approval</td>
<td>690</td>
<td>15</td>
<td>2</td>
<td>86.92</td>
</tr>
<tr>
<td>Dermatology</td>
<td>366</td>
<td>34</td>
<td>6</td>
<td>97.75</td>
</tr>
<tr>
<td>Glass Identification</td>
<td>214</td>
<td>9</td>
<td>7</td>
<td>69.05</td>
</tr>
<tr>
<td>Haberman’s Survival</td>
<td>306</td>
<td>3</td>
<td>2</td>
<td>69.51</td>
</tr>
<tr>
<td>Heart Disease Cleveland</td>
<td>303</td>
<td>14</td>
<td>5</td>
<td>53.22</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>155</td>
<td>19</td>
<td>2</td>
<td>80.63</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>351</td>
<td>33</td>
<td>2</td>
<td>86.71</td>
</tr>
<tr>
<td>Iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
<td>97.00</td>
</tr>
<tr>
<td>Lenses</td>
<td>24</td>
<td>4</td>
<td>3</td>
<td>72.50</td>
</tr>
<tr>
<td>Liver Disorders</td>
<td>345</td>
<td>6</td>
<td>2</td>
<td>64.20</td>
</tr>
<tr>
<td>Lung Cancer</td>
<td>32</td>
<td>56</td>
<td>3</td>
<td>48.00</td>
</tr>
<tr>
<td>Pima Indians Diabetes</td>
<td>768</td>
<td>8</td>
<td>2</td>
<td>70.78</td>
</tr>
<tr>
<td>Post-Operative Patient</td>
<td>90</td>
<td>8</td>
<td>3</td>
<td>64.71</td>
</tr>
<tr>
<td>Spam1</td>
<td>1000</td>
<td>699</td>
<td>2</td>
<td>93.35</td>
</tr>
<tr>
<td>Spam2</td>
<td>1000</td>
<td>699</td>
<td>2</td>
<td>94.3</td>
</tr>
<tr>
<td>Spam3</td>
<td>1000</td>
<td>699</td>
<td>2</td>
<td>98.25</td>
</tr>
<tr>
<td>Spam4</td>
<td>1000</td>
<td>699</td>
<td>2</td>
<td>97.05</td>
</tr>
<tr>
<td>Spam5</td>
<td>1000</td>
<td>699</td>
<td>2</td>
<td>94.8</td>
</tr>
<tr>
<td>Teaching Assistant Evaluation</td>
<td>151</td>
<td>5</td>
<td>3</td>
<td>55.33</td>
</tr>
<tr>
<td>Wine</td>
<td>178</td>
<td>13</td>
<td>3</td>
<td>96.67</td>
</tr>
<tr>
<td>Zoo</td>
<td>101</td>
<td>16</td>
<td>7</td>
<td>91.50</td>
</tr>
<tr>
<td>Average over twenty-five datasets</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>80.30</td>
</tr>
</tbody>
</table>

Table 2.5: Details of the datasets used in experiments

2.7.1 Experiment Objective

The objective of this experiment is to compare the performance of the maintenance algorithms over a large number of datasets to examine if one works for all of them or if different algorithms work better in different situations.

2.7.2 Test Data

To evaluate the case base maintenance algorithms, we used twenty-five datasets from the UCI repository [27]. As well as the UCI datasets, we used the Breathalyser dataset described in [21]. Finally, we also used five email datasets for predicting spam as used in [19]. Each email is represented by a vector of Boolean-valued attributes extracted from the structure and text of the original email. The details of all of the datasets are provided in Table 2.5.

In choosing datasets for evaluation we wanted to ensure that we had a good mixture so as to try to reveal any possible weaknesses in the different algorithms. We have datasets of varying sizes, with different numbers of attributes and different numbers of classes. The datasets also have varying amounts of noise and redundancy. For example, the Breathalyser
A table shows datasets with missing values:

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Full Size</th>
<th>Missing Values</th>
<th>Resulting Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast Cancer Prognostic</td>
<td>198</td>
<td>4</td>
<td>194</td>
</tr>
<tr>
<td>Credit Approval</td>
<td>690</td>
<td>37</td>
<td>653</td>
</tr>
<tr>
<td>Dermatology</td>
<td>366</td>
<td>6</td>
<td>358</td>
</tr>
<tr>
<td>Heart Disease Cleveland</td>
<td>303</td>
<td>6</td>
<td>297</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>155</td>
<td>75</td>
<td>80</td>
</tr>
<tr>
<td>Lung Cancer</td>
<td>32</td>
<td>5</td>
<td>27</td>
</tr>
<tr>
<td>Post-Operative Patient</td>
<td>90</td>
<td>3</td>
<td>87</td>
</tr>
</tbody>
</table>

Table 2.6: Datasets with Missing Values

Another table shows results for existing algorithms:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>25 datasets</th>
<th>Breathalyser</th>
<th>Credit</th>
<th>Lenses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Del</td>
<td>Acc</td>
<td>Del</td>
<td>Acc</td>
</tr>
<tr>
<td>ICF</td>
<td>78.76</td>
<td>73.58</td>
<td>77.53</td>
<td>74.00</td>
</tr>
<tr>
<td>RC</td>
<td>88.75</td>
<td>75.09</td>
<td>87.66</td>
<td>66.80</td>
</tr>
<tr>
<td>CBE</td>
<td>55.31</td>
<td>77.67</td>
<td>61.95</td>
<td>71.20</td>
</tr>
</tbody>
</table>

Table 2.7: Results for existing algorithms

The text explains that some datasets had missing values in their data. In most cases, the semantics of a missing value are unknown. For example, in a product recommender system, missing query attributes typically represent “don’t care” statements of the customer, while missing case attributes correspond to unknown or non-existing properties of the products. Hence, the semantics without access to domain experts who could give this information are unidentifiable. To handle this, any case with missing values was removed. Table 2.6 shows which datasets had missing values and how many cases were removed from each of these datasets.

### 2.7.3 Experiment Methodology

For evaluation, repeated holdout was performed on each dataset. Each dataset was divided into three splits: 60% for training, 20% for testing, and the final 20% was discarded. This final 20% was required for evaluating the systems we will describe in Chapter 5. We used the same splits here to ensure comparability. We created ten different splits of the data.

For each maintenance algorithm, the training set was used as the case base and the algorithm was run on this training set. The percentage of cases deleted by the maintenance algorithm was recorded. The accuracy of the resulting case base was also recorded. For the test set, the percentage correctly classified was recorded. Finally, the accuracy before performing any maintenance was recorded to provide a benchmark. Table 2.5 contains the benchmark accuracies.

### 2.7.4 Results

Table 2.7 shows the accuracy and deletion results for the five maintenance algorithms that we have been focusing on for a sample of the datasets.
If we consider the results averaged over the twenty-five datasets, we see that RC is the most aggressive (it deletes 88.75% of cases on average) and CBE is the most conservative (55.31%). With more than a 30% difference in deletion, we would expect that CBE would produce much more accurate case bases than RC. However, RC is only slightly behind CBE in accuracy, with values of 75.09% and 77.67% respectively. We also see an unexpected result when we compare ICF and RC. ICF deletes 78.76, 10% less than RC. We would therefore expect ICF to give a higher accuracy result than RC. Instead, it is slightly less accurate, giving 73.58% accuracy on average. However, since these results are averaged over the twenty-five datasets, they hide details about individual datasets. For example, although RC beats ICF in the average deletion and accuracy results, this is not necessarily the case for each dataset.

If we look at the results from some of the individual datasets, we can pick out places where each of the different algorithms results in the highest accuracy. ICF has the highest accuracy on the Breathalyser dataset (74%), RC on the Credit dataset (86.38%), and CBE on the Lenses dataset (65%). On all three datasets, RC deletes most. ICF deletes more than CBE on two of the datasets but the reverse is true for the Lenses dataset.

We can see from these examples that there is no one maintenance algorithm that performs best for all datasets. Because of their different biases, each of the algorithms works well in some situations, but not in others. This raises the question of whether combining the deletion decisions of the different algorithms can result in an algorithm which produces better deletion results. We will examine this in the next chapter.

2.8 Conclusions

In this chapter, we looked at case base maintenance algorithms. We firstly gave a general overview of the research done into maintenance and the different algorithms that have been developed to reduce noise and redundancy in case bases. We then chose five representative algorithms to study in further detail. We looked at how these five algorithms work and at possible situations where some of them may not work as they should. We also found situations where the different algorithms delete different cases. We then went on to compare the algorithms empirically by running them on twenty-five datasets and looking at how much they deleted and how they changed the classification accuracy of the case base. We saw that, on average, RC deleted the most cases, while CBE resulted in the dataset with the best accuracy. However, when we looked at the results of the individual datasets, we saw that all algorithms had the winning accuracy for at least one dataset.

All of this simply serves to confirm what is well-known: in case base maintenance, there is no clear ‘winning’ algorithm. The differences in performance of the algorithms are caused by their having different biases. As a result, the question naturally arises whether novel composites, that combine algorithms with different biases, can do better than the original maintenance algorithms. We examine this in the next chapter.
Chapter 3

Maintenance by a Committee of Experts

3.1 Introduction

We have looked at a number of the most widely-used case base maintenance algorithms and the types of cases that they delete. Each of the algorithms has its own advantages and each works well in different situations. To exploit the merits of the different algorithms we examine how we could combine their deletion decisions.

As we saw in the previous chapter, many of the redundancy reduction algorithms are already composed of two algorithms: a noise reduction phase followed by a redundancy reduction phase. In Table 3.1, we show the five algorithms that we have been examining in detail and their component algorithms. We introduce some new terminology to refer to the different parts of each of the algorithms. For example, the ICF algorithm is made up of the RENN noise reduction part and a redundancy reduction phase. We call its redundancy reduction phase ICFR and we use RENN→ICFR to refer to the algorithm as a whole, meaning that RENN is run followed by ICFR.

In Table 3.1, we also introduce a number of terms that we use to describe certain groups of maintenance algorithms. Atomic algorithms are the noise or redundancy reduction phases of the original maintenance algorithms. RENN and BBNR are the atomic noise reduction algorithms, while CRR, ICFR and RCR are the atomic redundancy reduction algorithms. Composite algorithms are made up of more than one algorithm. These usually consist of a noise reduction algorithm followed by a redundancy reduction algorithm. The classic composite algorithms are the composite algorithms that we looked at in detail in the previous chapter: RENN→ICFR (or ICF), RENN→RCR (or RC) and BBNR→CRR (or CBE).

Examining these composite algorithms raises a number of questions. What would happen if we ran the redundancy reduction phase of ICFR, for example, without the noise reduction preceding it? Or how would it perform if we used BBNR to reduce noise instead of RENN before running ICFR? Additionally, is noise reduction followed by redundancy reduction always the best way to run a composite algorithm? What would the result be if we ran ICFR followed by RENN instead of preceding it? To answer questions like these, we looked at the literature for ways to combine components of a system to produce a better system overall.

There are a number of research areas which are concerned with combining systems in
Name used by us | Name in the literature | Description
---|---|---
**Atomic noise reduction algorithms**
RENN  |  RENN  |  Repeated Edited Nearest Neighbour [88]
BBNR  |  BBNR  |  Blame-Based Noise Reduction [19]

**Atomic redundancy reduction algorithms**
ICFR  |  —  |  Redundancy reduction phase of ICF [9]
RCR  |  —  |  Redundancy reduction phase of RC [58]
CRR  |  CRR  |  Conservative Redundancy Reduction [19]

**Classic composite algorithms**
RENN→ICFR  |  ICF  |  Brighton & Mellish’s Iterative Case Filtering [9]
RENN→RCR  |  RC  |  McKenna & Smyth’s algorithm [58]
BBNR→CRR  |  CBE  |  Delany & Cunningham’s Case Base Editing algorithm [19]

Table 3.1: Atomic case base maintenance algorithms, and classic composites

some way to produce a result which has input from the different systems. Ensembles are used in machine learning to combine the results of different classifiers [20, 70]. They are also used in CBR to produce better results by combining retrieval results [17, 45, 63] or adaptation results [100]. Similarly, distributed CBR [68] deals with the use of multiple case bases and how the system works in combining these.

In this chapter we first examine in more detail the related work in this area. Following this, we present our MACE approach: Maintenance by a Committee of Experts. We combine maintenance algorithms in different ways and we experiment with different combinations and orderings of the component algorithms to see what works best. We then describe our experiments and present our results before concluding the chapter.

### 3.2 Related Work

#### 3.2.1 Ensembles

The goal of an ensemble is to produce a classifier with the strengths of each of the individual classifiers that it contains so that it has higher accuracy than any of the component classifiers [20, 70]. New problems are classified by each of the classifiers in the ensemble and the predicted class is given by a vote of their classifications. There are a number of different ways of constructing ensembles, with the most common being bagging [8] and boosting [28]. Both approaches manipulate the cases in the case base to generate the different classifiers for the ensemble.

**Bootstrap aggregating**, or bagging, samples with replacement from the case base until it has a set of the same size as the training set. Because the cases are being replaced each time, the sample may not contain all cases, and it may contain some cases more than once. A classifier is constructed from the sample set of cases. This procedure is repeated a predetermined number of times, $T$, with $T$ classifiers being created. When a new query is being classified, each classifier classifies the query and a majority vote by the classifiers decides the result.

The most common boosting algorithm is known as AdaBoost [28]. This algorithm assigns a weight to each of the cases. The higher a case is weighted, the more influence that
case has on the learned classifier. The weights are adjusted through a series of iterations. It begins with a classifier that it calls a weak classifier. During each iteration, it uses this classifier to classify each of the cases, and adjusts the weights, so that misclassified cases carry a higher weight. As with bagging, a majority vote is taken during classification, but the vote is now weighted by the learned weights.

Ensembles have been shown to be more accurate than their constituent classifiers if two conditions are met: each of the constituent classifiers must have an accuracy of greater than 50% (better than a random choice), and the classifiers contained in the ensemble must be diverse [20].

Ensembles have been used in CBR in a number of ways to produce better classification results. Cunningham & Zenobi [17] identify a shortcoming of a case representation based on a single vector of attribute-value pairs: the set of attributes chosen may not be the optimal subset for that domain. They use ensembles to overcome this by using several individual classifiers based on different attribute subsets. Experiments with four different datasets show that the ensemble classifiers produce better accuracy than a classifier based on the best possible subset of the attributes.

Leake & Sooriamurthi [45] propose that, when multiple external case bases are available to a system, there is a benefit to keeping them separate rather than combining them to form one large case base. When solving a new query, they use some criteria to decide which case base to dispatch the case to. In their experiments, they use the average distance of a query to its nearest neighbours to decide this: if the query is sufficiently far from its nearest neighbours in the main case base, it is dispatched to an external case base. If it is closer to its nearest neighbours in the external case base than it is to its nearest neighbours in the main case base, the external case base is used to solve the case. Otherwise it is solved by the main case base. They also extend this to use cross-case base adaptation, where they adapt any cases solved by the external case base using the original case base for this adaptation. This allows them to combine the results of two different sources to give a better result. In this way they can make use of all information available about the domain.

Plaza & Ontañón [69] use ensembles in multi-agent CBR systems. They use a collection of agents with uncorrelated case bases to improve the accuracy of any individual agent. If an agent has a problem that it cannot solve, it dispatches the problem to the other agents and they solve the problem using their own case bases. These agents then send back their solutions to the original agent, who uses a voting mechanism to decide on the final solution. Plaza & Ontañón present a number of different voting mechanisms that could be used.

### 3.2.2 Distributed Case-Based Reasoning

Distributed CBR [68] looks at how CBR systems can work with multiple case bases and/or multiple agents. Leake & Sooriamurthi’s [45] work described above is an example of a distributed CBR system with multiple case bases. The work by Plaza & Ontañón [69] described above deals with both multiple case bases and multiple agents. Another example of this type of system is McGinty & Smyth’s Collaborative Case-Based Reasoning (C-CBR) architecture [57], which consists of a collection of CBR agents which have different problem solving experiences. They use C-CBR in the area of personalized route planning to generate routes that conform to a user’s implicit travel preferences. If a user asks for a route that he has no prior experience of, he can use the experience of a similar user who has experience of the route. This collaboration means that all of the users can find routes that they will like, even in unfamiliar territory.
3.2.3 Case Base Maintenance

The work in case-based ensembles and in distributed CBR tends to imply the use of multiple case bases, with goals such as improved accuracy, efficiency, or personalisation. Brodley & Friedl use multiple case bases (in fact, multiple folds of the same case base) in their approach to case base maintenance [10]. They split the case base and use a classifier that is trained on one part to classify the remaining part; they repeat this for each of several splits; and they then remove any cases that were misclassified.

This use of multiple case bases, however, is not a feature of our MACE approach: what we are combining are different algorithms. Closest to our work is arguably Wiratunga et al [100]. We are using a committee of maintenance experts, whereas they use a committee of adaptation experts. In the next section we will describe this MACE approach.

3.3 The MACE Approach

In the MACE approach, we consider each atomic algorithm to be an expert that recommends cases for deletion. The MACE approach then defines different ways in which these atomic algorithms combine to form novel composite case base maintenance algorithms. The easiest way to show how MACE forms these composites is by giving a grammar. This grammar is shown in EBNF in Figure 3.1.

The grammar’s start symbol is \(<System>\), which has three expansions:

\(<System> ::= <AtomicAlgorithm> | <Sequence> | <Committee>\)

\(<AtomicAlgorithm> ::= <AtomicNoiseReductionAlgorithm> | <AtomicRedundancyReductionAlgorithm>\)

\(<AtomicNoiseReductionAlgorithm> ::= \‘RENN\’ | \‘BBNR\’\)

\(<AtomicRedundancyReductionAlgorithm> ::= \‘ICFR\’ | \‘RCR\’ | \‘CRR\’\)

\(<Sequence> ::= <System>\‘→\’<System>\)

\(<Committee> ::= \{<System> <System>+ \}\ (VotingRule)\)

\(<VotingRule> ::= \‘S\’ | \‘M\’ | \‘U\’\)

Figure 3.1: The MACE approach, defined by an EBNF grammar
Another way to create a composite is to form a committee (from which the MACE approach takes its name). A committee comprises a set of two or more systems, which we write between curly braces. Each system within a committee is executed, but cases are not deleted. If a member of a committee would ordinarily delete a case, we treat this instead as a vote for the deletion of that case. Committees must therefore also have a voting rule, which we write in superscript following the closing curly brace, which determines how votes are tallied. We explain the voting rules in the next paragraph. An example of a committee is \( \{\text{BBNR, RENN}\}^U \) where each of BBNR and RENN separately proposes a set of cases to delete; and the committee deletes each case for which the voting is unanimous (U).

We define three voting rules for committees:

**Single (S):** If any member of the committee votes to delete case \( x \), then the committee deletes \( x \).

**Majority (M):** If more than half of the members of the committee vote to delete \( x \), then the committee deletes \( x \).

**Unanimous (U):** If all of the members of the committee vote to delete \( x \), then the committee deletes \( x \).

Single voting allows us to define committees that can aggressively delete large parts of a case base, especially if the committees’ constituents have very different biases. For example, \( \{\text{BBNR, RENN}\}^S \) deletes all the cases that BBNR identifies as noisy, plus all the cases that RENN identifies as noisy. On the other hand, with unanimous voting, we can define very conservative committees. For example, if \( \{\text{BBNR, RENN}\}^U \) deletes a case, we can be fairly confident that the case is noisy since both algorithms agree.

The real power of the grammar, however, comes from the mutual recursion in the rules. We will illustrate this with just three examples.

Since a sequence comprises two systems, and a system can be a committee, the grammar allows for sequences of committees. An example is \( \{\text{BBNR, RENN}\}^S \rightarrow \{\text{ICFR, RCR, CRR}\}^U \), which first runs an aggressive noise reduction committee, followed by a very conservative redundancy reduction committee.

Similarly, since a committee comprises two or more systems, and a system can be a sequence, the grammar allows for committees of sequences. An example is \( \{\text{RENN} \rightarrow \text{ICFR}, \text{RENN} \rightarrow \text{RCR}, \text{BBNR} \rightarrow \text{CRR}\}^M \), which uses majority voting of the three classic algorithms.

Finally, since a committee comprises two or more systems, and a system can be another committee, the grammar allows for committees with sub-committees. An example is \( \{\{\text{RENN, BBNR}\}^U, \text{RCR}\}^S \), in which RCR votes alongside a noise sub-committee.

### 3.4 Evaluation

#### 3.4.1 Experiment Objectives

The aim of this evaluation is to test out our MACE algorithms in a number of different situations. We firstly see how they perform in comparison to the maintenance algorithms that we tested in the previous chapter. Secondly, we look at the area of noise reduction. In this part, we want to examine whether the noise reduction pass that most case base maintenance algorithms do is necessary or useful, or if it would be better to perform redundancy
reduction first and then follow with noise reduction after. Finally, we look at the special case of spam and look at which MACE algorithms perform well on just the spam datasets. The objective here is to see if the algorithms developed specifically for spam datasets (BBNR and CRR) perform better than the others.

3.4.2 Test Data

We used the same datasets for these experiments as we used for our experiments in Chapter 2.

3.4.3 Experiment Methodology

The MACE grammar defines an infinite set of maintenance algorithms (sub-committees of sub-committees; sequences of committees of sequences; and so on). In our experiments, we restrict ourselves to some of the more ‘sensible’ composites that it defines. We put a number of restrictions on the sequences and committees that we created. We limited the sequences to ones that comprise either two atomic algorithms or one atomic algorithm and one committee, and we ensured that a sequence contained distinct algorithms (e.g. BBNR→BBNR is excluded). We similarly excluded duplicates from committees, and kept the length to five or less. We allowed sub-committees, but not sub-sub-committees, and a committee that contained a sub-committee could only contain one other component (which was allowed to be an atomic algorithm, a sequence or a sub-committee). With all of these restrictions in place, we created 307 algorithms from the grammar for experimentation. We then ran experiments as described in the previous chapter with these 307 algorithms and recorded the accuracy and percentage deletion for each algorithm as previously described.

3.4.4 Results

General Results

In this section, we compare overall performance, averaged over the twenty-five datasets. But there is an immediate problem: case base maintenance is a multi-objective problem. We wish to optimise both the percentage of cases deleted, but also the accuracy of the final case base. This is not possible: algorithms that do well on one of the criteria do not necessarily do well on the other. It comes as no surprise, for example, that our experimental results show that committees with many members and single voting delete many cases, but at a severe cost in accuracy; the opposite is the case with committees with few members and unanimous voting. Case base administrators must strike a balance between accuracy and deletion. They need ways of seeing the trade-offs, so they can make informed decisions.

In some situations it may be possible to weigh up both factors easily, for example in the last chapter where we were only comparing three algorithms to each other. However, if there are a large number of algorithms, it is not possible to compare both factors at once for all of the algorithms. In this case, we need some other way to present the results so as to be able to compare the algorithms more easily. We look at two ways of presenting this.

Harmonic Mean

We could present the arithmetic mean of the percentage of cases deleted and the case base accuracy. But this can be misleading. The arithmetic mean in the case of an algorithm
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Deletion (%)</th>
<th>Accuracy (%)</th>
<th>Harmonic mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>{RENN, BBNR, RCR}^S</td>
<td>90.06</td>
<td>75.84</td>
<td>82.34</td>
</tr>
<tr>
<td>RENN→RCR</td>
<td>88.70</td>
<td>76.05</td>
<td>81.89</td>
</tr>
<tr>
<td>{RENN, RCR}^S</td>
<td>88.13</td>
<td>75.22</td>
<td>81.17</td>
</tr>
<tr>
<td>BBNR→RCR</td>
<td>85.17</td>
<td>77.01</td>
<td>80.88</td>
</tr>
<tr>
<td>{{RENN, BBNR}}^U, RCR}^S</td>
<td>83.49</td>
<td>78.43</td>
<td>80.88</td>
</tr>
</tbody>
</table>

Table 3.2: Top five algorithms ordered by harmonic mean over twenty-five different datasets with very high accuracy and very low deletion will be similar to the arithmetic mean in the case of an algorithm with medium accuracy and deletion. To avoid this, we instead use the harmonic mean (Equation 3.1). The harmonic mean penalises large differences between two values so that a high mean is only produced if both individual values are high. In this way we can find algorithms which have a high value for both accuracy and deletion.

\[
HarmonicMean(Acc, Del) = \frac{2 \times Acc \times Del}{Acc + Del}
\]  

Table 3.2 shows the algorithms with the top five harmonic means. We can see that these algorithms have high values for both accuracy and deletion.

In the previous chapter, we showed that the average accuracy over the twenty-five datasets before deletion is 80.3% (Table 2.5). These algorithms perform well when compared to this benchmark accuracy. We can see that the algorithm with the best accuracy, \{{RENN, BBNR}\}^U, RCR\}^S, only causes a 2% drop in accuracy while deleting 83.49%. This seems to be a reasonable compromise.

Additionally, we can see that novel MACE algorithms are performing well. In the top five, there are three committees, all of which are quite conservative. There is also one novel sequence, BBNR→RCR, and one classic, RENN→RCR. Interestingly, all five are some combination of RCR and a noise reduction algorithm.

A problem with this way of presenting the results, however, is that it does not give the case base administrator much sense of what trade-offs can be made. For example, what does he do if he is not happy to see accuracy fall by 2%? In the following section we present a way to view the trade-offs between accuracy and deletion and use this to help in choosing which algorithm to use.

**Pareto Front**

Another way to handle a multi-objective problem is to compute the Pareto front. The Pareto front contains algorithms that are not dominated by any other algorithms. We take one maintenance algorithm to dominate another if and only if it both deletes more and is more accurate. This finds a set of algorithms which are not bettered by other algorithms and which are all either equal to one another or incomparable with one another (e.g. because one of them deletes more, but the other has higher accuracy).

In Figure 3.2, we plot all 307 of our algorithms. The percentage of cases deleted is on the \(x\)-axis, and the percentage accuracy is on the \(y\)-axis. Each point represents one algorithm: red squares are algorithms on the Pareto front; blue diamonds are algorithms that are dominated by those in the Pareto front.
The Pareto front in Figure 3.2 contains algorithms that delete everything and hence have extremely low accuracy, and vice versa. However, it also contains algorithms with a good balance between the two. These are very easy to identify on the graph because we can see where accuracy begins to fall rapidly. This is the point where 80% or more of the case base is deleted. We have circled these algorithms on the graph. The four algorithms we have circled are: \{\{RENN, BBNR\}^U, RCR\}^S, BBNR→RCR, RENN→RCR and \{RENN, BBNR, RCR\}^S. Similarly to the best algorithms ordered by the harmonic mean, we can see that sequences and committees containing RCR and the noise algorithms perform strongly.

The advantage of the graph is that a case base administrator can investigate the compromises that need to be made. For example, if she wants to delete 50% of the case base, the graph shows that this can be done while retaining 78% accuracy; but if she wants to delete 90%, then accuracy drops to 75%. Similarly, if she wants to keep accuracy above 79%, the most that she can delete is about 45%. Of course, to be truly useful, the administrator needs a graph that shows the Pareto front for her particular case base, not an average over twenty-five datasets.

### 3.4.5 Noise Reduction Results

The idea of using an initial noise reduction phase followed by a redundancy reduction phase probably originates with Wilson et al. [98]. All three classic case base maintenance algorithms follow suit. Here, inspired by the numerous alternatives that the MACE approach defines, we wanted to determine how beneficial a noise reduction phase is. Accordingly, in Table 3.3, we compare all five atomic algorithms, all three classic composite algorithms, algorithms in which atomic redundancy reduction algorithms are paired with noise reduction algorithms that they have never previously been paired with (e.g. BBNR→RCR), and algorithms in which the noise reduction phase comes after the redundancy reduction
phase, rather than before it (e.g. RCR→RENN). In addition to averages over all twenty-five datasets, we look separately at the Breathalyser dataset, which is known to be very noisy (since it was collected in Dublin pubs!), and the Lenses dataset, which is known to be noise-free. As our earlier table, Table 2.5, shows, without maintenance the accuracy of these datasets is 80.3%, 71.6% and 72.5%, respectively.

Firstly we look at the atomic algorithms and their performance over the datasets. We would expect that noise reduction algorithms would improve classification accuracy on the datasets, especially on the noisy Breathalyser data. However, we see that the atomic noise reduction algorithms (RENN and BBNR) never actually improve accuracy, even on the Breathalyser dataset (although BBNR does maintain the same accuracy here while deleting 25.97%). We also see that they both delete a large proportion of the Lenses dataset even though this is noise-free with RENN deleting 36.25% and BBNR deleting 41.5%. They both cause large accuracy drops as a result. The accuracy before deletion is 72.5%, but RENN and BBNR only achieve 52.5% and 60.0% respectively. The noise reduction algorithms, therefore, do not perform as they are intended to.

Unexpectedly, all three atomic redundancy reduction algorithms have higher accuracy than the noise reduction algorithms on the Lenses dataset. In fact, CRR has a higher accuracy than RENN across the table, and only loses to BBNR on the results averaged over the twenty-five datasets. RCR has an accuracy of 70.8% on the Breathalyser dataset, which is similar to that of both RENN (68.8%) and BBNR (72.6%). However, while maintaining this accuracy, it also deletes over 50% more of the case base. The fact that the redundancy reduction algorithms often work better to preserve accuracy emphasises the fact that the noise reduction algorithms are not always working as they are supposed to.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>25 datasets</th>
<th>Breathalyser</th>
<th>Lenses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Del (%)</td>
<td>Acc (%)</td>
<td>Del (%)</td>
</tr>
<tr>
<td>No Deletion</td>
<td>-</td>
<td>80.30</td>
<td>-</td>
</tr>
<tr>
<td>RENN</td>
<td>23.19</td>
<td>77.60</td>
<td>25.84</td>
</tr>
<tr>
<td>BBNR</td>
<td>23.11</td>
<td>80.06</td>
<td>25.97</td>
</tr>
<tr>
<td>ICFR</td>
<td>61.81</td>
<td>75.33</td>
<td>61.30</td>
</tr>
<tr>
<td>RCR</td>
<td>77.54</td>
<td>77.36</td>
<td>77.40</td>
</tr>
<tr>
<td>CRR</td>
<td>35.93</td>
<td>78.29</td>
<td>41.17</td>
</tr>
</tbody>
</table>

Table 3.3: Results for different uses of noise reduction algorithms
Secondly, we look at the changes in accuracy and deletion when each of the noise reduction algorithms is run before each of the redundancy reduction algorithms. On the Lenses dataset, there is a large drop in accuracy for each of these algorithms. This is not surprising given the fact that the atomic noise reduction algorithms performed so badly on this dataset. For the Breathalyser dataset, only RENN→ICFR increases accuracy (from 71.6% before deletion to 74%). It does so while deleting over 77% of the dataset, so it performs particularly well here. BBNR→CRR also performs well with only a small drop of 0.4% in accuracy, but the other algorithms of this type experience larger drops in accuracy. In the results averaged over the twenty-five datasets, changes in accuracy are quite small. Using BBNR in the noise reduction phase gives slightly less loss of accuracy than using RENN.

When we look at the deletion results, we can see that these composites do delete more than their constituents on their own, as we would expect. In most situations, deleting more cases lowers accuracy. But there are exceptions where accuracy improves (e.g. RENN→ICFR on the Breathalyser dataset) and where accuracy falls only a little while the case base shrinks a lot (e.g. BBNR→CRR on the Breathalyser dataset). Interestingly, these good results come from ‘classic’ algorithms (RENN→ICFR, BBNR→CRR). But there are novel combinations that are doing well on the average results, e.g. RENN→CRR, which might be worthy of investigation on other individual datasets.

Finally, we look at the effect of switching around the sequences so that the redundancy reduction algorithm comes before the noise reduction algorithm. The results here are very consistent. In all situations, the resulting algorithm deletes a greater amount than it does in the conventional ordering. On the other hand, the resulting algorithm is always less accurate than its original with three exceptions: CRR→BBNR is more accurate than BBNR→CRR on the averaged data (with accuracy values of 79.11% and 78.76% respectively), RCR→BBNR (69.2%) is more accurate than BBNR→RCR (66.8%) on the Breathalyser data, and ICFR→BBNR (57.5%) is more accurate than BBNR→ICFR (55%) on the Lenses dataset.

In summary, we have discovered a number of situations where our analysis of the performance of the algorithms does not line up with what we would expect from the case base maintenance algorithms. We have shown that the noise reduction phase that is used by so many algorithms is not always useful, and in some cases may be quite detrimental to the accuracy of the algorithm. Additionally, the three classic composite algorithms do not necessarily use the best algorithm for their noise reduction phase, and that the best algorithm to use can change depending on the dataset.

However, we have also shown that if we want to use both noise and redundancy reduction algorithms, it is better for accuracy preservation if we run noise reduction before redundancy reduction. This is in line with what has been proposed in the literature.

### 3.4.6 The Special Case of Spam

Spam-filtering is a task with special characteristics [19]. Of particular relevance here are the facts that spam is heterogeneous (hence, it is a disjunctive concept), and there is a high cost of false positives. We decided, therefore, to look separately at how the maintenance algorithms perform on our five spam datasets.

As well as recording the percentages of accuracy and deletion for each of the algorithms, we also recorded the rate of false positives, the rate of false negatives and the within-class error rate (the average of the other two rates) [19]. Table 3.4 shows the best five algorithms, ordered by increasing within-class error rate.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Del</th>
<th>Acc</th>
<th>FP Rate</th>
<th>FN Rate</th>
<th>Err Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBNR</td>
<td>5.84</td>
<td>96.16</td>
<td>2.64</td>
<td>5.02</td>
<td>3.82</td>
</tr>
<tr>
<td>{{CRR, RCR, ICFR}}^U, BBNR</td>
<td>35.58</td>
<td>95.86</td>
<td>2.42</td>
<td>5.84</td>
<td>4.14</td>
</tr>
<tr>
<td>{RCR, BBNR}^U</td>
<td>4.54</td>
<td>95.64</td>
<td>2.46</td>
<td>6.26</td>
<td>4.36</td>
</tr>
<tr>
<td>{BBNR→CRR, BBNR→ICFR, ICFR→BBNR, BBNR→RCR, RCR→BBNR}^U</td>
<td>28.88</td>
<td>95.60</td>
<td>2.44</td>
<td>6.30</td>
<td>4.38</td>
</tr>
<tr>
<td>{CRR→BBNR, BBNR→RCR}^U</td>
<td>38.14</td>
<td>95.56</td>
<td>2.22</td>
<td>6.66</td>
<td>4.44</td>
</tr>
</tbody>
</table>

Table 3.4: Top five algorithms ordered by within-class error rate for the spam datasets

We can see that the algorithms that do well on the spam datasets are quite different from the algorithms that have done well on other datasets. BBNR performs very strongly, with the lowest rate of error overall. It also provides the noise reduction component of all of the sequences and committees in the top five; RENN is not contained in any of the top five. Since BBNR was developed specifically to remove noise from spam datasets, this result is not surprising. However, it does confirm the strength of the algorithm for this domain.

It is also interesting to note that CRR, the algorithm developed specifically to remove redundancy from spam datasets, does not perform as strongly. It is contained in three of the top five algorithms, but appears less often than RCR. Also, the ‘classic’ BBNR→CRR composite comes only in 62nd place.

This indicates that, while the BBNR part of the composite algorithm is well suited to spam datasets, CRR is not as well suited. In fact, it appears that no single redundancy reduction algorithm on its own deals well with the spam datasets. The committees in the top five all contain at least two atomic redundancy reduction algorithms, if not all three. This may be due to the fact that spam is heterogeneous; it is more difficult to be sure that spam cases are redundant because they are distributed quite widely across the case base.

### 3.5 Conclusions

In this chapter, we have examined how to combine case base maintenance algorithms to take advantage of what each of the algorithms does well. We have presented our MACE approach to maintenance, which provides ways to put together these combinations of algorithms in sequences, where the algorithms are run one after the other, and in committees, where each of the algorithms is run and their results are combined by the algorithms voting for which cases to delete.

In our evaluation of the MACE approach, we have identified the fact that case base maintenance is a multi-objective problem, where we want to delete as much as possible, while still keeping accuracy as high as possible. As a result, it is hard to decide which algorithms are better than others since one may delete more than another but cause a bigger accuracy drop. We have presented two ways of dealing with this multi-objective problem: the harmonic mean of accuracy and deletion, and the Pareto front of the algorithms.

In evaluating the algorithms, we have looked at a number of areas. Firstly, we examined the results of our MACE algorithms. We found that some of our newly-developed algorithms are competitive with the classic algorithms. Three out of the top five algorithms (averaged over the twenty-five datasets and ordered by the harmonic mean) were novel
MACE algorithms.

Secondly, we examined the noise reduction pass performed by many of the redundancy reduction algorithms to assess how effective it is. In this evaluation, we looked at the averaged results over the twenty-five datasets, and we also took two single datasets to examine: the Breathalyser dataset, which is noisy, and the Lenses dataset, which is noise-free. We found that running the noise removal algorithms on the datasets did not give us the results that we expected. Neither algorithm improved accuracy on any of the datasets that we examined, although BBNR did maintain the same accuracy on the Breathalyser dataset. We then looked at the results of pairing up each noise reduction algorithm with each redundancy reduction, and we examined the effect of reversing the usual ordering, i.e. running redundancy reduction before noise reduction. In this analysis, we found that a number of sequences worked well, but neither noise algorithm consistently improved the performance of the redundancy reduction algorithms over all of the datasets. We also found that running the noise removal algorithms before the redundancy removal algorithms gave less deletion but higher accuracy results.

Finally, we looked at the area of spam filtering, since this is a task with special characteristics. We were especially interested in how BBNR and CRR performed in this domain since they were developed specifically for it. We found that the algorithms that did well on the spam datasets were quite different to the algorithms that performed well in our earlier analysis. BBNR in particular performed very strongly, confirming its usefulness for this domain. The redundancy removal results, however, were not as consistent. The winning algorithms all contained at least two atomic redundancy reduction algorithms, if not all three. From our analysis, CRR is not as well-suited to spam filtering as BBNR.

In our evaluation, we notice that no single maintenance algorithm stands out as being the best algorithm to use for all case bases. What works well for a noisy case base does not work so well for one that is noise-free, and the algorithms that work best for spam filtering are different algorithms to those that work best for other domains. This brings us to the conclusion that we need to be able to measure different properties of a case base in order to be able to know which algorithm would be good to use. In the next chapter we will examine a number of properties of a case base that may be useful in this way.
Chapter 4

Case Base Measures

4.1 Introduction

In the previous chapter, we learned that the best maintenance algorithm to use for a case base is dependent on characteristics of that case base. In this chapter we look at different case base characteristics which can give information about the complexity of that case base. Although our aim is to use the characteristics to choose the best case base maintenance algorithm, we also look at how these characteristics could be helpful in classification. If we can decide whether a case base is complex or not based on its characteristics, this may be able to give an indication of which is the best classifier to use for that case base. Additionally, we know that classifiers have different biases [60] and cannot work well across all case bases [101, 81]. When testing new classifiers, we should use a selection of datasets with different characteristics to reveal when the new classifier works well, and when it works less well. Often in CBR, researchers experiment on only one or two datasets. Others seek greater rigour by using a lot of datasets, often selected to give a mix: ones with only numeric-valued attributes; ones with only symbolic-valued attributes; ones with both types of attribute; ones with missing values; ones with no missing values; ones with only two class labels; ones with more than two class labels; ones with few attributes; ones with many attributes; ones with few cases; and ones with many cases. But these selection criteria at best have only an indirect influence on classification difficulty. Maciá et al. for example, show empirically that the numbers of attributes and cases do not of themselves correlate with classification accuracy [51]. In this chapter we show that characteristics of the case base such as the complexity of its class boundaries and its coverage of the domain work well to predict the classification accuracy of that case base.

Ho and Basu [37, 38] have looked at a number of different ways of measuring the complexity of a dataset. Their complexity measures have since been implemented by Orriols-Puig et al. [64] in DCoL, the Data Complexity Library which is an open-source C++ implementation of thirteen measures based on those in the Ho and Basu survey.¹ We apply these measures to CBR to compute the complexity of a case base. Additionally, we introduce a number of measures that have been specifically developed within CBR: we define two from Massie et al.’s complexity profile measure [55]; we use Fornells et al.’s separability emphasis measure [22]; and we define another from Smyth and McKenna’s notion of case base competence [85].

Table 4.1 summarizes these seventeen measures. We have made changes to a number

¹http://dcol.sourceforge.net/
Table 4.1: The case base complexity measures that we have considered in this work

<table>
<thead>
<tr>
<th>Measure</th>
<th>Description</th>
<th>Multi-Class</th>
<th>Symbolic</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>Maximum Fisher’s Discriminant Ratio</td>
<td>Not DCoL</td>
<td>No</td>
</tr>
<tr>
<td>$F'_2$</td>
<td>Volume of Overlap Region</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$F'_3$</td>
<td>Maximum Attribute Efficiency</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$F'_4$</td>
<td>Collective Attribute Efficiency</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$N'_1$</td>
<td>Fraction of Cases on a Boundary</td>
<td>Yes</td>
<td>sim</td>
</tr>
<tr>
<td>$N_2$</td>
<td>Ratio of Average</td>
<td>Yes</td>
<td>sim</td>
</tr>
<tr>
<td>$N_3$</td>
<td>Intra/Inter Class Distance</td>
<td>Yes</td>
<td>sim</td>
</tr>
<tr>
<td>$L_1$</td>
<td>Error Rate of a 1-NN Classifier</td>
<td>Not DCoL</td>
<td>Not DCoL</td>
</tr>
<tr>
<td>$L_2$</td>
<td>Minimised Sum of Error Distance</td>
<td>Not DCoL</td>
<td>Not DCoL</td>
</tr>
<tr>
<td>$C_1$</td>
<td>Training Error of a Linear Classifier</td>
<td>Not DCoL</td>
<td>Not DCoL</td>
</tr>
<tr>
<td>$C_2$</td>
<td>Complexity Profile</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$N'_5$</td>
<td>Similarity-Weighted Complexity Profile</td>
<td>Yes</td>
<td>sim</td>
</tr>
<tr>
<td>$L'_3$</td>
<td>Nonlinearity of a Linear Classifier</td>
<td>Not DCoL</td>
<td>No</td>
</tr>
<tr>
<td>$N_4$</td>
<td>Nonlinearity of a 1-NN Classifier</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>$T'_1$</td>
<td>Fraction of Maximum Covering Spheres</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$T_2$</td>
<td>Number of Cases per Attribute</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>$T_3$</td>
<td>Dataset Competence</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

of Ho and Basu’s measures to make them more fit for purpose. We use a prime symbol to show the measures that we have changed, e.g. Ho and Basu’s $F_2$ measure becomes our $F'_2$ measure. In Sections 4.3.1, 4.3.2 and 4.3.3, we present the measures in more detail and explain any changes that we have made.

The table divides the measures into three groups. These groups are explained in Section 4.3. Additionally, we have two columns in the table which show whether or not the measures can deal with multi-class case bases and symbolic attributes. We discuss these two issues in detail in Section 4.2.

Another area of work that looks at measuring an aspect of case bases is checking whether or not similar problems have similar solutions [43, 56]. This is the basic assumption used in CBR, so the more that it holds true in a domain, then the more suitable CBR is for that domain. Lamontagne [43] introduces a case cohesion measure for textual case bases, which measures to what extent cases that are close to a case $x$ have similar solutions to $x$. Massie et al. [56] go one step further by identifying cases which do not satisfy the CBR assumption as noise. While these measures are good indicators of performance for CBR systems, they cannot determine whether or not a case base will be considered to be complex for a different type of classifier. We want to be able to check the quality of a case base independent of the reasoner used. As a result we do not include these measures in our analysis.

4.2 Multiple Classes and Symbolic Attributes

Ho and Basu’s original measures were designed to work only with Boolean classification and numeric attributes. This is too limiting for the kinds of domains in which CBR is used, where multi-class classification and symbolic-valued attributes are common. Oriolls
attempts to address both of these issues using the suggestions by Ho et al. [39]. In our
discussion of the measures, we examine how well each of the measures deals with multi-
class case bases and with symbolic attributes. We also discuss any ways in which we have
adapted the measures to deal with either or both of these. In Sections 4.2.1 and 4.2.2, we
describe general approaches to dealing with both issues which can be used as a fall-back
when measure-specific extensions are not available. Following this we look at each of the
complexity measures in detail.

4.2.1 Multiple Classes

Many of the measures have been developed to deal only with case bases with two classes.
We have extended these to work with multi-class case bases. One-versus-all (OVA) [78] is
a general approach that we use for many of these measures when there is not an obvious
way to include multiple classes in the measure computation. For $|C|$ classes, the problem
is decomposed into $|C|$ Boolean classification problems, where each of these Boolean classi-
fication problems discriminates one of the classes from the other $|C| - 1$ classes treated as
a single class.

To compute a measure using OVA, we take each class $c$ in turn. We convert the case
base into a two-class case base by isolating all cases with class $c$, and treating the rest of the
cases in the case base as having a second class, $c'$. Since the case base now has two classes,
we can compute the original measure on it. We do this for each of the classes in turn and
then take an average of the measure values to obtain a measure value for the multi-class
case base. This algorithm is shown in Algorithm 6.

Algorithm 6 OVA Computation Algorithm

\[ CB \leftarrow \text{Case Base} \]
\[ C \leftarrow \text{Classes in Case Base} \]
\[ totalMeasureVal \leftarrow 0 \]
\[ \text{for each } c \in C \text{ do} \]
\[ CB_{Edited} \leftarrow CB \]
\[ \text{for each } x \in CB_{Edited} \text{ do} \]
\[ \text{if } x.c \neq c \text{ then} \]
\[ x.c \leftarrow c' \]
\[ \text{end if} \]
\[ \text{end for} \]
\[ totalMeasureVal \leftarrow totalMeasureVal + \text{computeMeasure}(CB_{Edited}) \]
\[ \text{end for} \]
\[ \text{averageMeasureVal} \leftarrow totalMeasureVal / |C| \]
\[ \text{return averageMeasureVal} \]

4.2.2 Symbolic Attributes

Ho and Basu do not deal with symbolic attributes. In DCoL, for many of the measures,
each of the symbolic values is assigned an integer and the measures are then applied in
the same way as for the numeric attributes. This is fine for a Boolean-valued attribute,
and it is legitimate in the case where the symbolic values have some ordering and where
the integers reflect this ordering. But when these conditions do not hold, it is clearly not
correct. Consider three cases with one symbolic-valued attribute each: \((v_1, c^+)\), \((v_2, c^+)\) and \((v_3, c^-)\). It is clear that the attribute is highly discriminatory: values of \(v_1\) or \(v_2\) predict class \(c^+\); a value of \(v_3\) predicts class \(c^-\). If we assign \(v_1 \mapsto 1\), \(v_2 \mapsto 2\) and \(v_3 \mapsto 3\), then the Fisher’s discriminant ratio of the attribute is 36 (see Section 4.3.1). But if the mapping of integers to nominal values is \(v_1 \mapsto 1\), \(v_2 \mapsto 3\) and \(v_3 \mapsto 2\), which increases the mean and variance of the attribute values that occur in class \(c^+\), then the ratio is lower (it is 1.0), implying that the case base is harder. Of course, the complexity of the original case base has not changed, only the coding. Therefore, we do not use this approach on symbolic-valued attributes, unless the values have a natural ordering to them. When there is not a natural ordering to the values, and the complexity measure requires to compute similarity, then we use Equation 2.2, which gives us a way of dealing with symbolic attributes for some of the measures. However, we are still left with a number of the measures that we simply cannot compute on certain case bases.

We use these general ways to deal with multi-class case bases and symbolic attributes for any of the measures where there is not a better way to deal with these issues. We now go on to present the measures in detail in the next section.

### 4.3 Complexity Measures

Each of the complexity measures focuses on some particular aspect of the case base. Ho and Basu [37] divide the measures into three categories depending on what they focus on:

**Measures of Overlap of Attribute Values.** These measures look at how effective the attributes are for discriminating between the classes, both singly and compositely over a number of attributes. They examine the range of attribute values within the classes and the overlap of values between different classes.

**Measures of Separability of Classes.** These measures look at how separable the classes are by examining the shape of the class boundary and the distances between the cases that belong to the different classes. They look at each case as a whole rather than at the attributes separately.

**Measures of Geometry, Topology and Density of Manifolds.** These measures assume that a class is made up of one or more manifolds that define the shape of the class. They look at the position, shape and overlap of these manifolds to estimate how well the classes are separated, and how well the domain is covered by the cases contained in the case base.

We use these categories to group the measures. We now present each of the measures in detail. We look at how each measure deals with multi-class case bases and symbolic attributes. Additionally, we look at problem situations that occur with some of the measures and our solutions to these problems.

#### 4.3.1 Measures of Overlap of Attribute Values

**\(F_1\): Maximum Fisher’s Discriminant Ratio**

For a Boolean classification problem, Fisher’s Discriminant Ratio for a given attribute \(a\), \(f(a)\), is an indication of the extent to which the values of the attribute in cases labelled by one of the classes overlap with the values of the attribute in cases labelled with the other
class. Equation 4.1 shows how \( f(a) \) is computed for attribute \( a \) and classes \( c^+ \) and \( c^- \), where \( \mu_{a,c^+} \) and \( \sigma_{a,c^+} \) denote the mean and variance respectively of the values of attribute \( a \) in \( CB \) that occur in cases labelled by class \( c^+ \), and \( \mu_{a,c^-} \) and \( \sigma_{a,c^-} \) are defined analogously.

\[
f(a) = \frac{(\mu_{a,c^+} - \mu_{a,c^-})^2}{\sigma_{a,c^+}^2 + \sigma_{a,c^-}^2} \tag{4.1}
\]

If the two means are similar and the variances are high, for example, it is likely that there is a lot of overlap between those values of \( a \) that appear in cases labelled by \( c^+ \) and those labelled by \( c^- \); hence \( a \) does not discriminate well. On the other hand, if the means are far apart and the variances are low, for example, then it is likely that overlap in values is lower; and the attribute can discriminate between the two classes. Attributes that discriminate best have high discriminant ratios. In DCoL, the implementation uses a vectorial form defined in [52] instead of the above equation.

To measure the complexity of a case base, the maximum Fisher’s Discriminant Ratio over the attributes is used, as shown in Equation 4.2. This gives the discriminant ratio of the attribute that discriminates best. High values here mean that the case base is regarded as having low complexity (because there is an attribute that discriminates well); low values mean that the case base has high complexity (because no attribute discriminates well).

\[
F_1 = \max_{i=1\ldots n} f(a_i) \tag{4.2}
\]

**Multiple Classes** Although there are several ways of extending the measure to multi-class classification, including one described in [52], DCoL provides an implementation only for Boolean classification. To deal with multi-class case bases, we use OVA to compute \( f(a) \) for each attribute \( a \). We then take the maximum of these values as the case base complexity, as in Equation 4.2. We note, however, that there is a risk that the averaging will suppress large differences in the discriminatory power of an attribute for different classes.

**Symbolic Attributes** Since the mean and variance are numeric calculations, there is no easy way to extend \( F_1 \) to the case of symbolic-valued attributes.

\( F'_2 \): Volume of Overlap Region

This measure, which is again defined for Boolean classification and numeric-valued attributes, looks at the overlap of the attribute values of the cases of each class. If there is a large overlap, then the case base is considered to be more complex than a case base with a small overlap, as it is easier to distinguish between the classes.

For each attribute \( a \), the overlap \( \text{Overlap}(a) \) is the amount by which the values in the range \( \min(a,c^+) \) to \( \max(a,c^+) \) overlap with values in the range \( \min(a,c^-) \) to \( \max(a,c^-) \), as shown in Equation 4.3. The range \( \text{Range}(a) \), which will be used to normalize the overlap, is the difference between the maximum and minimum values of \( a \) in the case base, as shown in Equation 4.4.

\[
\text{Overlap}(a) = \max(max(a,c^+), max(a,c^-)) - \min(min(a,c^+), min(a,c^-)) \tag{4.3}
\]

\[
\text{Range}(a) = \max(max(a,c^+), max(a,c^-)) - \min(min(a,c^+), min(a,c^-)) \tag{4.4}
\]
Figure 4.1: Case base with neat boundary

To compute a complexity measure for the case base as a whole, Ho and Basu use the product of the normalised overlaps, as shown in Equation 4.5.

\[ F_2 = \prod_{i=1}^{n} \frac{\text{Overlap}(a_i)}{\text{Range}(a_i)} \]  

(4.5)

Problems with this Measure

Negative Overlap. In the description of this measure, Ho and Basu say that it will give a value of zero if at least one attribute exists for which the value ranges of the two classes have no overlap. However, this is not the case.

Consider the situation where for \( c^+ \) attribute \( a \)'s values range from 10 to 20, i.e. \( \min(a, c^+) = 10 \) and \( \max(a, c^+) = 20 \); and its values for \( c^- \) range from 20 to 30, i.e. \( \min(a, c^-) = 20 \) and \( \max(a, c^-) = 30 \). In this situation, \( o(a) = 0 \), hence \( F_2 = 0 \). Yet there clearly is an overlap here; there is a value of this attribute which does not discriminate, namely 20.

This could easily be fixed, but the problem goes deeper. Suppose instead that \( \min(a, c^+) = 10 \) and \( \max(a, c^+) = 20 \) but \( \min(a, c^-) = 30 \) and \( \max(a, c^-) = 40 \). Now there is no overlap and \( a \) is most definitely discriminatory. Yet now \( o(a) = -10 \), whose effects on \( F_2 \) will depend on whether there are other negative numbers in the product. DCoL tries partly to deal with negative values of \( F_2 \) by taking \( F_2 \)'s absolute value. However, this compounds the problem. If the value of \( F_2 \) is large, we cannot tell whether this is because there is no discriminating attribute or because there is an attribute that is very discriminating in this way and so has a large negative value for its overlap.

One way to fix this problem is to set the overlap value for an attribute to be 0 if there is no overlap. Because the attribute overlap values are multiplied together when computing \( F_2 \), this will give the overall measure a value of 0 if any attribute discriminates the classes. However, the problems with this complexity measure do not stop there.

Overlap Calculation. The overlap is taken to be the difference between the lowest of the maximum attribute values and the higher of the minimum attribute values. This is assuming that, in an attribute that is highly discriminatory, all the values of \( a \) that are associated with \( c^+ \) are contiguous, and those for \( c^- \), while they may overlap by a small amount with those for \( c^+ \), are also contiguous, as shown in Figure 4.1.

However, consider Figure 4.2(a). In this example, \( a \) is also highly discriminatory: medium values predict class yellow or light grey; other values predict blue or dark grey. But, because the maximum and minimum values of \( a \) for class yellow (light grey) fall inside
the maximum and minimum values for class blue (dark grey), Overlap(a) will incorrectly be high.

Noisy cases may also cause a problem for the overlap calculation. Consider the noisy blue (dark grey) case in Figure 4.2(b). This case extends the minimum value of a for the blue (dark grey) class, causing Overlap(a) to have a much higher value than the actual overlap between the classes.

This measure may also not be reliable for other perfectly common but not necessarily complex case bases, for example case bases for disjunctive concepts.

Because of the problems with this measure, we have chosen to replace it with one of our own. Overlap(a) is redefined as Overlap'(a) which simply enumerates values of a which appear both in cases labelled by $c^+$ and in cases labelled by $c^-$. We present this in Equation 4.6. We normalize by the number of distinct values that a has in the case base, as shown in Equation 4.7. We then redefine $F_2$ as $F_2'$ in Equation 4.8.

$$\text{Overlap}'(a) = \{ v : \exists x \in CB, x' \in CB, x_a = v \land x'_a = v \land x_c \neq x'_c \}$$

$$\text{Range}'(a) = \{ v : \exists x \in CB, x_a = v \}$$

$$F_2' = \prod_{i=1}^{n} \frac{|\text{Overlap}'(a_i)|}{|\text{Range}'(a_i)|}$$

This equation works with discrete values. This means that it may not work very well for real-valued attributes whose values may be very precise. For these, it could be improved by rounding the values to a certain number of decimal places agreed with the knowledge engineer. For example, for an attribute that has values where a change of 1 is considered small, the knowledge engineer may decide that values can be rounded to one decimal place and overlaps computed on these rounded values.

**Multiple Classes** DCoL extends $F_2$ to work for multiple classes by looking at each possible pair of classes and computing the measure for the cases of those two classes. Their measure value for the case base as a whole is the sum of the absolute value of these class measures. This causes two problems. We have already discussed the problem of using absolute value to remove the negative values and how we have dealt with this issue. The other problem is that by summing the individual values, the maximum measure value for the case base is now greater than 1. This makes it hard to compare measure values for different case bases.
Our new measure, $F'_2$, has the advantage that it works unchanged for Boolean and multi-class classification.

**Symbolic Attributes** When computing $F_2$, DCoL assigns integer values to the symbolic attribute values. We have already described why this is almost always incorrect in Section 4.2.2. Since $F'_2$ uses an equality measure to compare attribute values, it works equally well for numeric and symbolic attributes.

**$F'_3$: Maximum Attribute Efficiency**

The attribute efficiency measure is similar to $F'_2$ in that it computes how much the attributes discriminate based on the overlap in their values. However, instead of taking the measure to be the value of the overlap, attribute efficiency counts the number of cases that fall outside the overlap. The count, as a fraction of the total number of cases, is the discriminative power of this attribute. This is presented in Equations 4.9 and 4.10.

$$\text{AttributeEfficiency}(a) = \frac{\sum_{x \in CB} \text{OutsideOverlap}(x, a)}{|CB|}$$  (4.9)

$$\text{OutsideOverlap}(x, a) = \begin{cases} 1 & \text{if } x_a \notin \text{Overlap}'(a) \\ 0 & \text{otherwise} \end{cases}$$  (4.10)

The complexity is then the maximum attribute efficiency over all the attributes as shown in Equation 4.11. We designate it $F'_3$, rather than $F_3$, to emphasize that it uses our new definition of overlap.

$$F'_3 = \max_{i=1...n} \text{AttributeEfficiency}(a_i)$$  (4.11)

A high value for this metric means low complexity because it means that the attribute discriminates well between the classes.

**Problems with this Measure**

**Overlap Calculation.** To define what it means to be outside the overlap requires a definition of overlap. Ho and Basu use $\text{Overlap}(a)$ as defined in Equation 4.3, but we have seen that this has problems and limitations. Hence, in our definition of what it means to be outside the overlap we again replace $\text{Overlap}(a)$ by $\text{Overlap}'(a)$.

**Multiple Classes and Symbolic Attributes** Since the $F_3$ measure uses the same overlap computation as the $F_2$ measure, it suffers from the same weaknesses that we described for $F_2$. Our $F'_3$ measure works for both multi-class case bases and for symbolic attributes because it uses our modified overlap measure that we use in $F'_2$.

**$F'_4$: Collective Attribute Efficiency**

Orriols-Puig et al. extend maximum attribute efficiency to collective attribute efficiency [64], which computes the collective discriminative power of all of the attributes ($F_4$).

To compute $F_4$, the most discriminative attribute is determined using $F_3$. The cases discriminated by this attribute are then removed from the case base. In other words,
each case whose value for this attribute is a value that only co-occurs with one class label is removed from the case base. The process is repeated on this reduced case base: of the remaining attributes, the one with highest efficiency is determined and cases that are discriminated by this attribute are removed. This continues until all of the cases have been discriminated by some attribute, all of the attributes have been used for discrimination, or the remaining attributes cannot discriminate the remaining cases.

The metric, $F_4$, is the proportion of the case base that has been discriminated, i.e. the number of cases removed in total by this process as a proportion of the original case base size. Again high values mean low complexity.

Problems with this Measure

Overlap Calculation. Since $F_4$ again uses an overlap computation, it suffers from the same problems as $F_2$ and $F_3$. We again use our revised definition of overlap and call our version of the measure $F'_4$ to differentiate it from the original measure.

Multiple Classes and Symbolic Attributes $F'_4$ works for both multiple classes and for symbolic attributes in the same way as $F'_3$ since it uses $F'_3$ in its computation.

4.3.2 Measures of Separability of Classes

The measures in this category rely on computing distances between cases. A substantial literature shows how to define distance (or similarity) in the case of symbolic-valued attributes, as well as numeric-valued ones (e.g. [65, 96]). With these definitions of distance (or similarity), almost all of the measures in this category can all be used on case bases, irrespective of the type of their attributes. The only exceptions to this are $L_1$ and $L_2$, for reasons explained in their descriptions. Equally, all of the measures in this category except $L_1$ and $L_2$ can be used for both Boolean classification case bases and multi-class case bases without any modifications.

However, some of the measures in this category and the next category make use of a classifier, or techniques used within classifiers, which raises questions about whether as measures of case base complexity they are independent enough of the classifiers whose performance they purport to predict.

$N'_1$: Percentage Points on Boundary

This measure, $N_1$, examines the boundaries between classes and calculates an estimate of the length of these boundaries [37, 38]. To compute it, we build a minimum spanning tree (MST), connecting all the cases with minimum overall distance between the cases. Within this tree, we count the number of cases that are directly connected to cases of a different class. These are assumed to be the cases that lie on the class boundaries. We express this count as a fraction of the total number of cases. A high value implies a complex case base, in which many cases lie on the boundaries.

Problems with this Measure As pointed out by Ho and Basu [38], this measure can give a high value in two possible situations. It gives a high value if the boundary is very complicated and cases of different classes are interleaved. This correctly tells us that the boundary is hard to learn. However, the measure will also give a high value for a case
A problem that is not discussed in [37, 38, 64] is that MSTs are not unique. The particular MST that an algorithm finds often depends on the order in which cases are presented to it. If cases further from boundaries are presented first, the complexity will be lower than when boundary cases are presented first. To investigate this, we ran the measure on different orderings of the case bases. We found that the different order did cause a change in the results. In our version of this measure, $N'_1$, we shuffle the case base ten times, compute the measure on each ordering and report the mean of the results.

$N_2$: Average Intra/Inter Class NN Distance Ratio

Similarly to $N'_1$, this measure looks at the distance between cases of different classes. For each case, $x$, we compute the distance to its nearest neighbour of the same class (the intra-class distance, $IntraClassDist(x)$) and the distance to its nearest neighbour of a different class (the inter-class distance, $IntraClassDist(x)$). We then compute $N_2$, the average intra/inter class distance ratio, as shown in Equation 4.12.

$$N_2 = \frac{\sum_{x \in CB} IntraClassDist(x)}{\sum_{x \in CB} InterClassDist(x)}$$

(4.12)

This measure gives an indication of how cases are spread throughout the space. A low value indicates that cases of the same class lie closely together with greater distance to cases of different classes. This type of case base would be considered to be less complex than one where the value is high, in which inter-class distances are smaller relative to intra-class distances.

$N_3$: Error Rate of 1-NN Classifier

This measure looks at how close cases of different classes are to each other. It computes the leave-one-out error rate of the one-nearest-neighbour classifier on the case base. A high value means that the majority of cases in the case base are closer to a case of a different class than to a case of their own class. This indicates a case base with a complex class boundary.
$N'_5$: Separability Emphasis

$N'_5$ is the first of the measures that we took from the CBR literature rather than from from
[38] or [64]. It is, however, based on two of Ho and Basu’s measures [38].

Fornells et al. propose a visualization that they refer to as a complexity map [22]. Each
case base is a point on a graph, where the x-axis is $F_3$, the maximum attribute efficiency,
and the y-axis is the product of boundary length ($N_1$) and the ratio of average intra/inter
class distance ($N_2$). The product is taken in order to “emphasize their behaviours” [22,
p.421]. We will also use this product as a complexity measure, $N_5$, but we calculate the
product using our revised version of $N_1$: $N'_5 = N'_1 \times N_2$.

$L_1$: Minimised Sum of Error Distance of a Linear Classifier

This is a measure of the linear separability of the case base. Ho and Basu propose using
a linear programming formulation, where the objective function to be minimised measures
error [38]. The value of this function is used as the case base complexity. In DCoL, Orriols-
Puig et al. instead use a support vector machine (SVM), which is trained on the case base
using the sequential minimised optimization (SMO) algorithm [64].

$L_1$ is then the sum of the absolute differences between the actual class of each case
(coded as +1 or -1) and the value of the learned function on that case. A value of zero
means that the case base is linearly separable and therefore not complex.

Multiple Classes Although SVMs have been extended to handle multi-class classification
(e.g. [12]), the DCoL implementation only handles Boolean classification. We use the DCoL
implementation, and for multi-class problems, we resort to OVA.

Symbolic Attributes SVMs do not handle symbolic values and so some encoding must
be used if the measure is to be used on case bases that have symbolic attribute values. As in
previous measures, the DCoL implementation assigns unique integers but, again, this will
not be correct unless the distance function on this attribute can be modified to reflect the
original semantics of the symbolic values. As a result, we do not have an implementation
of this measure for case bases with symbolic attributes. One way that we could allow it
to work with symbolic values would be to use a binary encoding, which would replace the
symbolic-valued attribute by several Boolean-valued ones. However, this is an area for
future work.

$L_2$: Training Error of a Linear Classifier

To compute this measure, we build the same linear classifier as in $L_1$ and we compute its
error rate on the original case base. In other words, we compute the proportion of the
training set that the classifier misclassifies. Again a value of zero means that the case base
is linearly separable and therefore has low complexity.

Multiple Classes and Symbolic Attributes Since $L_2$ uses the same linear classifier
as $L_1$, it suffers from the same limitations on both of these issues.
C1: Case Base Complexity Profile

C1 is the second of our measures that we have taken from the CBR literature. Massie et al. [54, 55] present a complexity measure that computes the complexity of a case by looking at the classes of its nearest neighbours. This measure looks at successively larger nearest neighbour sets by retrieving the k nearest neighbours of a case x for k = 1, and then the nearest neighbours for k = 2, and so on up until k equals some parameter K. For each set of k neighbours that it retrieves, it computes \( P_k(x) \), the proportion of x’s k neighbours that are of the same class as x. The different values of \( P_k(x) \) for \( k = 1 \ldots K \) are then averaged and this average is subtracted from one so that a high value of the measure indicates a high degree of complexity. The measure is shown in Equation 4.13.

\[
\text{Complexity}(x) = 1 - \frac{\sum_{k=1}^{K} P_k(x)}{K}
\] (4.13)

The closer a neighbour is to a case x, the more influence it has on the measure, since it will be used to contribute to the computation of several values for \( P_k(x) \) for successively large values of k. For example, x’s nearest neighbour contributes to all values of \( P_k(x) \) for \( k = 1 \ldots K \).

Massie et al. use this case complexity measure to compute the complexity of a cluster of cases [54]. They do this by averaging the complexity of the cases in the cluster. We obtain the complexity of the case base in this way, as shown in Equation 4.14.

\[
C_1 = \frac{\sum_{x \in CB} \text{Complexity}(x)}{|CB|}
\] (4.14)

C2: Similarity-Weighted Case Base Complexity Profile

A potential weakness of Massie et al.’s measure is that, in the computation of any one value of \( P_k(x) \), it does not take into account how far away each neighbour is from x. So, for example, when computing \( P_2(x) \), both neighbours will contribute equally to the computation, even if one of them is very close to x and the other is quite distant.

In computing \( C_2 \), we make a simple modification to \( C_1 \) to deal with this issue. This modification is to weight the neighbours by similarity to x so that, in the example, the nearer of the two neighbours would contribute more. To compute \( P_k(x) \), we no longer simply compute the proportion of x’s k nearest neighbours of the same class as x. Instead, we compute the mean similarity to x of those neighbours with the same class as x. A high value of \( P_k(x) \) now indicates to us not only that x has many neighbours of the same class as x, but that these neighbours also lie close to x in the case base.

We compute the complexity of each case and of the case base as a whole in the same way as we did for \( C_1 \) (Equations 4.13 and 4.14), substituting in our refined definition of \( P_k(x) \).

4.3.3 Measures of Geometry, Topology and Density of Manifolds

\( L_3 \) and \( N_4 \): Nonlinearity of a Classifier

Ho and Basu’s next two measures are based on a measure of nonlinearity of a classifier, originally proposed by Hoekstra and Duin [40]. They consider the nonlinearity of a classifier to be the probability that an arbitrary case, which is linearly interpolated between two randomly-selected cases of the same class, shares this class.
To measure this, a linear classifier is built from the case base. Then a test case base of new cases is created from the original case base. Each new case is obtained by: randomly drawing two cases, \( x \) and \( x' \), of the same class from the original case base; obtaining the attribute values for the new case by linear interpolation between the attribute values of \( x \) and \( x' \); and assuming the new case has the same class as \( x \) and \( x' \). Each case in the test case base is presented to the classifier, and the error rate is measured.

There is a family of measures possible by this approach, depending on what type of classifier is used. Ho and Basu propose using a linear programming formulation and 1-NN. We follow Orriols-Puig et al. who use an SMO SVM, as in Section 4.3.2, to give measure \( L_3 \), and a 1-NN classifier, to give measure \( N_4 \).

**Multiple Classes** Since \( N_4 \) uses a 1-NN classifier, it can deal with multi-class classification. \( L_3 \), however, inherits the limitations of the SVM classifier, already discussed in section 4.3.2. As with \( L_1 \) and \( L_2 \), we resort to OVA for multi-class problems.

**Symbolic Attributes** Irrespective of the classifier, if we are to create a test set by linear interpolation, we require that all attributes be numeric-valued. As before, DCoL assigns integer values to the symbolic values arbitrarily. Depending on how these values are assigned, different values for \( L_3 \) and \( N_4 \) can ensue. Hence, these measures are not suitable for case bases with unordered symbolic-valued attributes.

**\( T'_1 \): Fraction of Maximum Covering Spheres**

Ho and Basu’s \( T_1 \) measure looks at how well cases of each class cluster together, using the concept of adherence subsets as described by Lebourgeois and Emptoz [49]. The adherence subset of a case \( x \) is a hypersphere of cases around \( x \) but within a threshold distance of \( x \) and having the same class as \( x \). Each hypersphere initially contains just \( x \). It is grown incrementally by adding the next nearest neighbour until the next neighbour would be of a different class from \( x \) or the threshold would be exceeded.

If a case base can be represented using a small number of large adherence subsets, then cases of each class are highly-clustered. To compute this, the measure computes the adherence subsets of all cases and removes each adherence subset that is strictly included in another so that only the biggest adherence subsets are considered. The resulting number of adherence subsets is divided by the number of cases in the case base to give a normalised measure of how clustered the classes are, where low values indicate simple case bases.

We modify \( T_1 \) in two ways to get \( T'_1 \), a simpler and more satisfactory measure. First, we set the threshold to zero, so \( x \)'s adherence subset contains \( x \) itself and all its nearest neighbours up to, but excluding, the nearest unlike neighbour (whose class is different from \( x \)'s). Second, \( T_1 \) uses strict containment but \( T'_1 \) uses non-strict containment, so equal adherence subsets count as one. This is better, as can be seen by thinking about a case base in which all cases share the same class, which is a very simple case base. Since there are no unlike neighbours, each case \( x \) has the whole case base as its adherence subset. By \( T_1 \), no adherence subset is strictly contained within any other, so the number of maximal adherence subsets is \( |CB| \) and this is divided by the number of cases (also \( |CB| \)), resulting in \( T_1 = 1 \), which, incorrectly, implies high (indeed, maximum) complexity. On the other hand, since in this example all the adherence subsets are equal, \( T'_1 \) will ignore all but one of them, hence the number of maximal subsets is 1, which will be divided by \( |CB| \), giving the lowest possible value, correctly implying low complexity.
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$T_1$ and $T'_1$ can be used directly in cases of multi-class classification and, while Ho and Basu describe the case of Euclidean distances, we can extend the measure to other case bases by defining suitable distance measures on cases that include symbolic-valued attributes.

$T_2$: Number of Instances per Attribute

Ho and Basu’s final measure, $T_2$, is the number of cases divided by the number of attributes, which gives an indication of case base sparseness. Sparse case bases are problematic for classifiers in general, since we cannot be sure how to generalize over under-represented regions of the problem space. They can also confound some of the other complexity measures, since a complex problem can appear simple if we sample too little of the problem space.

$T_3$: Case Base Competence

The last of the measures that we consider, $T_3$, is another that we define from ideas in the CBR literature.

Smyth and McKenna propose a measure of case base competence [85]. We note that this has not been proposed as a measure of complexity, and it may not prove to be useful as such. Informally, it is a prediction of the range of problems that a case base can solve. We consider here whether it can be used as a measure of case base complexity. We present it only in the context of $k$-NN classification.

Smyth and McKenna define the coverage set of a case $x$ in a case base to be the set of all of cases $x'$ in the case base each of which is correctly classified by its $k$ neighbours, $x$ is one of those neighbours, and $x$ has the same class as $x'$. However, coverage sets alone cannot be used to calculate the competence of a case base because coverage sets can overlap. Cases form clusters around well-defined areas of competence in the case base, with large, dense clusters indicative of common problems, and smaller clusters (or even single cases) indicative of more unusual problems. Smyth and McKenna define these clusters as being the fundamental unit of competence within the case base and call them competence groups.

Two cases belong to the same competence group if they have shared coverage, i.e. the intersection of their coverage sets is non-empty; and competence groups are maximal in the sense that any case that shares coverage with another will be in the same competence group. Group coverage for a competence group is defined heuristically, being proportional to group size and inversely proportional to similarity within the group. Dataset competence is then calculated as the sum of the coverages of each of the competence groups. If we treat this as a complexity measure, high values imply good coverage and hence a case base with low complexity.
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As with the other measures that use $k$-NN as the basis for their measure computation, this measure is well-defined for multi-class classification and for symbolic-valued attributes.

4.4 Criteria for Complexity Measures

If we are to compare complexity measures, we need criteria or desiderata. A non-exhaustive list of desiderata might include the following:
**Predictive** We require the measures to be predictive of the different characteristics of case bases. For example, if we are comparing classifiers, we need measures that help us to select case bases that will reveal the behaviour of the classifiers under different conditions.

**Independent of what is being analysed** We must avoid measuring that which we are optimizing. It is preferable that measures that are computed using a classifier should not be used to analyse that same classifier. This may disqualify use of some measures, or some classifiers, in some analyses.

**Widely applicable across case bases** Multi-class classification is common, so we require measures that can be computed on multi-class case bases as well as Boolean classification case bases. In CBR especially, symbolic-valued attributes are also common, as are instances which have attributes for which the value is missing.

In Table 4.1, we have already indicated which measures can directly handle multi-class classification (where they cannot, the OVA method can be used). We have also indicated whether the method can handle symbolic-valued attributes. If a solution to this problem requires that distance (or similarity) functions be defined over the values of these attributes, the entry is sim. Where the measure can in principle handle multi-class classification or numeric-valued attributes but where DCoL does not handle them, the entry is Not DCoL. A careful analysis of the applicability of the measures to case bases with missing values has not yet been carried out, and so remains an issue for future work.

**Cheap-to-compute** Efficiency is important but not an over-riding factor. Dataset complexity measures are not usually part of the regular day-to-day operation of a classifier, therefore ‘real-time’ performance is not generally needed. Rather, they are usually part of an off-line, and typically one-off, analysis. (An exception to this is our own research into meta-case-based classification for making case base maintenance decisions, which we will present in the next chapter.)

We have not conducted our own analysis into the running-time and memory requirements of the algorithms that compute the complexity measures, but there is a table of computational costs in [64, p.9]. The table shows the measures in Ho and Basu’s first category to be linear in \(|CB|\), the number of cases; those in their second category are quadratic in \(|CB|\); and those in their third category are quadratic (\(T_1\) and \(T'_1\)), constant (\(T_2\)) or depend on the linear classifier, which in the case of an SVM trained using SMO is sub-quadratic. We believe that the measures from CBR (\(C_1, C_2, N'_5\) and \(T_3\)) are all quadratic in \(|CB|\).

**Incremental** Similarly, there may be occasions where one has calculated the value of a measure, a case gets inserted into, or removed from, the case base, and we want to compute the new value of the measure, preferably without doing so ‘from scratch’, by exploiting the value already calculated. Some of the measures are amenable to this; others are not. We will discuss this issue in detail in Chapter 6.

**Transparent and explainable** The analytic value of a measure may depend in some circumstances on it being intelligible to those using it.

In the next section, we analyse the values of the complexity measures when run on different case bases and investigate which of the measures work better to predict whether a
case base is going to be easy or hard to classify. We also look at them from a maintenance point of view and investigate if there is a link between the complexity of a case base and the maintenance algorithm that works best for that case base.

4.5 Evaluation

4.5.1 Experiment Objectives

This experiments aims to investigate the usefulness of the case base measures. We firstly look at how well the measures correlate with each other to see if they agree on which datasets are complex and which ones are not. Our second objective is to test whether or not the measures agree with measured classifier accuracy of different classifiers on the datasets. If the measures are to be believed, they should indicate that datasets with high accuracy over a number of classifiers have low complexity, while datasets with generally low accuracy should be flagged as being complex. Finally, we look at how maintenance of the datasets affects the measures, the aim here being to see whether the algorithms generally increase or decrease complexity.

4.5.2 Test Data

In these experiments we again use the twenty-five datasets that we have used in the previous chapters. We run the measures on the 60% splits since these are the datasets that we use for our training sets.

4.5.3 Experiment Methodology

We calculate the measures for each of the ten splits of the data and average their results to get an overall dataset value for each measure. We then normalise the measure values to a [0,1] range for all of the measures so that the values would be comparable. Finally, for most of the measures, a low value of the measure indicates low complexity. However, a subset do the opposite, with a low value indicating high complexity. For ease of comparison, we inverted the measure values for $F_1$, $F'_3$, $F'_4$ and $T_3$ by subtracting each of their normalised values from 1. This allows us to compare the results more easily since low and high measure values now indicate low and high complexity respectively for all of the measures.

We now examine the results of the measures. We look at how well their results correlate with each other to see how much they agree in predicting whether a dataset is complex or not. We also look at how a number of different classifiers perform on the datasets and see if they do well on the datasets that the measures predict as being easy and vice versa. We finally examine the effect that maintenance algorithms have on a number of the measures and whether they increase or reduce the complexity of the datasets.

4.5.4 Comparing Measures

Firstly, we look at the measures and their values. We examine how well they correlate with each other and where the measures agree and disagree about which datasets they consider to be hard and easy.

There are a number of measures that we expect to correlate well because they are so alike. $C_1$ and $C_2$ are very similar variations of the same algorithm so it is not surprising that these have the highest correlation coefficient of any two measures at 0.98. Both also
correlate extremely well with \( N'_1 \), \( N_3 \) and \( N'_5 \), and each of these three measures correlates well with the other two. This is also to be expected since all of these measures use nearest neighbour techniques.

We would also expect the two attribute efficiency measures to correlate well since they are both based on the same computation. However, they only have a correlation value of 0.62. This indicates that the collective attribute efficiency does not often stop after the first attribute, since it would give the same value as the maximum attribute efficiency if it did. So it is not common for the case bases that we have examined to have one attribute that totally distinguishes between the classes.

There are also a number of measures which correlate particularly well that we would not necessarily have expected. \( F'_4 \) correlates with \( N_4 \) with a correlation coefficient of 0.87. This is unusual since the two measures are very different. \( F'_4 \) is the collective attribute efficiency, which examines the overlap between attribute values for different classes and which cases are outside this overlap. \( N_4 \) is the nonlinearity of the 1-NN classifier, which measures the 1-NN error of a test case base created by linear interpolation between pairs of cases in the original case base. These two measures appear to be very different, but yet their results show that they are computing a similar property of the case base.

We also examine measures that do not correlate well with the others. Two measures in particular, \( F_1 \) and \( T'_1 \), do not correlate well with any of the other measures. Their highest correlation coefficients with any other measure are 0.37 and 0.38 respectively. This indicates that these measures do not often agree with many of the other measures on whether or not a case base is complex. It is interesting that \( F_1 \), the maximum Fisher’s discriminant ratio, does not even correlate well with the other three measures that also calculate complexity based on how much attribute values overlap. \( T'_1 \), the fraction of maximum covering spheres measure, is not similar to any of the other measure in its approach to computing complexity, so it is less surprising that it doesn’t correlate well with them.

Taking specific pairs of measures, we see that the pairs with the least correlation to each other are \( N'_1 \) and \( T'_1 \) with a correlation coefficient of 0.005, \( C_1 \) and \( T'_1 \) with a coefficient of 0.007 and \( L_2 \) and \( F'_3 \) with a coefficient of 0.04. Since each pair consists of two very different measures, it is not very surprising that they do not agree with each other. A pair that we would expect to be quite similar but that do not correlate well are \( L_1 \) and \( L_3 \). \( L_1 \) measures the minimised sum of error distance of a linear classifier, while \( L_3 \) measures the nonlinearity of a linear classifier. Although the measures are in different categories, they both have the element of testing the error of a linear classifier so it would be expected that they would be measuring a similar property of the case base. However, they are actually very slightly negatively correlated, with a correlation coefficient of -0.01.

In summary, we can see that while all of the measures aim to compute case base complexity, some are more similar than others in what they measure. In the next section, we use a number of classifiers to see which datasets they find easy and hard for classification and we examine which of the measures agree with these classifiers.

### 4.5.5 Predicting Classifier Error

#### Classifier Accuracies

Since the measures aim to predict how easy or hard the datasets are for classifiers, we now compare their results with a number of commonly-used classifiers. To do this, we built each of seven Weka classifiers [32] on the twenty-five training sets. Since some of the complexity
measures are computed using nearest neighbour techniques or SVM classifiers, we made sure we included additional classifiers. Even so, there is a danger that the classifiers that we have chosen have insufficiently different biases, and we must view our results with this in mind. The seven classifiers were:

- Multilayer Perceptron: A neural net with one hidden layer.
- SMO: A support vector machine.
- J48: A C4.5 decision tree learner.
- IBk: A nearest neighbour learner.
- NaïveBayes: A Naïve Bayes classifier.
- OneR: Rule learner which creates rules based on a single attribute.

Each was built using its default Weka settings except for the perceptron. We found that it was better to use one hidden layer, instead of the default value of no hidden layers. We recorded the percentage error of each classifier on the held-out test sets. We found that three of the classifiers, Naïve Bayes, AdaBoost and OneR, were outperformed by the others across the datasets and so we omitted them from our final analysis. The results of repeating the splitting, training and testing ten times and averaging the percentage errors are shown for each of the four remaining classifiers in Table 4.2. We have also included a column in the table for the mean error over the four classifiers and the table is sorted in ascending order of this value. The lowest error value for each dataset is indicated in bold.

The classifiers tend to agree on which datasets are easy to classify (the low error ones, such as the Spam and Iris datasets) and which are difficult (the higher error ones, such as the Heart Disease and Lung Cancer datasets). We confirm this by correlating the error, Table 4.3, and observing that the correlation coefficients are between 0.93 and 0.98.

We can therefore take the mean error over the four classifiers as an indication of complexity. We can now see whether the complexity measures agree with these classification error results. We are aware of a major irony here. We have selected these twenty-five datasets in precisely the way we criticized in Section 4.1. But we are compelled to operate in this fashion. We cannot select them using dataset complexity measures, for to do so would mean that their selection was not independent of that which we wish to experiment with, which in this chapter are measures of dataset complexity themselves.

We have included the full correlation tables between the classifiers and the measures in Appendix A. Table A.1 shows the correlations based on all twenty-five datasets, and Table A.2 shows the correlation coefficients based on just the fourteen Boolean classification datasets.

**Comparison between Classifier Results and Measure Results**

**DCoL’s Thirteen Measures** Of the thirteen measures in DCoL, \( N_1 \), the fraction of instances on a boundary, computed from the MST, is one that other studies have found to correlate well with classifier performance [5, 6, 51]. With our modified version of this measure, \( N'_1 \), we also find high correlations with the performance of our classifiers on our datasets: for example, the correlation coefficient between \( N'_1 \) and the mean error is just...
<table>
<thead>
<tr>
<th>Dataset</th>
<th>NN</th>
<th>SVM</th>
<th>J48</th>
<th>IBk</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spam3</td>
<td>0.50</td>
<td>0.40</td>
<td>3.25</td>
<td>1.75</td>
<td>1.48</td>
</tr>
<tr>
<td>Spam4</td>
<td>1.60</td>
<td>1.95</td>
<td>6.20</td>
<td>3.05</td>
<td>3.20</td>
</tr>
<tr>
<td>Iris</td>
<td>2.67</td>
<td>4.00</td>
<td>5.00</td>
<td>2.67</td>
<td>3.58</td>
</tr>
<tr>
<td>Dermatology</td>
<td>3.38</td>
<td>2.39</td>
<td>6.34</td>
<td>3.10</td>
<td>3.80</td>
</tr>
<tr>
<td>Spam2</td>
<td>2.95</td>
<td>3.45</td>
<td>4.65</td>
<td>5.40</td>
<td>4.11</td>
</tr>
<tr>
<td>Breast Cancer Diagnostic</td>
<td>3.19</td>
<td>2.57</td>
<td>7.26</td>
<td>3.54</td>
<td>4.14</td>
</tr>
<tr>
<td>Spam5</td>
<td>2.20</td>
<td>2.70</td>
<td>7.65</td>
<td>5.50</td>
<td>4.51</td>
</tr>
<tr>
<td>Spam1</td>
<td>2.15</td>
<td>2.75</td>
<td>7.20</td>
<td>6.40</td>
<td>4.63</td>
</tr>
<tr>
<td>Wine</td>
<td>3.33</td>
<td>1.67</td>
<td>13.33</td>
<td>2.67</td>
<td>5.25</td>
</tr>
<tr>
<td>Zoo</td>
<td>8.50</td>
<td>7.00</td>
<td>12.50</td>
<td>10.50</td>
<td>9.63</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>10.43</td>
<td>12.43</td>
<td>10.29</td>
<td>14.29</td>
<td>11.86</td>
</tr>
<tr>
<td>Credit Approval</td>
<td>15.38</td>
<td>14.08</td>
<td>14.23</td>
<td>13.00</td>
<td>14.17</td>
</tr>
<tr>
<td>Balance</td>
<td>8.88</td>
<td>13.44</td>
<td>22.40</td>
<td>16.88</td>
<td>15.40</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>20.00</td>
<td>18.13</td>
<td>18.75</td>
<td>21.88</td>
<td>19.69</td>
</tr>
<tr>
<td>Breathalyser</td>
<td>21.60</td>
<td>26.40</td>
<td>22.80</td>
<td>28.00</td>
<td>24.70</td>
</tr>
<tr>
<td>Breast Cancer Prognostic</td>
<td>24.47</td>
<td>23.16</td>
<td>27.11</td>
<td>30.53</td>
<td>26.32</td>
</tr>
<tr>
<td>Pima Indians Diabetes</td>
<td>25.69</td>
<td>23.53</td>
<td>28.56</td>
<td>27.84</td>
<td>26.41</td>
</tr>
<tr>
<td>Haberman’s Survival</td>
<td>26.23</td>
<td>23.77</td>
<td>25.25</td>
<td>31.15</td>
<td>26.60</td>
</tr>
<tr>
<td>Lenses</td>
<td>32.50</td>
<td>40.00</td>
<td>22.50</td>
<td>27.50</td>
<td>30.63</td>
</tr>
<tr>
<td>Post-Operative Patient</td>
<td>38.82</td>
<td>30.00</td>
<td>29.41</td>
<td>36.47</td>
<td>33.68</td>
</tr>
<tr>
<td>Liver Disorders</td>
<td>33.77</td>
<td>42.32</td>
<td>37.10</td>
<td>37.10</td>
<td>37.57</td>
</tr>
<tr>
<td>Glass Identification</td>
<td>35.71</td>
<td>53.57</td>
<td>36.43</td>
<td>36.67</td>
<td>40.60</td>
</tr>
<tr>
<td>Teaching Assistant Evaluation</td>
<td>43.33</td>
<td>45.67</td>
<td>45.33</td>
<td>43.33</td>
<td>44.42</td>
</tr>
<tr>
<td>Heart Disease Cleveland</td>
<td>46.10</td>
<td>43.90</td>
<td>49.49</td>
<td>46.95</td>
<td>46.61</td>
</tr>
<tr>
<td>Lung Cancer</td>
<td>58.00</td>
<td>50.00</td>
<td>46.00</td>
<td>56.00</td>
<td>52.50</td>
</tr>
</tbody>
</table>

under 0.96. We plot this in Figure 4.4: each point is a dataset; the x-axis is error and the y-axis is the value of $N'_1$. Recall from Section 4.3.2 however, that Ho and Basu point out that a high value for this measure can arise in complex datasets when the boundary is complicated but also in simple datasets that are linearly separable but where the distances between instances on the boundaries are smaller than distances between instances of the same class.

In fact, in our experiments, of the thirteen measures, it is $N_3$, the Error Rate of a 1-NN Classifier, that has highest correlation with mean classifier error. Its correlation coefficient with mean error is just over 0.96, and it correlates slightly better than $N'_1$ with each of the individual classifiers other than the SVM. Of course, it has the unfair advantage that it is based on a classifier (1-NN) that is very similar to one that we are using to judge it (IBk). We already mentioned in the previous section that $N'_1$ and $N_3$ correlate extremely well, so, if choosing one to use over the other, the fact that $N'_1$ is less similar to the IBk classifier might be a reason to prefer it.

Of the thirteen, the measures that correlate next best with error are $N_2$, the Ratio of Average Intra/Inter Class Distance (coefficient 0.84), $N_4$, the Nonlinearity of a 1-NN Classifier (coefficient 0.77), and $L_2$, the Training Error of a Linear Classifier (coefficient 0.64), although we were able to compare $N_4$’s and $L_2$’s values with the error rate on only
twenty-one of the datasets because they cannot handle the symbolic values in the other four datasets.

Of the remaining of the thirteen measures, three ($F'_4$, $L_3$ and $T'_1$) have coefficients around 0.5, and the rest have coefficients close to zero.

For four of the measures (see Table 4.1), we were resorting to the OVA method to handle multi-class classification. We were concerned that the averaging involved in doing this might be detrimental to the performance of these measures. So we looked separately at how the measures correlate with error for just the Boolean classification datasets: fourteen of the twenty-five (or thirteen in the case of those measures that cannot handle symbolic values). On just these datasets, the five best-performing measures though remain the same: $N'_1$, $N$, $N_3$, $N_4$ and $L_2$. The correlation coefficient for $N'_1$ and $N_3$ are the highest (0.98 and 0.97). $N_4$’s correlation with mean error increased a little and, by contrast, $N_2$’s fell a little. The three measures that use a linear classifier all require OVA to be able to work with multi-class classification. Each of these measures correlates much better with error for just the Boolean classification datasets. $L_1$’s correlation coefficient increases from 0.05 to 0.34, $L_2$’s coefficient increases from 0.64 to 0.96 and $L_3$’s coefficient increases from 0.57 to 0.95. This suggests that the OVA method damages the measures and should not be used, with the consequence that certain measures will be confined to Boolean classification domains, unless some other way of extending them to multi-class classification can be found.

We should emphasize, however, that the goal here is not to find the one ‘true’ measure. There will not be such a measure. Any sense that a small number of measures adequately characterizes the datasets in our study is more likely due to using too few datasets. In [6], for example, while $N_1$ is found to be most useful, $N_2$ and the nonlinearity measures, $L_3$ and $L_4$, are also found to be useful. And, even though the measures of overlap of attribute

---

### Table 4.3: Classifier correlation coefficients

<table>
<thead>
<tr>
<th></th>
<th>SVM</th>
<th>J48</th>
<th>IBk</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>0.95</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>SVM</td>
<td>0.93</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>J48</td>
<td></td>
<td>0.97</td>
<td></td>
</tr>
</tbody>
</table>

---

Figure 4.4: Mean classifier error against $N'_1$ for twenty-five datasets
values, such as $F'_4$, do not correlate well with error in our study, and have not seen much support in the other studies that we have been citing, they might be relevant, for example, if judging the applicability of decision tree techniques to a dataset.

**Complexity Profile and Similarity-Weighted Similarity Profile** We turn now to the measures that we have based on work in the CBR research literature. The first of these, $C_1$, is the Complexity Profile, which we defined as the mean case complexity [55]. We computed this with its parameter $K = 10$. Although designed for a different purpose, we find that, of all our measures, this is the best correlated with classifier error, the correlation coefficient being 0.98. We should, however, add the caveat that we are using only four classifiers and twenty-five datasets. It would certainly be interesting to look at values of $C_1$ across a large set of specially-constructed artificial datasets, in the style of [38]. Additionally, as with $N_3$ in the previous section, $C_1$ uses nearest neighbour techniques in its computation so it has the advantage of being similar to the IBk classifier. Perhaps surprisingly, $C_2$, our modified version of $C_1$, which weights neighbours by their distance to each instance, does not correlate as well with mean error as $C_1$ does. Its correlation coefficient is 0.97, which is still better than all the others. And, where we look at Boolean classification only, $C_1$ and $C_2$ remain pre-eminent.

**Separability Emphasis Measure** $N'_5$ is also from the CBR literature [22]. It is the product of $N'_1$, which correlates very well with error, and $N_2$, which correlates reasonably well. It is no surprise that it correlates slightly less well with error than $N'_1$ and somewhat better than $N_2$. There seems then no reason to prefer this measure over others. Empirically, $C_1$, $C_2$, $N_3$ and $N'_1$ on their own are to be preferred.

**Dataset Competence** We also implemented from the CBR literature Smyth and McKenna’s dataset competence, and treated this as a measure of dataset complexity, $T_3$. It was never designed as such, and it is therefore no criticism of the competence idea to find that it does not correlate with classifier error: it is inversely correlated and the coefficient is close to zero, -0.17.

**Summary** We can predict classifier error using any of $C_1$, $N_3$ and $N'_1$. $C_2$ and $N'_5$ also correlate well with classifier error but do not appear to be different enough from $C_1$ and $N'_1$ respectively. $L_2$ also correlates well with error when used on our Boolean classification datasets, but less well when used with the OVA method on multi-class classification and we have not been able to use it on the datasets that contain symbolic-valued attributes. We would need an implementation that overcomes the limitations of the one in DCoL to properly judge its applicability. Finally, $N_4$ is moderately predictive of classifier error, but also limited to datasets with only numeric-valued attributes.

What is interesting is that all of the measures mentioned in the previous paragraph except for $N_4$ are measures of the separability of classes, Ho and Basu’s second category of measures. A similar result is found in [5]. It is convenient too that all but two of these measures can work with multi-class datasets and symbolic-valued attributes, so they are useful for CBR, where both of these are common.

Another observation is that some are not wholly independent of the classifiers whose performance one might want to predict. $N_3$, $L_2$ and $N_4$ make direct use of classifiers in their computation, either a 1-NN classifier or a linear classifier (in DCoL, this being an
SVM). It can be argued that \( C_1 \) and \( C_2 \) are using nearest neighbour techniques and are therefore not wholly independent of \( k \)-NN classifiers. Perhaps \( N'_1 \) and \( N_2 \) are the ones that take approaches that are most different from the way that current classifiers operate.

### 4.5.6 Effect of Maintenance Algorithms on Measure Values

As our work centres on the area of case base maintenance, we wanted to examine the effect that running the different maintenance algorithms would have on the measures. To do this, we ran each of the atomic maintenance algorithms and each of the classic composites on the twenty-five datasets and recorded the percentage of cases deleted and the accuracy before and after maintenance. Additionally, we computed the values of each of the seventeen complexity measures on the case bases before and after maintenance.

We then chose three of the complexity measures to study in detail. We chose one from each of the categories, that would best reveal the changes that the maintenance algorithms bring about. We also chose measures that are computed in a manner that is, as much as possible, independent of the way the maintenance algorithms work and the way we measure changes in accuracy.

### Measures for Detailed Analysis

**Measures of Overlap of Attribute Values** From our analysis in the previous section, we found that these measures are not predictive of classifier accuracy. But we might expect them to be much more revealing of the effects of maintenance, especially of noise reduction. An incorrectly-labelled case may decrease the discriminatory power of one or more attributes.

We choose to use \( F'_3 \) for this analysis. We rule out \( F_1 \) because we cannot apply it to datasets that include symbolic values or multi-class classification and we avoid \( F'_2 \) because we found that most of its values on most datasets, both pre- and post-maintenance, tend to be zero. \( F'_4 \) would be just as good as \( F'_3 \): there is not much to choose between them here.

**Measures of Separability of Classes** We exclude \( L_1 \) and \( L_2 \) because they cannot handle multi-class classification problems and symbolic-valued attributes and we exclude \( N'_2 \) because it is simply the product of \( N'_1 \) and \( N_2 \) and so produces values intermediate between the two. When examining \( C_1 \) and \( C_2 \), we found that, for all maintenance algorithms and about four-fifths of the datasets, \( C_1 \) increases after maintenance, suggesting that the resulting case base has become more complex, not less. In the roughly one fifth of datasets where this does not happen, the measure either remains the same or falls but only very slightly. In the case of \( C_2 \), the story is the same, an increase in complexity for the most part, but there are a few more exceptions, where complexity stays the same or decreases. Overwhelmingly, the other measures in this category show case bases becoming less complex after maintenance, and since \( C_1 \) and \( C_2 \) disagree, we exclude them.

This leaves \( N'_1, N_2, N_3 \). We exclude \( N_3 \); it is computed using a 1-NN classifier, and therefore may not be independent enough of the maintenance algorithms since many of them use \( k \)-NN. The other two measures, \( N'_1 \) and \( N_2 \) are reasonably independent of the maintenance algorithms. We choose \( N'_1 \) since we found it to be more predictive of classifier accuracy than \( N_2 \).
Measures of Geometry, Topology and Density of Manifolds  In this category, it is easy to choose $T'_1$. We exclude $L_3$ and $N_4$ because they cannot be computed on datasets with symbolic-valued attributes. $T_2$ is simply the number of instances in the dataset divided by the number of attributes: since the former will either stay the same or decrease and the latter will not change after maintenance, this measure is giving little insight beyond what we learn already from recording the percentage of cases deleted, so we exclude it. And, as well as noting in the previous section that $T_3$ was not predictive of classifier accuracy, we have not found it to be useful here either: for all case bases and all maintenance algorithms, it shows complexity increasing, rather than decreasing, after maintenance. This leaves $T'_1$, which was not very predictive of classifier accuracy but it behaves as we would expect for maintenance, mostly showing a decrease in complexity after maintenance.

In summary, then, we will proceed to use $F'_3$, $N'_1$ and $T'_1$ in the rest of our analysis.

Results

In this analysis, we make a small change to how we normalise our complexity values. We invert them so that a positive change means a lowering of complexity and vice versa. We do this for the benefit of graphs so that moving upwards and rightwards in the graphs is a good thing, corresponding to decreases in complexity and increases in classification accuracy respectively. We show this in Figure 4.5. The upper-right quadrant shows that the maintenance algorithm has unambiguously improved accuracy and complexity. The top-left quadrant signifies lower complexity but also lower accuracy. This might occur if the maintenance algorithm over-simplifies class boundaries. The bottom-left quadrant signifies higher complexity and lower accuracy. There are any number of reasons that this might happen but one is the deletion of correctly-labelled cases near incorrectly-labelled ones, so that the incorrectly-labelled case will be retrieved for a larger number of target problems. The bottom-right quadrant is the situation of lower accuracy and higher complexity. Fortunately, our graphs show this to be very rare. Of course, as we have already talked about, maintenance is a multi-objective optimization problem. Therefore losses in accuracy may be a price worth paying if the case base becomes more compact, and so it is not necessarily a ‘bad thing’ for a dataset and algorithm to be in a quadrant other than the top-right one.
Table 4.4: Percentage of cases deleted, change in accuracy, and change in normalised complexity measures: mean (and standard deviation) over twenty-five datasets. (In this analysis, a positive change in a complexity measure implies lower complexity.)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>% of cases deleted</th>
<th>Change in % accuracy</th>
<th>Change in $F'_3$</th>
<th>Change in $N'_1$</th>
<th>Change in $T'_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BBNR</td>
<td>23.08 (15.06)</td>
<td>-0.24 (3.15)</td>
<td>31 (31)</td>
<td>6 (5)</td>
<td>4 (5)</td>
</tr>
<tr>
<td>RENN</td>
<td>23.17 (18.67)</td>
<td>-2.70 (6.74)</td>
<td>41 (34)</td>
<td>22 (18)</td>
<td>23 (19)</td>
</tr>
<tr>
<td>CRR</td>
<td>35.94 (7.86)</td>
<td>-2.00 (2.75)</td>
<td>24 (32)</td>
<td>-14 (7)</td>
<td>-9 (6)</td>
</tr>
<tr>
<td>ICFR</td>
<td>61.85 (22.15)</td>
<td>-4.97 (2.75)</td>
<td>26 (34)</td>
<td>-37 (14)</td>
<td>-26 (15)</td>
</tr>
<tr>
<td>RCR</td>
<td>77.59 (9.57)</td>
<td>-2.93 (2.43)</td>
<td>32 (34)</td>
<td>-27 (9)</td>
<td>-14 (18)</td>
</tr>
<tr>
<td>BBNR→CRR</td>
<td>59.38 (12.58)</td>
<td>-1.54 (3.37)</td>
<td>44 (35)</td>
<td>15 (17)</td>
<td>16 (18)</td>
</tr>
<tr>
<td>RENN→ICFR</td>
<td>78.41 (16.12)</td>
<td>-5.90 (6.64)</td>
<td>48 (33)</td>
<td>-5 (26)</td>
<td>10 (22)</td>
</tr>
<tr>
<td>RENN→RCR</td>
<td>88.71 (2.11)</td>
<td>-4.25 (6.85)</td>
<td>49 (34)</td>
<td>1 (20)</td>
<td>8 (24)</td>
</tr>
</tbody>
</table>

We summarize the results in Table 4.4, which shows averages over the twenty-five datasets, and reports the changes in the three measures that we have selected.

**Atomic Noise Reduction Algorithms** Figure 4.6 shows results for the atomic noise reduction algorithms, BBNR and RENN. The $x$-axis is the same in all three graphs in Figure 4.6. It is the change in accuracy on the held-out test set: positive values mean that accuracy is higher after maintenance than it was before maintenance. On the $y$-axis, we plot the change in the normalised values of the complexity measure: $F'_3$ in Figure 4.6(a), $N'_1$ in Figure 4.6(b), and $T'_1$ in Figure 4.6(c). We repeat the point made earlier that, perhaps counter-intuitively, positive values here mean that the complexity has gone down after maintenance. Hence, the upper-right quadrant of every graph is where we might hope to be: increased accuracy and lower complexity. There are fifty points on each graph, representing what happens to each of the twenty-five datasets in the case of BBNR (diamonds) and in the case of RENN (squares).

We might expect that a good noise reduction algorithm would either improve accuracy or, if there was no noise, would leave it unchanged. But we see that the algorithms sometimes improve accuracy and sometimes worsen it. BBNR seems to do better than RENN: in eighteen of the twenty-five case bases, BBNR improves accuracy or leaves it unchanged; in only nine of the twenty-five does RENN do the same. In the case of RENN, some quite severe falls in accuracy occur (20-25%). The two case bases on which accuracy falls most after applying RENN are Lung Cancer and Lenses.

We might think that the explanation would lie in the number of cases deleted. But, in fact, for most datasets, the two algorithms delete quite similar numbers of cases. The difference in the percentages deleted is less than or equal to 5% for twenty datasets. The mean percentage deleted over the twenty-five datasets by BBNR is 23.08%, where for RENN it is 23.17%. In only seven of the datasets does RENN delete more, although in three of these the difference in the percentage deleted is more than 10%.

Both algorithms lower complexity, across all three complexity measures, on nearly all datasets. Let’s consider $F'_3$ first (Figure 4.6(a)). In an extreme example, if two cases have exactly the same attribute values but are labelled by different classes, then one of the cases is noisy (unless there are other attributes in the domain that would distinguish the two cases...
Figure 4.6: Changes in accuracy and complexity: atomic noise reduction algorithms

(a) $F'_3$: Maximum Attribute Efficiency

(b) $N'_1$: Fraction of Instances on a Boundary

(c) $T'_1$: Fraction of Maximum Covering Spheres
but which are not part of the dataset). We would hope that a noise reduction algorithm would delete at least one of these cases and ones like them and this should be reflected in an improvement to $F'_{3}$. Figure 4.6(a) shows that both algorithms do seem to be successful in doing this, and to the same degree. The average change in $F'_{3}$ in the case of BBNR is 31 with standard deviation also 31, and in the case of RENN it is 41 with standard deviation 34.

A noise reduction algorithm might be expected also to ‘clean up’ the boundary between classes: removal of a noisy case should simplify the boundaries. This is what $N'_{1}$ is supposed to measure, and Figure 4.6(b) confirms that both algorithms succeed in improving this measure of complexity. RENN does this more aggressively than BBNR. Its improvements to $N'_{1}$ are often greater: it improves $N'_{1}$ by 22 on average (standard deviation 18) whereas BBNR improves it by 6 (standard deviation 5). But this may explain why RENN loses accuracy and therefore places many datasets in the upper-left quadrant: it may be over-simplifying class boundaries.

Finally, by removing noisy cases, a noise reduction algorithm should produce a case base in which clusters of like cases are fewer in number but larger in size. This is what $T'_{1}$ is supposed to measure, and Figure 4.6(c) shows again that this is what is happening: the changes are positive (meaning lower complexity), or close to zero, across all twenty-five datasets. Again RENN may be too aggressive: its mean is 23 (standard deviation 19) compared to BBNR’s mean of 4 (standard deviation 5).

We conclude that, generally speaking, RENN’s heuristic for identifying harmful cases is not as successful as BBNR’s. It aggressively deletes cases, thereby over-simplifying the case base, achieving larger improvements in complexity but at the expense of classifier accuracy.

Atomic Redundancy Reduction Algorithms  Figure 4.7 shows the performance of the three atomic redundancy reduction algorithms (CRR, ICFR and RCR). The big observation across the three graphs in Figure 4.7 is that most points are to the left of the origin on the x-axis, showing that they mostly worsen classification accuracy. Of course this may be because the algorithms are not being applied to the kinds of case bases that they expect, i.e. ones that have undergone noise reduction. Another observation is that CRR (the diamond) tends to give smaller decreases in accuracy (mean -2%, standard deviation 2.75) than RCR (the triangle, mean -2.93%, standard deviation 2.43), which in turn gives smaller decreases than ICFR (the square, mean -4.97%, standard deviation 2.75). This is only partly explained by looking at the percentage of cases deleted. CRR is conservative: it deletes the least and therefore does least damage to accuracy. Indeed it deletes 35.94% cases on average (standard deviation 7.86). Counter-intuitively, though, RCR deletes the most (mean 77.59%, standard deviation 9.57) with less damage to accuracy than ICFR, which deletes fewer cases on average (61.85%, standard deviation 22.15).

According to $F'_{3}$, complexity becomes lower (Figure 4.7(a)), but in the case of both $N'_{1}$ and $T'_{1}$, complexity increases (Figures 4.7(b) and 4.7(c)). In the case of $N'_{1}$ and $T'_{1}$, most points are in the lower-left quadrants. One hypothesis is that noisy cases, which have not previously been removed by a noise reduction phase, remain untouched by the redundancy reduction algorithms, and that correctly-labelled cases are removed. Without these correctly-labelled cases, the noisy cases grow in competence. They will be among the neighbours of a wider range of target problems, leading to reduced classifier accuracy. And, with fewer correctly-labelled cases relative to incorrectly-labelled ones, boundaries are more complex and there are more clusters, and denser clusters, of noisy cases.
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Figure 4.7: Changes in accuracy and complexity: atomic redundancy reduction algorithms
We can illustrate this with a simple thought experiment. Imagine four cases: $x_1$ is of class $c^+$, $x_2$ is of class $c^-$, and $x_3$ and $x_4$ are of class $c^+$. Assume that they are connected linearly in the order described in a minimum spanning tree. The value for $N_1$ is 0.75 (three of the four cases are connected to cases of a different class). Let’s suppose that we think that $x_2$ is noisy by virtue of having a different class from its neighbours. If we run a redundancy reduction algorithm, without first removing noise, we are likely to remove either $x_3$ or $x_4$. In this case, $N_1$ goes down to 0.66 (two of the three remaining cases are now connected to cases of a different class). Suppose, instead, that $x_2$ is first removed by a noise reduction algorithm; $N_1$ is 0, and remains 0 after a redundancy reduction algorithm removes one or two of the remaining cases.

**Classic Composite Algorithms** Figure 4.8 shows the effects of the classic composite algorithms, designated here by BBNR→CRR (diamond), RENN→ICFR (square) and RENN→RCR (triangle). We see a much greater spread in the effects on classifier accuracy: sometimes it improves; more often, it does not. BBNR→CRR does the least harm and has the narrowest spread (mean -1.54%, standard deviation 3.37) compared to RENN→RCR (mean -4.25%, standard deviation 6.85) and RENN→ICFR (mean -5.9%, standard deviation 6.64), but it is also the ones that deletes the least — 59.8% compared to 78.41% and 88.71%. BBNR→CRR improves accuracy in nine of the case bases; RENN→ICFR and RENN→RCR do the same in six and seven of the case bases respectively, and their decreases in accuracy tend to be larger than BBNR→CRR’s. Again, it is the Lung Cancer and Lenses case bases that see the greatest decreases in accuracy. This seems to parallel the results about noise reduction from Figure 4.6.

Of course, these composites run redundancy reduction after noise reduction, and we find that the redundancy reduction is having a substantial effect. On its own, BBNR deletes 23.08% on average, but BBNR→CRR deletes 59.38% (36.3 more). RENN deletes 23.17% on average, but RENN→RCR deletes 88.71% (65.54 more) and RENN→ICFR deletes 78.41% (55.24 more).

The BBNR→CRR composite seems to have a clear advantage over its constituents, BBNR and CRR. BBNR→CRR deletes on average about the same amount as the sum of the amount deleted by BBNR alone and CRR alone. But the decrease in mean accuracy is less than the sum of the decreases caused by BBNR alone and CRR alone. In the cases of RENN→ICFR and RENN→RCR, the percentages of cases deleted by the composites exceed the amounts deleted by their constituents but, unless these very high levels of deletion are desirable, it might be better to use their redundancy constituents alone, since these still delete quite a lot of cases but with a smaller decrease in mean accuracy.

BBNR→CRR almost always lowers complexity: $F_3'$ improves by 44 (standard deviation 35), $N_1'$ by 15 (17) and $T_1'$ by 16 (18). And it achieves these results with the least damage to accuracy. Results are more mixed for the other two composites. They both make improvements to $F_3'$ of nearly 50 (standard deviation just over 30) and to $T_1'$ of about 10 (standard deviation just over 20). But according to $N_1'$, RENN→ICFR makes complexity worse (-5 with standard deviation 26) and RENN→RCR improves it but only by 1 (standard deviation 20). Although BBNR→CRR and RENN→ICFR are more similar in their redundancy reduction phases (both aim to delete ‘interior’ cases), RENN→ICFR and RENN→RCR have the same initial noise reduction phase, and this seems to make their behaviour more similar in these results. Again, unless RENN’s high levels of deletion are especially desirable, it may be better to avoid it in favour of BBNR→CRR, or just ICFR...
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or RCR on their own.

4.6 Conclusions

In this chapter, we have looked at a range of complexity measures. We have looked at some situations where there could be problems with these measures, and we have presented ways to handle these problems. Additionally, we have extended the measures so that they can deal with case bases with more than two classes, and with symbolic attributes where possible.

We ran these measures on our twenty-five datasets, and examined their results. We compared the measure results to each other, and looked at how well they correlated. Some of the measures had much in common, while others were very different. We found some cases where measures that we expected to be similar were not, and vice versa. The fact that some of the measures have an overlap with each other shows us that we might not need all of them to describe a dataset well.

We then went on to correlate the measure results with the classification results of a number of commonly-used classifiers. This was to show whether or not the measures were predictive of classifier accuracy. We found that many of the measures correlated well with the classifiers, with a number of the measures correlating extremely well with all of the them. This indicated that these measures could be useful in predicting classifier accuracy.

Finally, we looked at how maintenance algorithms affect the measures. We chose three of the measures to analyse in detail and we computed the measures on the twenty-five held-out datasets. We then ran each of the five atomic and three classic composite maintenance algorithms on the datasets and recorded the percentage of cases deleted, the change in accuracy, and the changes in the three complexity measures that we had selected. We analysed the results and found in particular that RENN may be too aggressive. It often deletes a large proportion of the case base, but sometimes at the price of large decreases in classifier accuracy. At the same time, complexity often increases. This suggests that RENN may be over-simplifying class boundaries. Composite algorithms that use RENN as their initial phase are affected in a similar fashion. Indeed, the problems are compounded, whether the subsequent redundancy reduction phase targets interior cases (as with ICFR) or boundary cases (RCR). The implications are that RENN needs much closer investigation. If it is important to delete a lot of cases, it may be better to use the ICFR or RCR redundancy reduction algorithms alone: fewer cases will be deleted, but the damage to accuracy may be lower.

We have found that BBNR may be doing a better job at identifying noise than RENN. It deletes as much on its own as RENN does, with less damage to accuracy.

In the previous chapter, we saw that different maintenance algorithms do well for different case bases. We now go on to ask the question whether or not the measures that we have looked at in this chapter could be used to predict a good maintenance algorithm for a case base. In the next chapter we will examine this question and try to choose a maintenance algorithm to use based on the information given by the complexity measures.
Chapter 5

Case Base Maintenance as Meta-Case-Based Classification

5.1 Introduction

We have shown in Chapter 2 that different maintenance algorithms work well for different case bases. There are many algorithms to choose from and we have increased that choice with our MACE approach, which produces an infinite amount of algorithms that can be used for maintenance. Additionally, a case base may need to use different algorithms at different times in its life cycle. For example, a case base developed from existing data may require noise removal in its early stages to make it cleaner, but redundancy removal as it matures and collects more experience. This presents us with a new problem: how do we choose a good maintenance algorithm to use for a given case base at a given time?

Imagine that we could collect experience across the CBR community to say which algorithm or algorithms worked well for a case base at a particular stage in its life-cycle. We could combine this experience to build a model and then use this model to make future maintenance predictions. In this chapter we set out to build such a model and use it to help us to solve the problem of choosing which maintenance algorithm to use for a particular case base.

In developing a model we have a number of options available to us. Firstly, we have the choice of whether to formulate the problem as one of regression or of classification. We could run different maintenance algorithms on case bases and measure values such as the percentage of deletion and the difference between the original case base classification accuracy and the accuracy of the case base after maintenance. If we stored these values we could then use regression to predict deletion and accuracy values for a given maintenance algorithm and case base. Alternatively, if we could make a judgement about which algorithm works best for a given case base, we could run different algorithms on different case bases and pick the best algorithm for each. We could then use classification to predict which algorithm is best to use for a given case base based on the algorithms that have worked well for other case bases.

Another choice is what type of system to use to make these predictions. We could use any classification or regression system, such as a neural net, a rule-based system, a decision tree or a CBR system.

Our goal in this chapter is to establish the feasibility of using a model to choose a maintenance algorithm for a given case base. It would not be possible for us to test all of
the options that we have mentioned. Rather than comparing different ways of building this model, we chose to build one that kept closely in line with the rest of our work: case-based classification. We call this meta-case-based classification since we are performing case-based classification for a case-based reasoning task, namely case base maintenance.

In the next section we will describe our meta-case-based classification approach for case base maintenance. We then go on to describe our experiments and results. Following this we present a discussion of previous work in the area of meta-reasoning, and our conclusions.

5.2 Maintenance Algorithm Selection as Meta-Case-Based Classification

To perform meta-case-based classification, we need to assemble a case base to use for predicting maintenance algorithms. This is a case base whose cases describe other case bases (Figure 5.1). We call such a case base a meta-case base, and we refer to the cases it contains as meta-cases. Each meta-case has a meta-problem description and a meta-solution. The meta-problem description is made up of the values for meta-attributes. A meta-case’s meta-solution contains the name or names of the best maintenance algorithms (of those tested) for the case base that this meta-case describes.

5.2.1 Meta-Problem Description

To create meta-attributes, we need to find a way to describe a case base as a series of attribute-value pairs. In the previous chapter, we examined seventeen measures that compute the complexity of a case base. These measures provide a description of the case base, so we can therefore use them as our meta-attributes. However, five of these measures cannot be computed for either multi-class classification datasets or for datasets with symbolic-valued attributes (or both). These measures are $F_1$, $L_1$, $L_2$, $L_3$ and $N_4$. We disregard these for use as meta-attributes in this chapter since both multi-class datasets and symbolic-valued attributes are common in CBR.
It is possible that not all of the measures may be useful as predictors of the best maintenance algorithm to use. Some of the measures may compute very similar properties of the case base, and so all of the measures may not be necessary to be used as meta-attributes. Additionally, there may be new measures developed in the future that better capture properties of the case base that are predictive of a good maintenance algorithm for that case base. We therefore present an approach in this chapter that can be used with any set of measures chosen by the person wishing to maintain their case base.

If we want to pick the absolute best combination of measures to use as meta-attributes, we would need to perform experiments with every different possible combination of measures. However, with a large number of measures this is not a practical solution. If we tested all combinations of the seventeen measures that we have looked at, we would have over two million different combinations of meta-attributes to test to find the best combination. This brute-force way of testing is not very efficient. Instead, we look at feature selection as a way to choose a good set of measures to use.

There has been much research done in the area of feature selection [2, 31, 50]. There are three types of feature selection algorithms: wrapper, filter and embedded [31]. Wrappers use a model to evaluate the predictive power of subsets of the attributes and choose the best attribute subset according to this model. Filters instead rely on general characteristics of the data to choose and evaluate a subset. Examples of these characteristics include correlation between attributes and mutual information. Embedded feature selection methods are similar to wrappers in that they use a model to evaluate a set of attributes. However, with embedded methods, the feature selection is built into the learning process itself, while wrappers perform feature selection as a preprocessing step before learning takes place.

There are also three types of search strategies used by feature selection algorithms: complete, sequential and random. Complete search guarantees to find the optimal attribute subset. Sequential search gives up completeness and therefore may miss optimal subsets, but is faster than a complete search algorithm. Random search starts with a random subset and either continues with sequential search by adding or removing attributes, or generates another random subset and retains the better subset.

Since the predictive accuracy of a k-NN classifier is a suitable criterion to use to evaluate attribute subsets, we use a wrapper algorithm. We use a best-first search algorithm, which picks the most promising attribute at each point. It begins with an empty set and tests the accuracy of the classifier using each measure as a single attribute separately. It picks the best attribute to use, and adds it to the empty set of selected attributes. It then goes on to add each of the remaining attributes to the selected set and repeats the process, either choosing another attribute to add or stopping if the addition of any other attribute would not improve accuracy.

5.2.2 Meta-Solution

The best case base maintenance algorithm or algorithms for a case base are taken to be the meta-solution in the corresponding meta-case. In this section we look at how to choose which maintenance algorithm is considered to be the best for a case base.

We have already acknowledged that, because of our MACE approach, there is an infinite number of maintenance algorithms which can be used to maintain a case base. However, since it is not possible to run an infinite number of maintenance algorithms on a case base to see which one works best, we need to choose a subset of candidate algorithms on which we base our predictions.
The set of candidate algorithms depends on what the person maintaining the case base hopes to achieve. If the focus is on deleting noise, the candidates might only contain noise reduction algorithms such as RENN and BBNR; if the focus is on aggressive deletion, the candidates may be composites like RENN→RCR; for more careful and conservative deletion, candidates may be composites like BBNR→CRR.

Once a set of candidate algorithms is chosen, each of these algorithms is run on the case base. We then need to decide which of the algorithms is the winner so that this can become the meta-solution. We have already discussed the problem of deciding on the best algorithm since an algorithm that does well in maintaining or improving accuracy may not perform much deletion, and an algorithm that deletes a large percentage of the case base may not maintain good accuracy. We showed that the harmonic mean of the two, as shown in Equation 3.1, provides a good balance between the two. Therefore a good choice for the meta-solution would be a set that contains the names of the maintenance algorithms whose resulting case bases give the highest harmonic mean value. Alternatively, a weighted harmonic mean can be used to bias the choice towards accuracy or deletion if either one was more of a priority for the person maintaining the case base.

5.2.3 Performing Meta-Case-Based Classification

Assume that we have taken a sample of existing case bases. We have turned each one into a meta-case. Specifically, for each case base in the sample, we have computed the values of the dataset complexity measures, which become the values of candidate meta-attributes; we have run a set of candidate algorithms and the meta-solution is the set that contains the case base maintenance algorithm or algorithms with the highest harmonic mean. Then, on the meta-case base, we have run a feature selection algorithm to decide which of the candidate meta-attributes should be used by this classifier. Now we are ready to use this meta-case base for decision-support.

When we are presented with a case base that requires maintenance, we turn this case base into a query for our meta-case-based classifier. Firstly, we compute the values of the dataset complexity measures on the case base. Obviously, we only need to compute the values of those measures that were selected by feature selection. This gives us the values of the meta-attributes of the query. We then use our meta-case base to classify the query using $k$-NN. Since all of the meta-attributes are numeric-valued, we compute similarity using Equation 2.3 for each meta-attribute.

The result of the classification is the maintenance algorithm which the meta-case-based classifier considers to be the best CBM algorithm to use for that query case base. Since some of the solutions contain more than one winning algorithm, we are faced with the problem of multi-label classification. While there are a number of different approaches to deal with multi-label classification [90], we chose to use a very simple approach. After finding the $k$-NN, we counted the number of votes that each winning algorithm got over the $k$ cases. We then chose the algorithm with the most votes to be the winner. If there was a tie for the most votes, we chose one from the tied algorithms at random.
5.3 Evaluation

5.3.1 Holdout Experiments

Experiment Objective

The objective of this experiment is to test our meta-case-based classification system to see if it is competitive with the classic composite algorithms.

Experiment Methodology

For our evaluation, we used the twenty-five datasets which we described earlier. We firstly divided the datasets up into their 60-20-20 splits that we previously created. We performed holdout validation, using the 60% split as our training set, the first 20% as a cross-validation set and the second 20% as a test set. We report all results as averages over the ten splits that we previously created.

Each of the twenty-five training sets becomes a meta-case in a meta-case base. On each training set, we compute the twelve complexity measures, and these are the values of the candidate meta-attributes. We run each of the candidate maintenance algorithms which, in these experiments, are RENN→ICFR, RENN→RCR and BBNR→CRR, on the training set. We record the percentage of cases deleted. We use the cross-validation set to compute the accuracy of the training set after maintenance by each of the algorithms. In other words, we take each case from the cross-validation set and treat it as a query. We present it to a \( k \)-NN classifier that uses the training set as its case base. We compute the percentage of the cross-validation set that the \( k \)-NN classifier correctly predicts. For each of the maintenance algorithms, we can now compute the harmonic mean of the percentage of cases deleted and the post-maintenance classifier accuracy on the cross-validation set. The algorithm or algorithms with highest harmonic mean are the best algorithms to use on this training set, and therefore a set containing these algorithms is the meta-solution for this meta-case. We do this for each of the twenty-five training sets to give us twenty-five meta-cases in our meta-case base.

At this stage, each meta-case has twelve candidate meta-attributes, one for each of the complexity measures. We run the feature selection algorithm on the meta-case base to decide which of the candidate meta-attributes to use in the rest of the experiment.

We apply a similar process to each of the twenty-five test sets. The goal here is to create queries that we can present to the meta-case-based classifier. It is important to keep in mind that the queries to this classifier are not individual cases; they are case bases that are to undergo maintenance (see Figure 5.1). For each test set, we compute the values of the complexity measures. The only measures we need are those that were selected by the feature selection algorithm previously. These become the values of the meta-attributes of the query.

We need to know the best maintenance algorithm to use on each test set, to act as the true class. So we run each of the candidate maintenance algorithms on the test set. We note the best algorithm or algorithms, i.e. those that have the highest harmonic mean of the percentage of cases deleted and post-maintenance accuracy on the cross-validation set.

At this point, we have a meta-case base of twenty-five meta-cases, and a meta-test set of twenty-five case bases that are to undergo maintenance. We take each case base in the meta-test set in turn. We present it to the meta-case-based classifier (henceforth referred
In the experiment, we measure two things. We record the percentage of the meta-test set that the meta-CBR system incorrectly predicts—the error rate. A correct prediction is one in which the algorithm that the meta-CBR system predicts is the best algorithm, or, in general, it is one in which one of the algorithms that the meta-CBR system predicts is one of the best algorithms.

However, prediction error is not the whole story. Even if the meta-CBR system fails to choose the best algorithm (or one of the joint best algorithms), it may choose one that, when run, has a performance not too far below that of the best algorithm. So for each of the twenty-five case bases in the meta-test set, we run the meta-CBR system’s predicted algorithm and record the percentage of cases deleted, the post-maintenance accuracy on the cross-validation set and their harmonic mean.

Results

The results are shown in Table 5.1. The Table compares the meta-CBR system to four other options. One option is to always run the RENN→ICFR algorithm, irrespective of the characteristics of the query case base. Similarly, we can instead always run RENN→RCR or BBNR→CRR. The other option (Best Possible) is a benchmark figure, which supposes we have an oracle available enabling us to always choose the best algorithm.

We see that RENN→RCR is one of the best algorithms in 75.6% of meta-cases and so always choosing RENN→RCR gives an error rate of 24.4%. RENN→ICFR and BBNR→CRR are only rarely among the best algorithms and so always choosing them gives quite high error. Unfortunately, in terms of prediction error, in this experiment meta-CBR is performing poorly: it gets 43.2% of predictions wrong. But, as we said, this is not the whole story.

The results in Table 5.1 show that the highest possible harmonic mean value if we chose the best algorithm every time is 76.02. The algorithm that comes closest to this is RENN→RCR, with a harmonic mean value of 74.49. Our meta-CBR classification system results in a harmonic mean value of 69.79, which is the next highest value after RENN→RCR. What the mean hides is that our meta-CBR system results in case bases which, on average, exhibit post-maintenance classification accuracy that is slightly higher than RENN→RCR’s, 69.53% compared to 68.87%. But, RENN→RCR deletes over 9% more cases from the case bases on average, and this is why it ends up with the higher harmonic mean.

Always choosing BBNR→CRR results in the highest classification accuracy (72.64%), higher even than choosing the algorithm with the best possible harmonic mean, but this is unsurprising given how conservative BBNR→CRR is: it deletes by far the lowest proposition

Table 5.1: Results of Classic Composites and Meta-CBR using Holdout Validation
of cases. Always choosing RENN→ICFR also results in a conservative maintenance strategy (although less conservative than BBNR→CRR), hence its accuracy is higher than meta-CBR’s too. But, because they delete a lower proportion of the case base, RENN→ICFR and BBNR→CRR have lower harmonic means than meta-CBR.

Although our meta-CBR system does not have a higher harmonic mean than RENN→RCR, it has a higher harmonic mean than RENN→ICFR and BBNR→CRR. Additionally, it maintains a good level of accuracy at just 2% lower than the best possible on average. This is a promising result for our meta-CBR system.

There are reasons to believe that these results may not be wholly representative. Some of the case bases that we present as queries are very small. They comprise just 20% of their full datasets, which may themselves be small. Some of them may even end up containing cases all of the same class. A first problem is that they may not contain enough cases, or enough different-class cases, for the dataset complexity measures to be informative. For example, if all cases are of the same class, then all complexity measures should produce their lowest values. A second problem is that, if most or all of the cases are of the same class, then this will favour RENN→RCR’s aggressive redundancy reduction, and we are seeing this in the results Table 5.1. Accordingly, we decided to complement the holdout experiments with leave-one-out experiments, in which the case bases that we present as queries are larger and much less likely to contain cases all of the same class.

5.3.2 Leave-One-Out Experiments

Experiment Objective

In this experiment we aim to improve the performance of our meta-case-based classification system from the previous experiment by using bigger test datasets which should be more representative of the domain.

Experiment Methodology

In our leave-one-out experiments, we use the same splits of the twenty-five datasets. We use exactly the same meta-case bases as before, constructed from the 60% training splits and having meta-solutions chosen with the assistance of the 20% cross-validation splits. We do not need a separate meta-test set, so we can discard the 20% test splits.

In a fashion akin to classic leave-one-out cross-validation, we remove one meta-case from the meta-case base. We present this meta-case as a query to the meta-CBR system, which uses the remaining twenty-four meta-cases. We then return it to the case base. We repeat, taking each meta-case in turn.

The advantage is that each query case base is now larger, since it was built from 60% of the original dataset, so it is more likely to give a good description of the domain. It is also less likely that it contains only cases of the same class.

Results

The results are shown in Table 5.2. In these experiments, RENN→RCR is less often one of the best algorithms and so always choosing it is not such a good strategy, resulting in 35.2% error. By contrast, the performance of the meta-CBR system is much improved. Its error, which was 43.2% in the holdout experiment, has fallen to 26.8%.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Error(%)</th>
<th>Harmonic Mean</th>
<th>Accuracy(%)</th>
<th>Deletion(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Possible</td>
<td>0</td>
<td>82.41</td>
<td>79.39</td>
<td>87.65</td>
</tr>
<tr>
<td>Meta-CBR</td>
<td>26.8</td>
<td>80.57</td>
<td>76.81</td>
<td>88.54</td>
</tr>
<tr>
<td>RENN→RCR</td>
<td>35.2</td>
<td>80.30</td>
<td>76.24</td>
<td>88.71</td>
</tr>
<tr>
<td>RENN→ICFR</td>
<td>70.0</td>
<td>74.41</td>
<td>74.69</td>
<td>78.38</td>
</tr>
<tr>
<td>BBNR→CRR</td>
<td>94.4</td>
<td>62.56</td>
<td>77.96</td>
<td>54.88</td>
</tr>
</tbody>
</table>

Table 5.2: Results of Classic Composites and Meta-CBR using Leave-One-Out Cross-Validation

In these experiments, the highest possible harmonic mean value is 82.41. Our meta-CBR system comes closest to this with a harmonic mean value of 80.57, followed closely by RENN→RCR with a value of 80.30. We also perform better than RENN→ICFR and BBNR→CRR, which have harmonic mean values of 74.41 and 62.56 respectively. Meta-CBR has post-maintenance accuracy that is just 2.6% off that achieved by using an oracle and second only to highly conservative BBNR→CRR. It deletes a slightly greater proportion of the case base than the oracle achieves, and second only to very aggressive RENN→RCR. This is a big improvement over our holdout experiments. This shows us that our complexity measures are more reliable and more predictive of the best maintenance algorithm to use when they are computed for case bases which have good coverage of the domain.

5.4 Previous Work

The idea of meta-reasoning?-reasoning about reasoning-?has been explored in a number of different areas. For example, there is an amount of research into meta-planning [36, 87, 95]. Within CBR, Fox and Leake [24, 23] build a system that reasons about CBR: it uses introspection to improve indexing in a case-based planning system. They use a model to evaluate the performance of a case-based planner in comparison to its expected ideal performance, and they use this model to suggest a repair when the planner does not perform as it should.

Within machine learning and data mining, there has been an amount of research into meta-learning, in particular training meta-classifiers that predict the best classifier to use on a dataset. For example, Lindner and Studer take an approach similar to our own: they use a number of dataset complexity measures and other statistical measures as their meta-attributes [15]. But their system selects classifiers, not maintenance algorithms. Peng et al. also use a k-NN meta-classifier to choose between a number of classification algorithms (rather than maintenance algorithms) [66]. For their meta-attributes, they build decision trees on datasets and compute characteristics of the decision trees, such as the length of the longest branch. Bensusan et al., by contrast, use a representation of the decision tree itself as the description of the dataset [4]. Pfahringer et al. take an approach that they call landmarking, whereby the meta-attributes come from measuring the performance of simple classifiers on the datasets [67]. Of course, some of our dataset complexity measures also have this character, e.g. $N_3$, which is the error rate of a 1-NN classifier.

Within CBR also, Recio-García et al. use CBR to choose a template from a case base of templates to aid the design and implementation of CBR systems [73]. In particular, they describe a case-based recommender that recommends recommender system templates from
5.5 Conclusions

In this chapter, we have presented our meta-case-based classifier that can form the basis of a decision-support system that assists case base administrators. It can choose a case base maintenance algorithm that is suited to the characteristics of a given case base at a given point in its lifetime. A key design decision was how to characterize case bases: both those that are described by meta-cases in our meta-case base, and incoming query case bases that are to undergo maintenance. We have used a number of measures of dataset complexity, which attempt to characterize the geometry of the case bases. The actual meta-attributes that we use are chosen by a feature selection algorithm from a large set of complexity measures.

The results of our first experiment, which used a holdout method, were promising. The meta-CBR system picked maintenance algorithms that produced case bases that achieved slightly higher classification accuracy than always picking the RENN→RCR algorithm. However, always choosing RENN→RCR resulted in a much larger proportion of cases being deleted, and hence a higher harmonic mean. Similarly, compared with selecting the best possible maintenance algorithm using an oracle, the meta-CBR system picked algorithms that produced case bases with comparable classification accuracy, but again was too conservative in the proportion of cases deleted.

Our second set of experiments used a leave-one-out method, enabling us to make better use of the available data. In particular, query case bases were three times larger than in the first experiment, and were much less likely to contain cases most or all of which were of the same class. In this experiment, the meta-CBR system outperformed the approach of always picking the same algorithm. For example, the algorithms chosen by meta-CBR deleted a slightly larger proportion of cases, and resulted in case bases with slightly higher classification accuracy, than always using RENN→RCR. This makes the point that for meta-CBR to work, the case bases need to be large enough, and representative enough, that the dataset complexity measures are informative. In practice, of course, this is likely to be so, otherwise the case base administrator would not have deemed case base maintenance to be worthwhile.

Our experiments show that our meta-case-based classification system works well in selecting a good maintenance algorithm for a given case base. However, current maintenance algorithms delete whole subsets of the cases in a case base. But as soon as so much as one case is deleted, it no longer follows that the same algorithm is the best to decide on the next case to delete. In the next chapter, we will present incremental versions of the case base maintenance algorithms, which recommend the deletion of only one case at a time. We also present incremental versions of some of the dataset complexity measures, whose values can be rapidly re-calculated for a case base following deletion of a case. This allows us to build an incremental meta-CBR system, which repeatedly selects the best incremental case base maintenance algorithm, deletes one case, and then returns to the meta-CBR system to select an algorithm to delete the next case, and so on until the system predicts there to
be no advantage in deleting a further case.
Chapter 6

Incremental Meta-Case-Based Classification

6.1 Introduction

In the previous chapter, we discussed the need to be able to automatically choose which maintenance algorithm is best for a particular case base at a given time. In this chapter, we look at this problem in more fine-grained detail. While a maintenance algorithm may be the best one to use for a case base at a given time, it may no longer be the best choice once a number of the cases have been deleted. As the case base changes, different algorithms may be able to play a part in editing the case base.

An example of this already in use comes from the composite maintenance algorithms. These algorithms run a noise reduction algorithm and then change to a redundancy reduction algorithm once the noise has been removed. It is not unreasonable to imagine extending this to switch back and forth between the two algorithms as maintenance progresses. Noise would be removed as normal by the noise reduction algorithm. Then as redundancy reduction progresses it may reveal noise that was not detected among the redundant cases. Switching back and forth between the algorithms would allow this noise to be removed, giving a better edited case base than when the algorithms are run sequentially to completion.

In this chapter, we go on to extend this idea further. We modify each maintenance algorithm to delete cases incrementally so that, at any point in time, the algorithm can suggest the single best case for deletion. We then design a new incremental meta-case-based classification system to use these incremental maintenance algorithms. To choose which case is best for deletion, the incremental meta-case-based classifier computes the case base measures and chooses the best incremental algorithm to use for deletion. It then deletes one case and repeats the process until the algorithm chosen has no case for deletion. In doing this we also develop incremental versions of the case base measures because it would not be feasible to recompute every measure ‘from scratch’ each time that the case base changes due to the deletion of a case.

The incremental case base maintenance algorithms can also be useful to a knowledge engineer who may have already chosen which algorithm he wants to use. If he runs the original, ‘batch’ version of the maintenance algorithm, it will suggest all cases that it considers to be noisy and/or redundant. The knowledge engineer has no way of knowing which of these cases the algorithm considers to be the most harmful, so he can either delete all of
the cases that the algorithm suggests, or none of them.

By suggesting a single case at a time for deletion, an incremental algorithm gives the knowledge engineer more control over the deletion process. After each time he runs the algorithm, he has one decision to make: whether to delete the case or to keep it. This is much less overwhelming for the knowledge engineer than being faced with all of the cases suggested for deletion at once.

It would also be possible to prioritise the cases being suggested for deletion. Each time that it is run, the algorithm will choose the most harmful case for deletion. If the algorithm is then re-run, it will choose the next most harmful case, and so on. In doing this, even if the knowledge engineer is shown all of the cases to be deleted at once, he can see how harmful the algorithm considers each of the cases to be, and can take this into account when deciding which cases to delete and keep.

In the next section we describe the modifications that we have made to each of the case base maintenance algorithms to make them incremental. Following that we describe the incremental case base measures, i.e. the changes that we made to the way we compute the measures to allow them to adjust to changes in the case base. We use the incremental algorithms and measures to develop our incremental meta-case-based classifier. We then go on to describe our experiments and results and finally, we present our conclusions.

6.2 Incremental Case Base Maintenance Algorithms

We modified each of the five atomic case base maintenance algorithms to be able to suggest one case at a time for deletion. It would be possible to develop ways to also allow the composite algorithms to delete incrementally, but in our work we chose to only work with the algorithms that we use for our meta-case-based classification system. In this section we now present the changes to the original atomic algorithms to make them incremental. However, before we do this, we present an incremental version of the competence model, to ensure that coverage, reachability and liability sets are kept updated as cases are deleted.

6.2.1 Incremental Competence Model

In the competence model that we compute, we store the coverage, reachability and liability sets for each case in the case base (since the maintenance algorithms that we are using make no use of the dissimilarity sets, we do not consider them here). When we remove a case $x$ from the case base, we firstly remove its sets from the competence model. We then need to update the other cases’ sets because $x$ will no longer contribute towards classifying or misclassifying any cases.

When we compute our original competence model, we save the information about which cases classify or misclassify each other case in the case base. We also store all of the nearest neighbours of each case in order of decreasing similarity, so that computing the new cases that classify or misclassify a case does not take long.

When we are removing $x$ from the case base, we go through each case, $x'$, in turn. We compute the cases that will classify or misclassify $x'$ when $x$ is not in the case base. We then compare these to the cases that classified or misclassified $x'$ previously. If the cases are the same, then we do not need to make any changes for $x'$. However, if there are changes to the ‘classifies’ or ‘misclassifies’ sets, then we need to make a number of adjustments to our coverage, reachability and/or liability sets.

There are four possible changes that can occur:
1. A case $x''$ that did not previously classify $x'$ now does.

2. A case $x''$ that previously classified $x'$ no longer does (may include $x$).

3. A case $x''$ that did not previously misclassify $x'$ now does.

4. A case $x''$ that previously misclassified $x'$ no longer does (may include $x$).

Depending on the definition of ‘classifies’ that we are using, some of these situations may never arise. However, we deal with all possibilities so that our incremental competence model can be used with any definition of ‘classifies’. We now show how the coverage, reachability and liability sets change in each of the four situations.

A case $x''$ that did not previously classify $x'$ now does. We add $x''$ to $x'$’s reachability set since it classifies $x'$. We also add $x'$ to $x''$’s coverage set, which is the set of cases that $x''$ can classify.

A case $x''$ that previously classified $x'$ no longer does. We do the opposite to what we did in the previous situation. We remove $x''$ from $x'$’s reachability set, and we remove $x'$ from $x''$’s coverage set.

A case $x''$ that did not previously misclassify $x'$ now does. We add $x'$ to $x''$’s liability set, since $x''$ contributes to the misclassification of $x'$.

A case $x''$ that previously misclassified $x'$ no longer does. We remove $x'$ from $x''$’s liability set.

We go through the case base and make these changes anywhere that the ‘classifies’ or ‘misclassifies’ sets have changed. When we are finished, our new competence model will no longer contain $x$ or any of the contributions that it made. We can then use this competence model in our incremental maintenance algorithms.

6.2.2 RENN$_i$

RENN removes noise by deleting cases that have been misclassified by their nearest neighbours. To make this incremental, we go through the case base and flag all of the cases that would be deleted by the original algorithm. For each case, we compute how strongly it is misclassified. We do this by looking at its similarity to each of its $k$-NN. We add up its similarity to cases of a different class to the case itself, and subtract from this its similarity to cases of its own class. This gives us a measure of how badly each case is misclassified. We then order the flagged cases by how strongly they are misclassified, and choose the case that has the highest value as the case to be deleted by RENN$_i$. If there are a number of cases tied for the highest value, we choose one of these cases at random. We can see this algorithm in Algorithm 7.

6.2.3 BBNR$_i$

BBNR works by removing cases which contribute to the misclassification of other cases in the case base. It first builds a competence model to find the coverage and liability sets of each case in the case base. It then orders the cases by the size of their liability sets. It goes through the cases in this order, starting with the cases that do most harm. For each of these
Algorithm 7 Incremental Repeated Edited Nearest Neighbour Algorithm

$CB \leftarrow$ Case Base
$\text{candidates} \leftarrow \{\}$ (candidates for deletion)
$\text{changes} \leftarrow \text{false}$

for each $x \in CB$ do
    if $x$ does not agree with the majority of its NN then
        $\text{candidates} \leftarrow \text{candidates} \cup \{x\}$
        $\text{classifySim} (x) \leftarrow \sum_{x' \in k-NN(x)} \text{Sim}(x, x')$ if $x_c = x'_c$
        $\text{misclassifySim} (x) \leftarrow \sum_{x' \in k-NN(x)} \text{Sim}(x, x')$ if $x_c \neq x'_c$
        $\text{misclassifyDiff} (x) \leftarrow \text{misclassifySim}(x) - \text{classifySim}(x)$
        $\text{changes} \leftarrow \text{true}$
    end if
end for

if $\text{changes}$ then
    $\text{candidatesSorted} \leftarrow \text{candidates}$ sorted in descending order of $\text{misclassifyDiff} (x)$
    return first case in $\text{candidatesSorted}$
else
    return NULL
end if

In turn, it checks if all of the cases in its coverage set can be classified correctly without that case. If they can, the case is removed from the case base. It is relatively straightforward to make this algorithm incremental, because the cases are examined starting with the most harmful anyway. So the first case that would be deleted by the original BBNR algorithm becomes the case deleted by BBNR$_i$, as shown in Algorithm 8.

6.2.4 RCR$_i$

Rather than concentrating on which cases to choose for removal as RENN and BBNR do, RCR looks at which cases to keep for the edited case base. It then removes the cases covered by the cases that it is choosing to keep. In modifying the algorithm to make it incremental, we first order the cases by their relative coverage (Equation 2.8), as in the original algorithm. We then take each case in turn, starting with the case with the highest RC value. We remove the case from the original case base, and mark it to be kept as part of the new case base. If the case has cases in its coverage set that are not marked to be kept, we pick one of these at random for deletion. If not, we continue until we find a case to delete or until all cases are flagged to be kept, in which case RCR$_i$ has no case for deletion. The algorithm is presented in Algorithm 9.

6.2.5 ICFR$_i$

The original ICFR algorithm deletes a case that has a reachability set that is bigger than its coverage set, i.e. it has more cases classifying it than it itself classifies. To choose which case ICFR$_i$ deletes, we flag all cases whose reachability set is bigger than its coverage set. For each of these cases, we calculate the difference in size between its reachability and coverage sets. If there is a large difference, the case does not classify many cases in comparison to the number of cases that classify it. ICFR$_i$ deletes the case with the highest difference value, or
Algorithm 8 Incremental Blame-Based Noise Reduction Algorithm

CB ← Case Base

/* Build or adjust case base competence model */
for each \( x \in CB \) do
    \( CSet(x) \leftarrow \) Coverage Set of \( x \)
    \( LSet(x) \leftarrow \) Liability Set of \( x \)
end for

/* Remove noisy case */
CBSorted ← CB sorted in descending order of \( LSet(x) \) size
(for ties in \( LSet(x) \) size sort in ascending order of \( CSet(x) \) size)

\( x \leftarrow \) first case in CBSorted
while \( LSet(x) \neq \{\} \) do
    CBSorted ← CBSorted – \( \{x\} \)
    misClassifiedFlag ← false
    for each \( x' \in CSet(x) \) do
        if \( x' \) cannot be correctly classified by CBSorted then
            misClassifiedFlag ← true
            break
        end if
    end for
    if misClassifiedFlag = false then
        return \( x \)
    else
        CBSorted ← CBSorted \cup \{x\}
    end if
    \( x \leftarrow \) next case in CBSorted
end while
return NULL

if there are a number of cases tied with the highest value, it deletes one of these at random. This algorithm is shown in Algorithm 10.

6.2.6 CRR\(_i\)

The original CRR algorithm takes a similar approach to RCR by flagging cases to keep rather than to delete. It goes through the cases in increasing order of their coverage set size. For each case, it adds the case to the new case base and deletes the cases that it covers from the original case base. To make this algorithm incremental, we adopt a similar approach to that of RCR\(_i\). Each time a case is flagged to be kept, if it has cases in its coverage set that are not themselves flagged to be kept, CRR\(_i\) chooses one of these cases at random to delete. Otherwise it continues flagging cases to be kept until it finds a case for deletion, or until it goes through all of the cases and there are none to be deleted, as shown in Algorithm 11.
Algorithm 9 Incremental Relative Coverage Algorithm

\[ CB \leftarrow \text{Case Base} \]
\[ CBNew \leftarrow \{\} \text{ (cases flagged to be kept) } \]
while \( CB \neq \{\} \) do
   /* Build or adjust case base competence model */
   for each \( x \in CB \) do
      \( CSet(x) \leftarrow \text{Coverage Set of } x \)
      \( RSet(x) \leftarrow \text{Reachability Set of } x \)
      \( RC(x) \leftarrow \sum_{x' \in CSet(x)} \frac{1}{|RSet(x')|} \)
   end for
   /* Remove redundant case */
   \( x \leftarrow \text{case in } CB \text{ with highest } RC(x) \text{ value} \)
   \( CBNew \leftarrow CBNew \cup \{x\} \)
   \( \text{candidatesForDeletion} \leftarrow CSet(x) \)
   for each \( x' \in \text{candidatesForDeletion} \) do
      if \( x' \in CBNew \) then
         \( \text{candidatesForDeletion} \leftarrow \text{candidatesForDeletion} - x' \)
      end if
   end for
   if \( \text{candidatesForDeletion} \neq \{\} \) then
      return random case from \( \text{candidatesForDeletion} \)
   end if
end while
return NULL

6.3 Incremental Computation of Case Base Measures

The case base measures that we use in our meta-case-based classification system are all designed to be computed once for a given case base. However, to make our meta-case-based classification system incremental, we need to adjust the measure values after each case deletion. Re-computing the measures ‘from scratch’ each time would be very expensive, especially for a large case base. Instead, we have developed incremental versions of the measures so that each time a case is deleted, the measure value is updated rather than re-computed. As in our earlier meta-case-based classification work, we only work with the twelve measures that can handle multi-class classification datasets and symbolic-valued attributes.

These incremental case base measures would also be useful in domains where case bases change regularly. Although our current work focuses on how to adjust the measures as cases are removed from the case base, it would also be possible to adjust the measures as new cases are added in.

We now present the adjustments that we have made to each of the measures to make their computation incremental.
Algorithm 10 Incremental Iterative Case Filtering Algorithm

\[ \begin{align*} 
CB & \leftarrow \text{Case Base} \\
candidates & \leftarrow \{\} \ (\text{candidates for deletion}) \\
/* \text{Build or adjust case base competence model} */ & \\
\text{for each } x \in CB \text{ do} & \\
\quad CSet(x) & \leftarrow \text{Coverage Set of } x \\
\quad RSet(x) & \leftarrow \text{Reachability Set of } x \\
\text{end for} & \\
/* \text{Remove redundant case} */ & \\
changes & \leftarrow \text{false} \\
\text{for each } x \in CB \text{ do} & \\
\quad \text{if } |RSet(x)| > |CSet(x)| \text{ then} & \\
\quad \quad candidates & \leftarrow candidates \cup \{x\} \\
\quad \quad sizeDifference(x) & \leftarrow |RSet(x)| - |CSet(x)| \\
\quad \quad changes & \leftarrow \text{true} & \\
\text{end if} & \\
\text{end for} & \\
\text{if changes then} & \\
\quad candidatesSorted & \leftarrow \text{candidates sorted in descending order of } sizeDifference(x) \\
\quad \text{return first case in } candidatesSorted & \\
\text{else} & \\
\quad \text{return NULL} & \\
\text{end if} & \\
\end{align*} \]

6.3.1 Measures of Overlap of Attribute Values

\( F'_{2i} \): Incremental Volume of Overlap Region

Our \( F'_{2i} \) measure takes each attribute in turn and goes through all of the values that occur for that attribute. For each value, it looks at all of the cases that have that value for the attribute. If there are any two cases of different classes with the same attribute value, that attribute value is added into the overlap.

To be able to adjust the measure as a case is deleted, we need to keep track of the attribute values, and how many times each value occurs for each class. When we have a case to delete, we go through its attribute values and subtract one from the counts of these values for the class of the case. If removing the case causes an attribute value to now only occur in cases of one class, that attribute value can then be removed from the overlap.

The adjusted overlap value for the attribute is then normalised by the number of distinct attribute values (which may also have changed if the case being removed was the only case with a particular attribute value) and the product of the attribute measure values gives the measure value for the case base, as in \( F'_{2i} \).

\( F'_{3i} \) and \( F'_{4i} \): Incremental Maximum and Collective Attribute Efficiency

Attribute efficiency is a count of the number of cases whose values for that attribute are outside of the overlap, normalised by the number of cases in the case base. Similarly to \( F'_{2i} \), for our incremental version of attribute efficiency we need to store the different attribute values and how often they occur in cases of each class. When we remove a case from the
Algorithm 11 Incremental Conservative Redundancy Reduction Algorithm

\[ \text{Algorithm 11 Incremental Conservative Redundancy Reduction Algorithm} \]

\[ CB \leftarrow \text{Case Base} \]
\[ \text{flaggedCases} \leftarrow \{\} \quad \text{(cases flagged to be kept)} \]
\[ /* \text{Build or adjust case base competence model} */ \]
\[ \text{for each } x \in CB \text{ do} \]
\[ \quad \text{CSet}(x) \leftarrow \text{Coverage Set of } x \]
\[ \text{end for} \]
\[ /* \text{Remove redundant case} */ \]
\[ \text{CBSorted} \leftarrow CB \text{ sorted in ascending order of } \text{CSet}(x) \text{ size} \]
\[ x \leftarrow \text{first case in } \text{CBSorted} \]
\[ \text{while } \text{CBSorted} \neq \{\} \text{ do} \]
\[ \quad \text{flaggedCases} \leftarrow \text{flaggedCases} \cup \{x\} \]
\[ \quad \text{candidatesForDeletion} \leftarrow \text{CSet}(x) \]
\[ \quad \text{for each } x' \in \text{candidatesForDeletion} \text{ do} \]
\[ \quad \quad \text{if } x' \in \text{flaggedCases} \text{ then} \]
\[ \quad \quad \quad \text{candidatesForDeletion} \leftarrow \text{candidatesForDeletion} - x' \]
\[ \quad \quad \text{end if} \]
\[ \quad \text{end for} \]
\[ \quad \text{if } \text{candidatesForDeletion} \neq \{\} \text{ then} \]
\[ \quad \quad \text{return random case from } \text{candidatesForDeletion} \]
\[ \quad \text{end if} \]
\[ \text{end while} \]
\[ \text{return NULL} \]

case base, we adjust the counts according to the attribute values and the class of that case. If that case was the only one with a particular attribute value for its class, its removal may mean that the attribute value may now only occur in cases of one class. If this happens, this attribute value is no longer in the overlap, and cases with that attribute value are now added into the attribute efficiency count.

After the attribute efficiency values are updated, the maximum and collective attribute efficiency values are computed in the same way as for \( F_3' \) and \( F_4' \).

6.3.2 Measures of Separability of Classes

\( N'_{1i} \): Incremental Fraction of Cases on a Boundary

To compute the fraction of cases on a class boundary, we build a minimum spanning tree and use this to count how many cases are connected to cases of a different class. The removal of any node from the MST will result in a tree that is no longer a MST itself. Therefore, every time we remove a case from the case base, we need to recompute the MST. In this sense, we do not have a true incremental version of this complexity measure.

In our earlier discussion of \( N'_{1i} \), we pointed out that because MSTs are not unique, we would end up with different values of the measure depending on the ordering of the cases presented to the MST algorithm. To solve this, we shuffle the dataset ten times, compute the measure using each ordering and take the average of these as the final measure value.

However, we now need to recompute the MSTs each time a case is deleted. It is not feasible to recompute the 10 MSTs every time. So we looked at what would happen if we ran it 5 times instead, since this would greatly improve the speed at which the measure
could be computed. We computed the measure values 10 times for each of the dataset splits. We then computed the average value for each dataset over the first 5 shuffles, and the average value over all 10 shuffles. We correlated the results using Pearson correlation between the two sets of figures. The correlation value between the two was 0.9993. This high correlation value shows us that the values obtained for the 5 shuffles are close to the values obtained for the 10 shuffles. This justifies the use of 5 shuffles rather than 10 to allow the measure to be able to be computed faster.

\( N_2 \): Incremental Ratio of Average Intra/Inter Class Distance

To compute \( N_2 \), we calculate the average distance between each case and its nearest neighbour of the same class, and the average distance between each case and its nearest neighbour of a different class. We then compute the ratio as shown in Equation 4.12.

To modify this measure so that it can be updated incrementally, we store each case’s nearest neighbour of the same and of a different class and the distance for each. We also store the sum of intra- and inter-class distances for the case base. When a case is then deleted, we first remove that case from the sums by subtracting its distance to its nearest neighbour of the same class from the intra-class distance total, and subtracting its distance to its nearest neighbour of a different class from the inter-class distance total. We then update those cases which have the deleted case as their nearest neighbour of the same or a different class. For each of those cases, we compute its new nearest neighbour to replace the deleted case. We then update the intra- or inter-class sum (depending on whether the neighbour being replaced is of the same or a different class) by subtracting the old distance and adding in the new distance instead.

We then use our updated totals to compute the ratio as shown in Equation 4.12.

\( N_3 \): Incremental Error Rate of a 1-NN Classifier

\( N_3 \) computes the leave-one-out error rate of a 1-NN classifier on the case base. To update this measure as cases are deleted, we need to compute and store each case’s nearest neighbour. We also count how many cases have been misclassified by their nearest neighbour and store this value. To get the error rate we divide this number by the number of cases in the case base.

When a case is removed, we make similar adjustments to those in \( N_2 \). Firstly, we check if the case being removed had been misclassified by its nearest neighbour. If so, we subtract one from the misclassification count since this case will no longer be in the case base. We then find the cases which had the removed case as their nearest neighbour. For each of these, we calculate its new nearest neighbour and check if its classification has changed. If it had been correctly classified and is now being misclassified by its new nearest neighbour, we add one to the misclassification count. Conversely, if it had been misclassified and is now being classified correctly, we subtract one from the misclassification count. We then compute \( N_3 \) by dividing this count by the new case base size.

\( N'_5 \): Incremental Separability Emphasis Measure

The separability emphasis measure is the product of \( N'_1 \) and \( N_2 \). To make it incremental, we compute it from the incremental versions of these two measures.
**C\(_1\)**: Incremental Complexity Profile

To compute \( C_1 \), we need the \( K \) nearest neighbours of each case for some parameter \( K \). We then compute the measure as shown in Equation 4.14. To modify this to allow it to update as cases are removed, we store these \( K \)-NN for each case. We also store each case's complexity profile value. When a case is deleted, we find any cases which have the removed case as one of their \( K \)-NN. For each of these cases, we update its \( K \)-NN, taking out the removed case and inserting the next nearest neighbour. We then recompute its complexity profile. We also remove the complexity profile of the removed case. We then compute \( C_1 \) using Equation 4.14 as before.

**C\(_2\)**: Incremental Similarity-Weighted Complexity Profile

To create an incremental version of \( C_2 \), we do the same as we did for \( C_1 \) to update neighbours. The rest of the calculation then proceeds as it did before (Section 4.3.2).

### 6.3.3 Measures of Geometry, Topology and Density of Manifolds

**T\(_1\)**: Incremental Fraction of Maximum Covering Spheres

We compute \( T_1 \) by computing the adherence subset of each case, \( x \), which is a hypersphere of cases around \( x \) with all cases in the hypersphere of the same class as \( x \), but with the next nearest neighbour outside the hypersphere being of a different class. Adherence subsets that are contained within the adherence subset of another case are then removed. The measure is given by the number of remaining adherence subsets required to represent the case base, normalised by the number of cases in the case base.

For an incremental version of this measure, we need to store each of the adherence subsets. In addition to this, we store the next nearest neighbour outside the adherence subset that is of a different class to the cases in the subset. Each time a case is removed from the case base, we first remove its adherence subset. We then find which adherence subsets contain this case, and we remove it from these subsets. Finally, we check if the removed case is the next nearest neighbour to any of the adherence subsets. If it is, we need to expand that adherence subset by adding the next nearest neighbours until we come to another neighbour of a different class. That neighbour will now be stored as the new next nearest neighbour of a different class.

After modifying the adherence subsets, we compute the measure as before.

**T\(_2\)**: Incremental Number of Instances per Attribute

This measure is easily made incremental. As cases are removed, the number of instances goes down. To compute \( T_2 \), we take this number and divide it by the number of attributes per case.

**T\(_3\)**: Incremental Dataset Competence

To compute \( T_3 \), we use a competence model to compute the coverage of each case. We then find which cases share coverage, and divide these into competence groups. We then compute the coverage of each competence group, and we sum these values to get \( T_3 \), the competence of the case base.
To make this incremental, we work with the competence model. We create an incremental competence model that updates the coverage sets as each case is deleted. We then recompute the competence groups according to the new coverage sets, and we compute the competence of the dataset as before.

We have now presented the modifications that we have made to the case base maintenance algorithms and to the complexity measures to allow them to run incrementally. In the next section we will describe how we use these to put together our incremental meta-case-based classification system.

6.4 Incremental Meta-Case-Based Classification

Now that we have modified both the case base maintenance algorithms and the case base measures to work incrementally, we can build our incremental meta-case-based classification system. The approach is much the same as in the last chapter, except this time we make our maintenance decisions on a case-by-case basis. We build our meta-case base as before, containing meta-cases made up of a meta-problem description and meta-solution. Each meta-case corresponds to one training case base. The meta-problem description describes the case base using the case base measures we have described. The meta-solution consists of the best incremental case base maintenance algorithm or algorithms for that case base. Because the incremental CBM algorithms only delete one case, the best algorithm is chosen based on accuracy alone.

When we wish to perform maintenance on a case base, we turn this case base into a query as before. We run the incremental case base measures on the case base and store their values as the query meta-attributes. We then classify the query using our meta-case-base. For classification we use $k$-NN, with $k$ set to 3. This will give us an incremental case base maintenance algorithm to run. We run this algorithm, delete the suggested case, and update the incremental measures. We keep doing this until the algorithm chosen by the incremental meta-case-based classification system has no case for deletion. This means that we may jump between different maintenance algorithms as we go through the deletion process. We hope that this will mean that the most suitable algorithm will be applied at every stage.

We now present our evaluation of the incremental meta-case-based classification system.

6.5 Evaluation

6.5.1 Experiment Objective

Our objective for this experiment is to test our incremental case base maintenance algorithms. In particular, we want to see if our incremental meta-CBR system outperforms the incremental atomic CBM algorithms.

6.5.2 Experimental Methodology

For our evaluation, we use the twenty-five datasets which we have used throughout this work. This time, we use 60-40 splits by combining the two 20% sets for each split to make up the 40%. We use the 60% for leave-one-out experiments, so we use the remaining 40% as a cross-validation set since we do not need a meta-test set.
Additionally, to give our system a bigger meta-case-base to work with, we took each of the 60% splits in turn and ran each of the five atomic case base maintenance algorithms on it. This gave us six case bases for each of the datasets, resulting in 150 case bases in total to work with for our meta-case-based classification system.

We prepare the meta-CBR system in a similar way to the previous chapter. We begin by computing the meta-solutions for the meta-cases. For each of the 150 case bases, we run the five incremental case base maintenance algorithms on the case base, remove the case suggested by the algorithm and compute the accuracy of each resulting case base in turn using the 40% cross-validation set. If more than one incremental maintenance algorithm ties with the highest accuracy, we include the tied algorithms as the best algorithms. One modification we make is that if all five algorithms tie with the highest accuracy, we leave that meta-case out of the meta-case base because it would not be helpful in making a decision as to the best algorithm to use. This modification takes away about half of the case bases for each split, leaving us with a meta-case base of between 70 and 80 meta-cases per split.

We then compute the twelve complexity measures for each of the remaining case bases. We run feature selection as before to find the best subset of the twelve measures to use as the meta-attributes.

To perform leave-one-out cross-validation, we remove each meta-case from the meta-case base in turn. We present it as a query to the meta-case base and perform 3-NN classification to choose an incremental case base maintenance algorithm to run. We run that algorithm to choose a case to delete from the original case base. We then remove that case and update the incremental case base measures to reflect the smaller case base. We repeat this until the algorithm chosen by the meta-case-based classification system chooses not to delete a case. We then record the accuracy of the resulting case base using our cross-validation set.

We also ran each of the incremental algorithms repeatedly until the algorithm chose to stop and recorded the accuracy of the resulting case bases. Finally, we ran a benchmark algorithm where at each point we ran all five incremental algorithms, removed the case chosen by each separately and tested each for accuracy so as to know which was the best to delete. We repeated this until the best accuracy was given by an algorithm that did not have any case to delete. This gave us a benchmark to aim for.

We did not record the percentage error for these experiments in the way we did for the experiments in the previous chapter. This is because there is no single winning algorithm for these experiments. The benchmark that we run can give us the best possible sequence of incremental algorithms to run, but once each of our other algorithms removes a different case at some point, this sequence is no longer relevant. As a result, it does not make sense to measure error here.

6.5.3 Results

Table 6.1 shows the results of the leave-one-out cross-validation described in the previous section. We can see that when we pick the best possible algorithm by accuracy at each stage of the incremental process, this produces much better results than any of the other incremental algorithms. It deletes almost 20% more than the next best algorithm, RCR_1, and is almost 20% more accurate also. This is a disappointing result for both the incremental versions of the original algorithms and for our incremental meta-case-based classification system. However, it does show that there is much scope for improvement.

We firstly compare the results of the incremental algorithms to those of the benchmark
algorithm. We can see that even the algorithm with the closest harmonic mean value, RCR, is still only at 59.28, compared with the benchmark value of 78.22. The story does not improve when we look at the accuracy and deletion percentages. ICFR (70.98%) is the closest to the benchmark accuracy of 81.52%. RCR deletes 56.24%, in comparison to the benchmark value of 75.13%. This shows us that there is much room for further work in choosing which algorithm to use at any given point in the deletion process.

When we compare the results of our incremental meta-case-based classification system to the results of the other incremental maintenance algorithms, we see that it does quite well. RCR has a slightly higher harmonic mean value (59.28, compared with meta-CBR’s 59.14). RCR deletes almost 3% more than meta-CBR on average, but RCR is just over 3% less accurate. Our system beats the other four incremental maintenance algorithms by their harmonic mean values. However, it deletes slightly less than CRR, and it is less accurate than the other three.

Finally, we look at the incremental versions of the atomic algorithms and how they perform in comparison to their original maintenance algorithms. RCR is the most aggressive, with lower accuracy than the others, which is not surprising. The two noise reduction algorithms produce quite similar results, with low deletion as expected and relatively high accuracy in comparison to the other algorithms. ICFR gives the most surprising result. It has the lowest percentage of deletion of all of the algorithms, at 34.4%. This is unusual, given that the batch version of ICFR was one of the most aggressive algorithms. Its incremental version stops deleting much earlier than the original version. This also results in the incremental version being more accurate than the batch version. In fact, its accuracy value of 70.98% is the highest accuracy of all of the incremental algorithms.

### 6.6 Conclusions

In this chapter, we have looked at deleting cases incrementally from the case base instead of deleting a batch of cases at once. We have developed incremental versions of the five case base maintenance algorithms and incremental computations of the twelve complexity measures that can handle multi-class classification datasets and symbolic-valued attributes. We use these to produce an incremental version of our meta-case-based classification system.

We have presented experiments that test these incremental algorithms. Unfortunately, none of the algorithms produce results that come close to the benchmark result. However, this shows that there is much room for future work to improve the incremental results. One possible way to improve our results would be to look at different criteria for deciding
when to stop deleting cases. Currently, we stop deleting when the algorithm chosen by the meta-case-based classifier does not have any cases to suggest. However, we could instead use accuracy as a flag for when to stop deletion: if the deletion of a case would cause the accuracy to drop by a certain percentage or fall below a certain threshold then we would not remove that case.

When we compare our incremental meta-CBR results to the results obtained from the incremental atomic algorithms, we find that it performs well. It has higher accuracy on average than both RCR_i and CRR_i and it has higher deletion than the other three algorithms. Its harmonic mean value comes second to RCR_i but only by 0.14. So it is competitive with the incremental atomic algorithms.

We also look at how the results of the incremental atomic algorithms compare to the original batch algorithms. The pattern is very similar, with RCR_i being the most aggressive, and BBNR_i and RENN_i being conservative but maintaining higher accuracy. However, ICFR_i gives an unexpected result. With its batch version being one of the most aggressive algorithms, we would expect that the incremental version would be similar. However, it deletes the least of all of the incremental algorithms, and produces the highest accuracy result.
Chapter 7

Conclusions and Future Work

In this dissertation, we have shown that no single case base maintenance algorithm is the best to use for all case bases at all times. This motivates our research into combining and choosing maintenance algorithms. We combine algorithms to exploit the merits of different algorithms and compensate for any weaknesses that they may have. We then look at how to choose the best algorithm to use for a case base at any given point in time so that we produce the best resulting case base that we can. In this final chapter, we draw together our conclusions and we suggest areas for continuation of this work.

7.1 Conclusions

We began our research by looking at five commonly-used maintenance algorithms. We have shown both through analysis of the algorithms and through experiments with different case bases that no one maintenance algorithm is good for all case bases in all situations. Each of the algorithms has different biases, which causes the variation in their performance over different case bases. This finding motivated the remainder of our research into finding the best maintenance algorithm for a knowledge engineer to use for a case base.

Case base maintenance is a multi-objective problem and, in evaluating the maintenance algorithms, we needed to judge both the change in accuracy after maintenance and the proportion of the case base that was deleted. We presented two possible ways of dealing with this issue. Firstly, we computed the harmonic mean of accuracy and deletion so that we could compare the algorithms using one result rather than two. We used this when presenting our results for the rest of our experiments. Secondly, we computed the Pareto front of the algorithms and showed this on a graph. This gave us a visualisation of the accuracy and deletion results of the different algorithms and showed us which algorithms did well for both criteria.

In trying to address the issue that the different maintenance algorithms have different biases and therefore choose different cases for deletion, we looked at how we could combine maintenance algorithms to allow us to draw on the strengths of a number of different algorithms to find the best subset of cases for deletion. We introduced our approach that we used to combine algorithms, which we called Maintenance by a Committee of Experts, or MACE. We presented an EBNF grammar which explained the different ways in which algorithms can be combined in MACE. We ran experiments to compare some of the possible algorithms generated by MACE to the existing maintenance algorithms and found that the MACE algorithms were competitive. However, we again found that no one algorithm
worked best for all case bases, with different combinations of algorithms performing better on different case bases. The algorithms that worked well on noisy case bases were different to those that performed well on noise-free case bases. Additionally, we looked at the area of spam filtering and found that the special characteristics of this particular task required a different combination of maintenance algorithms to many other case bases. We realised that we needed to be able to identify properties of a case base that could help us to predict the best maintenance algorithm(s) to use for that case base.

We presented seventeen complexity measures in an aim to find case base properties that we could use to provide a numerical description of the case base. Thirteen of these measures were developed by Ho and Basu [37, 38], but we modified the definitions of five of these measures to make them more usable. We developed the remaining four from measures proposed in the CBR literature. We presented an empirical comparison of the complexity measures, showing when the measures agreed and disagreed on the complexity of a case base. We also showed which measures were predictive of classification error and we examined the effect that case base maintenance had on the complexity measures. In particular, we found that RENN may be too aggressive. It often deleted a large percentage of cases, but sometimes this deletion was at the price of quite large decreases in classifier accuracy.

We then looked at the task of choosing which maintenance algorithm is best to use for a given case base at a given time. We used twelve of the seventeen complexity measures to describe a case base at a given point in time, and we employed feature selection to choose which of these complexity measures were most useful in predicting which maintenance algorithm to use. We then presented a meta-case-based classifier which uses this numerical description of a case base to choose which maintenance algorithm to use, based on previous experience of good maintenance decisions. We performed two sets of experiments and found that the complexity measures are more reliable and predictive for choosing a maintenance algorithm to use as we improve the previous experience.

Finally, we looked at how we could make the deletion process easier for a knowledge engineer. We developed incremental versions of the CBM algorithms to give the knowledge engineer the power to decide what to delete on a case-by-case basis. We also developed incremental versions of the complexity measures to adjust them as the case base changes, and we used these to develop an incremental version of our meta-CBR system. This allowed us to make more fine-grained maintenance decisions because each time a case is deleted, the system re-evaluates its choice of maintenance algorithm to use to delete the next case. In our empirical evaluation, our incremental meta-CBR system did better than all but one of the classic atomic algorithms.

In summary, we achieved what we set out to do in this research: to improve case base maintenance algorithms by finding ways to combine maintenance algorithms to exploit the merits of different algorithms and by being able to choose the best maintenance algorithm to use for a given case base. While our work uncovers many areas for future research, we believe that the novel approaches to maintenance that we have presented will be of much use to case-based reasoning systems.

### 7.2 Future Work

In our study of case base maintenance algorithms, we have discovered a number of ways to improve their performance and usability for knowledge engineers. However, in doing so,
we have uncovered a numbers of areas that could be addressed in future work. This section presents these areas.

- We have chosen to work with five CBM algorithms which are commonly-used and which we believe to be representative of all CBM algorithms in the literature. It would be interesting to analyse other CBM algorithms and to see how they perform if they were included in MACE and in our meta-case-based classifiers. In particular, we would like to see how Delany’s RDCL algorithm [18] could contribute to our MACE and meta-CBR systems since it shows improved accuracy results over the BBNR and RENN noise reduction algorithms. It would also be interesting to see what effect deletion of cases with different RDCL profiles has on dataset complexity.

- On a similar note, we chose seventeen case base measures to work with to describe the complexity of a case base. It would be interesting to look at other measures that could be used, or even to devise new measures. For example, new measures of the overlap of attribute values could be based on entropy or the Gini coefficient.

- In addition, we would like to extend our experiments to see how our approaches work in different situations. Firstly, we could extend the range of datasets that we use for experimentation. On the one hand, we could use real datasets that exhibit different characteristics from the ones we have used, such as image processing and bioinformatics datasets. On the other hand, there is also room for more work using artificial datasets as in [37, 38, 51].

- Further work for our MACE approach would involve investigating different combinations of algorithms. Our current experimentation places a number of restrictions on the algorithms generated by the grammar. We could remove some or all of these restrictions to produce more MACE algorithms to work with and test.

- Our approach for choosing which maintenance algorithm to use has a number of areas for future work. Firstly, the meta-case-based classifier uses multi-label classification. At present we use a very basic system for choosing a winner: we simply count up the votes that each algorithm gets among the $k$-NN. However, there are a number of other ways to deal with multi-label classification [90]. It would be interesting to see how using these would impact our meta-case-based classifier system. Secondly, we chose to use a CBR approach to choosing the best algorithm to use since it was in line with the rest of our work. However, we also pointed out the fact that we could have used any classification or regression method such as a neural net, a rule-based system or a decision tree. We would like to see if we could improve our results by finding which system works best for our task.

- In our work on incremental measures and algorithms, we also found a number of areas for future work. Firstly, it would be interesting to investigate optimum stopping points for the incremental algorithms. At present, when they run to completion, there is an accuracy drop for all of the algorithms. We would like to see if we can use some trigger for when to stop the incremental algorithm so that accuracy is maintained. Secondly, we would like to use our incremental algorithms to help the knowledge engineer through the process of maintaining their case base. When he is presented with a large group of cases suggested for deletion, a knowledge engineer may be afraid
of damaging his system by deleting them all at once. Using the incremental algorithms, we can present him with each case suggested for deletion in turn and ask him to make the choice of whether to delete or keep that case. This makes it easier for him because he only needs to consider one case at a time instead of the group of cases suggested by a batch algorithm. It also allows him more control over the percentage of the case base to delete because he can stop the deletion process at any stage when he feels that enough cases have been removed.

Additionally, the deletion decisions made by the knowledge engineer can be remembered by the system. Maintenance algorithms could then use these as part of their deletion process. For example, if the engineer marked a particular case as being very important for the system, it can be ignored by the CBM algorithm for a certain length of time (after which it may be worth re-checking in case things have changed).
Appendix A

Correlation Tables

In Chapter 4, we looked at how complexity measure values correlate with the error rates of a number of classifiers. This appendix provides the full tables of these correlation values. We have four classifiers: NN, SVM, J48 and IBk. We show the correlation of each of the measures with each of these classifiers, and also with the mean error over the four classifiers.

We show two tables of correlation coefficients. The first table, Table A.1, is based on all twenty-five datasets (although a number of measures are only calculated for twenty-one of these because they cannot handle symbolic values). The second table, Table A.2, is based on just the fourteen Boolean classification datasets (although, again, a number of measures can only be computed on thirteen of these).

Table A.1: Correlation coefficients of measures and classifiers over all twenty-five datasets

<table>
<thead>
<tr>
<th></th>
<th>NN</th>
<th>SVM</th>
<th>J48</th>
<th>IBk</th>
<th>Mean Error</th>
<th>Number of datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>0.01</td>
<td>0.1</td>
<td>0.05</td>
<td>0.01</td>
<td>0.05</td>
<td>21</td>
</tr>
<tr>
<td>$F'_2$</td>
<td>0.1</td>
<td>0.12</td>
<td>0.23</td>
<td>0.2</td>
<td>0.16</td>
<td>25</td>
</tr>
<tr>
<td>$F'_3$</td>
<td>-0.12</td>
<td>-0.07</td>
<td>-0.21</td>
<td>-0.18</td>
<td>-0.14</td>
<td>25</td>
</tr>
<tr>
<td>$F'_4$</td>
<td>-0.46</td>
<td>-0.44</td>
<td>-0.57</td>
<td>-0.5</td>
<td>-0.5</td>
<td>25</td>
</tr>
<tr>
<td>$N'_1$</td>
<td>0.94</td>
<td>0.93</td>
<td>0.94</td>
<td>0.95</td>
<td>0.96</td>
<td>25</td>
</tr>
<tr>
<td>$N'_2$</td>
<td>0.84</td>
<td>0.77</td>
<td>0.85</td>
<td>0.85</td>
<td>0.84</td>
<td>25</td>
</tr>
<tr>
<td>$N'_3$</td>
<td>0.96</td>
<td>0.9</td>
<td>0.95</td>
<td>0.97</td>
<td>0.96</td>
<td>25</td>
</tr>
<tr>
<td>$N'_5$</td>
<td>0.95</td>
<td>0.9</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>25</td>
</tr>
<tr>
<td>$L_1$</td>
<td>0</td>
<td>0.01</td>
<td>0.14</td>
<td>0.07</td>
<td>0.05</td>
<td>21</td>
</tr>
<tr>
<td>$L_2$</td>
<td>0.62</td>
<td>0.56</td>
<td>0.7</td>
<td>0.64</td>
<td>0.64</td>
<td>21</td>
</tr>
<tr>
<td>$C_1$</td>
<td>0.98</td>
<td>0.95</td>
<td>0.96</td>
<td>0.98</td>
<td>0.98</td>
<td>25</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.98</td>
<td>0.93</td>
<td>0.92</td>
<td>0.96</td>
<td>0.97</td>
<td>25</td>
</tr>
<tr>
<td>$L_3$</td>
<td>0.54</td>
<td>0.52</td>
<td>0.62</td>
<td>0.55</td>
<td>0.57</td>
<td>21</td>
</tr>
<tr>
<td>$N_4$</td>
<td>0.75</td>
<td>0.66</td>
<td>0.81</td>
<td>0.81</td>
<td>0.77</td>
<td>21</td>
</tr>
<tr>
<td>$T'_1$</td>
<td>0.55</td>
<td>0.49</td>
<td>0.48</td>
<td>0.55</td>
<td>0.53</td>
<td>25</td>
</tr>
<tr>
<td>$T'_2$</td>
<td>0.08</td>
<td>0.12</td>
<td>0.23</td>
<td>0.16</td>
<td>0.15</td>
<td>25</td>
</tr>
<tr>
<td>$T'_3$</td>
<td>-0.22</td>
<td>-0.2</td>
<td>-0.08</td>
<td>-0.16</td>
<td>-0.17</td>
<td>25</td>
</tr>
</tbody>
</table>
Table A.2: Correlation coefficients of measures and classifiers over fourteen Boolean classification datasets

<table>
<thead>
<tr>
<th></th>
<th>NN</th>
<th>SVM</th>
<th>J48</th>
<th>IBk</th>
<th>Mean Error</th>
<th>Number of datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>-0.29</td>
<td>-0.33</td>
<td>-0.25</td>
<td>-0.31</td>
<td>-0.3</td>
<td>13</td>
</tr>
<tr>
<td>$F_2'$</td>
<td>0.44</td>
<td>0.37</td>
<td>0.39</td>
<td>0.48</td>
<td>0.42</td>
<td>14</td>
</tr>
<tr>
<td>$F_3'$</td>
<td>-0.27</td>
<td>-0.25</td>
<td>-0.3</td>
<td>-0.25</td>
<td>-0.27</td>
<td>14</td>
</tr>
<tr>
<td>$F_4'$</td>
<td>-0.72</td>
<td>-0.68</td>
<td>-0.69</td>
<td>-0.64</td>
<td>-0.68</td>
<td>14</td>
</tr>
<tr>
<td>$N_1'$</td>
<td>0.98</td>
<td>0.95</td>
<td>0.97</td>
<td>0.97</td>
<td>0.98</td>
<td>14</td>
</tr>
<tr>
<td>$N_2$</td>
<td>0.82</td>
<td>0.75</td>
<td>0.85</td>
<td>0.8</td>
<td>0.81</td>
<td>14</td>
</tr>
<tr>
<td>$N_3$</td>
<td>0.98</td>
<td>0.93</td>
<td>0.97</td>
<td>0.96</td>
<td>0.97</td>
<td>14</td>
</tr>
<tr>
<td>$N_5$</td>
<td>0.95</td>
<td>0.92</td>
<td>0.96</td>
<td>0.94</td>
<td>0.95</td>
<td>14</td>
</tr>
<tr>
<td>$L_1$</td>
<td>0.27</td>
<td>0.4</td>
<td>0.39</td>
<td>0.29</td>
<td>0.34</td>
<td>13</td>
</tr>
<tr>
<td>$L_2$</td>
<td>0.95</td>
<td>0.96</td>
<td>0.95</td>
<td>0.95</td>
<td>0.96</td>
<td>13</td>
</tr>
<tr>
<td>$L_3$</td>
<td>0.97</td>
<td>0.91</td>
<td>0.92</td>
<td>0.96</td>
<td>0.95</td>
<td>13</td>
</tr>
<tr>
<td>$N_4$</td>
<td>0.86</td>
<td>0.82</td>
<td>0.86</td>
<td>0.85</td>
<td>0.85</td>
<td>13</td>
</tr>
<tr>
<td>$T_1'$</td>
<td>0.18</td>
<td>0.14</td>
<td>0.21</td>
<td>0.13</td>
<td>0.17</td>
<td>14</td>
</tr>
<tr>
<td>$T_2$</td>
<td>0.69</td>
<td>0.62</td>
<td>0.67</td>
<td>0.64</td>
<td>0.66</td>
<td>14</td>
</tr>
<tr>
<td>$T_3$</td>
<td>-0.22</td>
<td>-0.25</td>
<td>-0.19</td>
<td>-0.3</td>
<td>-0.25</td>
<td>14</td>
</tr>
</tbody>
</table>
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