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We present an atomistic theoretical study of the temperature dependence of the competition between Auger and radiative recombination in c-plane (In,Ga)N/GaN quantum wells with indium (In) contents of 10%, 15%, and 25%. The model accounts for random alloy fluctuations and the connected fluctuations in strain and built-in field. Our investigations reveal that the total Auger recombination rate exhibits a weak temperature dependence; at a temperature of 300 K and a carrier density of \(n_{\text{sp}} = 3.8 \times 10^{18} \text{ cm}^{-3}\), we find total Auger coefficients in the range of \(\approx 6 \times 10^{-30} \text{ cm}^3/\text{s} (10\% \text{ In})\) to \(\approx 3 \times 10^{-33} \text{ cm}^3/\text{s} (25\% \text{ In})\), thus large enough to significantly impact the efficiency in (In,Ga)N systems. Our calculations show that the hole-hole-electron Auger rate dominates the total rate for the three In contents studied; however, the relative difference between the hole-hole-electron and electron-electron-hole contributions decreases as the In content is increased to 25%. Our studies provide further insight into the origin of the “thermal droop” (i.e., the decrease in internal quantum efficiency with increasing temperature at a fixed carrier density) in (In,Ga)N-based light-emitting diodes. We find that the ratio of radiative to nonradiative (Auger) recombination increases in the temperature range relevant to the thermal droop (\(\geq 300 \text{ K}\)), suggesting that the competition between these processes is not driving this droop effect in c-plane (In,Ga)N/GaN quantum wells. This finding is in line with recent experimental studies.
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I. INTRODUCTION

Understanding radiative and nonradiative recombination processes in semiconductor materials and heterostructures (e.g., nanocrystals, quantum dots, and quantum wells) has attracted the attention of research for several decades [1–11]. One motivation for this is the insight it provides into the fundamental physical properties of semiconductors, and how these properties change between materials [6,7] and/or types of heterostructures [8,12,13]. Equally, this understanding is crucially important for designing (energy-)efficient light-emitting devices [3,12,14].

In recent years, high-efficiency nitride-based light-emitting diodes (LEDs), operating in the violet-blue spectral range, that utilize indium gallium nitride ((In,Ga)N) alloys have emerged [3,12,14,15]. Significant research efforts have been directed towards understanding the radiative and nonradiative recombination processes in these systems [9–12,14,16], since these are of particular relevance to the “efficiency droop” (also known as “current droop”) i.e., the decrease in LED internal quantum efficiency (IQE) induced by high current density and “thermal droop” (i.e., the decrease in IQE with increasing device temperature even at a fixed current and/or carrier density) [17]. In general, experimental studies have revealed that nonradiative Auger recombination can be a significant contributor to the efficiency droop observed in nitride-based LEDs [3,18–20], even though this effect is unusual for wide-band-gap materials [21]. While some studies have highlighted the presence [3] of Auger recombination, others have also quantified [22–24] this contribution. It is also important to note that although the thermal droop may have its origin in intrinsic processes, such as radiative and nonradiative recombination, it may also be caused by factors pertaining to charge carrier transport, e.g., carrier injection deficiencies, in nitride-based devices [25]. Therefore, calculating the temperature dependence of (nonradiative) Auger and radiative recombination rates in (In,Ga)N-based quantum wells (QWs) will shed light on the relevance of these processes to the thermal droop in (In,Ga)N-based light emitters and also provide insight into the fundamental properties of these wide-band-gap structures.

First-principles calculations targeting bulk (In,Ga)N systems have shown that alloy fluctuations play a major role in enabling strong Auger recombination, along with phonon-assisted processes [26]. Moreover, it has also been observed, both in theory and experiment, that (random) alloy fluctuations and the strong intrinsic built-in fields in c-plane (In,Ga)N/GaN QWs significantly affect the radiative recombination rate [27–29]. These factors make the properties of (In,Ga)N-based systems very different from other, more “conventional” group III-V based heterostructures. For instance, in QW structures utilizing the more “conventional” group III-V material GaAs, the radiative recombination rate, often described by the so-called \(B\) coefficient, decreases with increasing temperature, \(T\) [30,31]. In contrast, experimental
investigations reveal that in (In,Ga)N/GaN QW systems, $B$ increases with increasing temperature [24].

To gain insight into the underlying origin of this behavior, from a theoretical viewpoint, large-scale, fully three-dimensional calculations are required to capture (i) realistic well widths, (ii) the GaN barrier material, (iii) (spontaneous and piezoelectric) polarization fields, and, of particular importance, (iv) random alloy fluctuations, which ideally should be accounted for on an atomistic level. Taking all of this into consideration, the corresponding simulation cells become very large (≫10,000 atoms), and are thus beyond the reach of “standard” density-functional theory (DFT) frameworks. As a consequence, the analysis of nonradiative Auger recombination in (In,Ga)N/GaN QWs must be carried out by means of semiempirical models. However, modified continuum-based calculations indicate a decrease in $B$ with increasing temperature [25,32], in contrast to experimental data [24]. Recent calculations utilizing atomistic tight-binding (TB) models show that this increase in $B$ is tightly linked to carrier localization effects in (In,Ga)N-based QWs [28,33] and that modified continuum-based models may underestimate the impact of alloy fluctuations on carrier localization effects [34].

However, there has not been an atomistic theoretical study that focuses on the temperature dependence of the Auger recombination rate in (In,Ga)N/GaN QWs so far. Previous theoretical studies mainly assume “ideal” (i.e., without alloy fluctuations) QW band structures [16,35], or employ modified continuum-based models [32,36,37], which (i) neglect the underlying atomistic structure, (ii) may underestimate carrier localization effects, and (iii) usually neglect information on higher-lying, empty electron and/or hole states [16]. For instance, the theoretical data in Refs. [32,35] indicate that the Auger recombination rate, described by the Auger coefficient, $C$, decreases with increasing temperature in $c$-plane (In,Ga)N/GaN QWs. This is consistent with the experimental data in Refs. [23,38] but stands in contrast to the theoretical results in Ref. [16] and the experimental data of Refs. [22,24,37] in which $C$ increases with increasing temperature.

All of this highlights that there is still a large degree of uncertainty regarding nonradiative Auger recombination processes and their temperature dependence in (In,Ga)N-based QWs. In this work we apply an atomistic TB model that we have previously used to describe the temperature dependence of the $B$ coefficient, to gain insight into the temperature dependence of the Auger coefficients in $c$-plane (In,Ga)N/GaN QWs. In general our calculations show that the dominant contribution to the total Auger coefficient, independent of the In content in the well, is given by the hole-hole-electron ($h$-$h$-$e$) process. However, the relative contribution from the electron-electron-hole ($e$-$e$-$h$) process increases as the In content increases to 25%, although the total rate decreases on the whole as the In content increases. A decrease of the Auger coefficient with decreasing band gap (increasing In content) has also been seen in experiment [24,37]. We note that, in general, but especially at low temperatures ($<120$ K), the alloy microstructure can strongly affect the magnitude of the Auger coefficient. Overall, at a temperature of 300 K and a carrier density of $n_{3D} = 3.8 \times 10^{18}$ cm$^{-3}$ we find total Auger coefficients in the range of $\approx 6 \times 10^{-30}$ cm$^3$/s (10% In) to $\approx 3 \times 10^{-31}$ cm$^3$/s (25% In). These coefficients are within the wide range of literature values and large enough to significantly impact the efficiency of (In,Ga)N-based light emitters [17]. In general, our calculations show that in the temperature range relevant to the thermal droop, the total Auger coefficients for different In contents exhibit a (slight) decrease with increasing temperature. Taking these findings into account, and considering our previously calculated temperature-dependent radiative recombination coefficients, $B$ [28], at high temperatures ($\geq 300$ K), we find that the ratio of radiative to Auger recombination increases. These findings indicate that the Auger process is not a driving factor behind the thermal droop phenomenon observed in (In,Ga)N-based LED structures. Therefore, we conclude that other factors, e.g., carrier injection or defect-related processes, are more likely to be its origin. This conclusion is in line with recent experimental studies [25].

The paper is organized as follows. In the following section, Sec. II, we discuss the theory underlying the calculations. In Sec. III, we present the results before summarizing the work in Sec. IV.

II. THEORY

In this section we give an overview of our theoretical framework. The TB model applied in our study and the underlying assumptions for the investigated QW structures are discussed in Sec. II A. The details of the Auger recombination rate calculations are given in Sec. II B.

A. Electronic structure and quantum well model systems

In order to capture the strong carrier localization effects in (In,Ga)N alloys and (In,Ga)N/GaN QW systems [39,40], we use a three-dimensional, atomistic, nearest-neighbor, $sp^3$ TB model. The full details of the theoretical framework are given in Refs. [41,42] and we only briefly summarize the main ingredients here. The TB model employed has previously been parametrized and benchmarked against hybrid-functional DFT (HSE-DFT). It should be noted that not only does the TB model used here show very good agreement with GaN and InN HSE-DFT bulk band structures for the lowest conduction and highest valence bands near the $\Gamma$ point, but also for energetically higher- and lower-lying states and states and bands away from $\Gamma$, as presented in Ref. [41]; this is particularly significant for Auger calculations as the energetically higher- and lower-lying states are as important as the states near the band edges [26]. The model has then been further benchmarked for (In,Ga)N bulk and QW systems, over a wide In content range, against both DFT and experimental data [29,41]. To model (local) strain effects, arising from the lattice mismatch between InN and GaN in the (In,Ga)N QW region, a valence force field model [42] is used to obtain the relaxed atomic positions of the (In,Ga)N/GaN QW system. Polarization field fluctuations in the $c$-plane (In,Ga)N QWs considered here are evaluated on the basis of a local polarization theory [41].

In the following, we have targeted structures similar to those analyzed experimentally in Refs. [29,43]. As discussed in more detail in Ref. [29], all calculations have been carried out on simulation cells with a size of $10 \times 9 \times 10$ nm$^3$. 
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[containing (In,Ga)N wells with widths on the order of 3 nm and the surrounding GaN barriers], with periodic boundary conditions; the system corresponds to $32 \times 32 \times 20$ wurtzite unit cells. The results for electronic and optical properties obtained from our TB model are in good agreement with low-temperature experimental data, such as the photoluminescence (PL) peak positions and full width at half maximum (FWHM) values, on c-plane (In,Ga)N/GaN QWs with In contents ranging from 5% up to 25% [29]. For all of these studies the assumption of a random alloy has been made, in agreement with general atom probe tomography results on c-plane (In,Ga)N/GaN wells [44]. In our model we also allow for the “bleeding” of In atoms into the GaN barrier. However, we restrict this penetration of In atoms into the barrier material to a disklike region with a height of two monolayers (MLs), and a width of approximately 5 nm, following the experimental and theoretical work of Refs. [42,45,46]. Given that we assume a random alloy distribution in the In atoms in the QW region, the actual “shape” of the structural inhomogeneities (well width fluctuations) varies between different microscopic alloy configurations.

### B. Calculation of Auger recombination rate

In order to calculate the rate of Auger recombination in (In,Ga)N/GaN QWs, we broadly follow the method laid out in Ref. [26]. Using Fermi’s golden rule, the Auger recombination rate is given by

$$ R = 2^{3/2} \pi \sum_{1234} P(T) |M_{1234}|^2 \delta(\epsilon_1 + \epsilon_2 - \epsilon_3 - \epsilon_4). \quad (1) $$

In the case of other systems that lack symmetry breaking due to alloy fluctuations, the bold indices denote both band index and k point. For the structures studied here, the bold indices run over the QW electron and hole states. The (temperature-dependent) prefactor $P(T) = f_1(T) f_2(T) [1 - f_3(T)] [1 - f_4(T)]$ accounts for state occupations, and ensures that transitions only occur between occupied and empty states; $f$ denotes the occupation number according to Fermi-Dirac statistics. The interaction between carriers in the different states $\psi_m$ is described by the matrix elements $M_{1234}$ which are given by

$$ |M_{1234}|^2 = |M_{1234}^d|^2 + |M_{1234}^i|^2 + |M_{1234}^A|^2, $$

where $M_{1234}^d$ ($M_{1234}^i$) are the direct (exchange) screened Coulomb matrix elements:

$$ M_{1234}^d = \langle \psi_1 | \psi_2 | W | \psi_3 | \psi_4 \rangle, $$

$$ M_{1234}^i = \langle \psi_1 | \psi_2 | W | \psi_3 | \psi_4 \rangle. $$

The direct, screened Coulomb interaction (noting that similar arguments hold for the exchange term) may thus be written as

$$ M_{1234}^d = e^2 \int d^3 r d^3 r' \frac{\psi_1^*(r) \psi_2^*(r') \psi_3(r) \psi_4(r') e^{-|r-r'|}}{4 \pi e_0 |r-r'|}. \quad (2) $$

The wave functions $\psi_m$ required for evaluating the above matrix elements are obtained from our TB model. Given that random alloy fluctuations already lead to strong carrier localization effects in (In,Ga)N/GaN QW systems [40,42,45], the alloy microstructure breaks the symmetry of the system so that the wave vector $k$ is no longer a “good” quantum number. Furthermore, when evaluating $M_{1234}^d$, with $\lambda = d$ or $\lambda = x$ for direct or exchange matrix elements, respectively, we assume a position-independent, and constant, background dielectric function ($\epsilon_{bg} = 5.5$) [26,47]. This approximation is often applied in Auger matrix element calculations [48,49].

Following Ref. [26], the inverse screening length $\alpha$ in Eq. (2) is determined separately for electrons ($\alpha_e$), and holes ($\alpha_h$), by using the Debye-Hückel equation for nondegenerate carriers: $\alpha_e = \sqrt{\frac{4 \pi n e c k_B T}{\epsilon_0}}$, and for holes $\alpha_h = \sqrt{\frac{4 \pi n p e c k_B T}{\epsilon_0}}$, where $k_B$ is the Boltzmann constant, $T$ is the temperature, $\epsilon_0$ is the vacuum permittivity, $n$ ($p$) is the electron (hole) carrier density, and $e$ is the elementary charge. The total inverse free-carrier screening length is then given by $\alpha^2 = \alpha_e^2 + \alpha_h^2$.

To calculate $M_{1234}^A$, we largely follow the procedure detailed in Ref. [50] to obtain Coulomb matrix elements from TB wave functions. The TB wave functions may be written as

$$ \psi_m(r) = \sum_{R,\sigma} c_{R,\sigma} \phi_{R,\sigma}(r), \quad (3) $$

where $\phi_{R,\sigma}(r)$ are the localized, atomlike orbitals, $\sigma = \{s, p_x, p_y, p_z\}$, located at a lattice site, $R$, and $c_{R,\sigma}$ are the expansion coefficients of the orbital $\sigma$ at site $R$. Equipped with this information, the matrix elements are evaluated as

$$ M_{1234}^A = \sum_{R \neq R'} \sum_{\alpha, \beta} c_{R,\alpha}^* c_{R',\alpha} c_{R,\beta}^* c_{R',\beta} W(R - R'), \quad (4) $$

with

$$ W(R - R') = \frac{e^2}{4 \pi e_0 \epsilon_0} \frac{e^{-\alpha |R - R'|}}{|R - R'|}, \quad \text{for} \quad R \neq R', $$

and

$$ W(0) = \frac{1}{\epsilon_{ion}} \frac{1}{4 \pi e_0} \approx W_0, \quad \text{when} \quad R = R'. $$

The on-site energy, $W_0$, can be calculated quasianalytically, as described in Ref. [50], and in more detail in Appendix A, by integrating over a sphere of volume equal to that of the local tetrahedron formed by the nearest neighbors of an atom in the wurtzite unit cell. This approximation is widely used in determining the Coulomb matrix elements from TB wave functions [50–53], building on the finding that in general the dominant contributions to the Coulomb matrix elements stem from the long-ranged part; therefore, the localized orbitals, $\phi_{R,\sigma}(r)$, underlying the TB model can be treated, in a first approximation, as point charges, and thus the explicit structure of the localized orbitals is of secondary importance [50,51,54,55]. The impact of the on-site Coulomb energy, $W_0$, on the Auger rate is also discussed in more detail in Appendix A.

Finally, and following previous work on calculating the Auger rate in III-N materials [32,56], the fourth state (4) in Eq. (1), into which the carriers can scatter, is always unoccupied. In addition to the preevaluated 100 electron and hole states discussed below, we have also performed further calculations to investigate the impact of this energetically higher-and/or lower-lying (fourth) state on the results. First, our calculations revealed a continuum of states (energy separation $\lesssim 0.5$ meV) in the range of the magnitude of the band gap.
above (below) the conduction (valence) “band” edge. Testing Auger rates with different “final” fourth states from this continuum revealed that the specific choice of the fourth state was of secondary importance to the results when compared to the spread in values introduced by alloy fluctuations. Thus, a precalculated continuum state is used for each In content. Additionally, despite the existence of such a continuum of states, the energy conservation requirement in the Auger rate calculation, given by the $δ$ function in Eq. (1), is never exactly numerically satisfied. Therefore, the $δ$ function was replaced by a Gaussian function and the impact of the broadening parameter on the results was tested. These investigations showed that a broadening parameter of 1 meV is sufficient to achieve converged results; i.e., choosing a smaller value did not change the results.

Equipped with this information, we obtain the Auger coefficients from the Auger rate, $R$, using $C = R/(Vn^3)$. Here, $V$ is the volume of the well, and $n$ is the carrier density; for all calculations we have assumed that $p = n$, i.e., that the density of holes is equal to that of electrons, as is done in other works [26,30,37].

### III. RESULTS AND DISCUSSION

Using the framework detailed above, we have investigated the *alloy-enhanced* electron-electron-hole, $C_{eeh}$, and hole-hole-electron, $C_{hee}$, Auger coefficients; the total Auger coefficient, $C_{tot}$, was then obtained via $C_{tot} = C_{eeh} + C_{hee}$. Phonon-assisted Auger processes were not considered since the DFT calculations in Ref. [26] show that (i) Auger processes can be significantly enhanced by alloy fluctuations and that (ii) in the band-gap range of approximately 1.9–3.0 eV, which corresponds to the ground-state transition energies of the QW structures investigated here, contributions from phonon-assisted Auger processes are smaller compared to the alloy-enhanced scattering effects. Thus, it can be expected that alloy-enhanced Auger recombination is the dominant contribution in the (In,Ga)N-based QWs investigated here.

Following Ref. [33], which has adapted the experimental data from Ref. [24], our calculations have been carried out at a fixed carrier density of $n_{3D} = 3.8 \times 10^{18} \text{ cm}^{-3}$ (corresponding to a sheet carrier density of $n_{2D} \approx 1.0 \times 10^{12} \text{ cm}^{-2}$). For this relatively low carrier density we have performed initial, self-consistent, one-dimensional Schrödinger-Poisson calculations which show that the screening of the built-in field (i.e., its reduction) is of secondary importance. This approximation is supported by the experimental and theoretical works of Refs. [20,57,58]. Furthermore, we have tested several configurations with such a reduced (i.e., screened) field and found that the screening of the intrinsic (spontaneous and piezoelectric) built-in field only affected the ground and excited electron and hole states by less than 24 meV (most often by only $\approx 3–5$ meV). However, the screening of the built-in field may affect states near the band edges (e.g., localized hole states) differently to energetically higher-lying states, which may exhibit a more delocalized character (see Ref. [59] for more details on the distribution of localized, “semilocalized,” and delocalized states). To analyze this situation in more detail, while taking into account the numerical expense of these calculations, we have evaluated the Auger coefficient at a temperature of 300 K for one (randomly selected) configuration with and without the built-in field screening. In such a higher-temperature calculation not only energetically lower-lying states but also excited states will become relevant, which provides insight into the impact of the screening on the energetically higher-lying states (both hole and electron states). This study revealed that the results in the presence and absence of the built-in field screening differed by less than 8%. Overall, this difference is regarded as not only smaller than the uncertainties in some of the material parameters entering the calculations (e.g., the dielectric constants), but also smaller than variations introduced by the alloy microstructure. Furthermore, the calculations by David et al. [25,60] show that the Coulomb enhancement of the radiative recombination rate is of secondary importance for a carrier density of $n_{3D} \approx 3 \times 10^{18} \text{ cm}^{-3}$. Thus, we directly use the TB wave functions (without Coulomb enhancement or built-in field screening effects) when calculating the $C$ and $B$ coefficients; future studies will focus on the impact of the carrier density on the results.

To this end we have employed the TB model described above to calculate 100 electron and 100 hole states for ten different microscopic alloy configurations for $c$-plane (In,Ga)N/GaN QWs with 10%, 15%, and 25% In content. Using this large number of precalculated states, we are in the position to study the impact of temperature effects on the Auger rate at a fixed carrier density of $n_{3D} = 3.8 \times 10^{18} \text{ cm}^{-3}$. We note that while the wave functions entering Eq. (2) are directly taken from the TB model, a carrier-density-dependent Debye screening length for the Coulomb interaction between the carriers has been taken into account (see above). Moreover, our previous studies [61] indicate that a carrier density of $n_{3D} = 3.8 \times 10^{18} \text{ cm}^{-3}$ is not large enough to saturate the localized hole states in (In,Ga)N-based QWs with 10%, 15%, and 25% In; electrons are far less strongly affected by alloy fluctuations and exhibit a more delocalized wave-function character [59]. Therefore, one can still expect that carrier localization effects will impact both the Auger and also the radiative recombination processes in the systems studied here.

Equipped with all this information, Figs. 1(a) and 1(b) display the evolution of the alloy-enhanced $C_{eeh}$ and $C_{hee}$ Auger coefficients, respectively, as a function of temperature, $T$, for the different In contents considered; the carrier density is fixed at $n_{3D} = 3.8 \times 10^{18} \text{ cm}^{-3}$. The data are averaged over the ten different microscopic configurations per In content; error bars indicate the maximum and minimum values of $C_3$ ($\lambda = \{eeh, hhe\}$) at a given $T$. The reason for using the minimum and maximum values is to highlight that the magnitude of the predicted coefficients may strongly depend on the alloy microstructure. Therefore, using just a single alloy configuration to evaluate Auger coefficients may over- or underestimate these coefficients. Overall, we observe that the $C_{eeh}$ coefficients increase with increasing $T$ [Fig. 1(a)], while the $C_{hee}$ coefficients show a weak $T$ dependence (or slight) decrease [Fig. 1(b)]. Furthermore, Figs. 1(a) and 1(b) reveal that, independent of temperature and In content, $C_{hee}$ is greater than $C_{eeh}$ [note the different scales in Figs. 1(a) and 1(b)].

To gain further insight into the relative contributions from $C_{eeh}$ and $C_{hee}$ to $C_{tot}$, a detailed breakdown is presented...
FIG. 1. (a) Electron-electron-hole, $C_{\text{eeh}}$, and (b) hole-hole-electron, $C_{\text{hhe}}$, Auger coefficients as a function of the temperature, $T$, for $c$-plane (In,Ga)N/GaN quantum wells with different In contents (10%, 15%, and 25%). The data, averaged over ten microscopic alloy configurations, are given by the solid ($C_{\text{eeh}}$) and open ($C_{\text{hhe}}$) symbols; error bars indicate maximum and minimum values of $C_{\lambda}$ ($\lambda = \{\text{eeh}, \text{hhe}\}$) at a given temperature, across the ten configurations. The calculations have been carried out at a fixed carrier density of $n_{SD} = 3.8 \times 10^{19}$ cm$^{-3}$. (c) Percentage breakdown of the contribution from $C_{\text{eeh}}$ and $C_{\text{hhe}}$ to the total Auger coefficient, $C_{\text{tot}}$.

In Fig. 1(c). As already discussed above, in general, the contribution from $C_{\text{eeh}}$ to $C_{\text{tot}}$ is smaller relative to the contribution from $C_{\text{hhe}}$, for all considered In contents; this finding is consistent with previous theoretical studies [26,32]. However, Fig. 1(c) reveals that the relative contribution depends on the In content. In the 10% and 15% In cases, $C_{\text{hhe}}$ makes up $\gtrsim 99\%$ of $C_{\text{tot}}$, independent of $T$; this is in contrast to the 25% In case, where the contribution from $C_{\text{hhe}}$ reduces to around 90% at low temperatures and as low as approximately 75% at higher temperatures. We attribute this effect to the following factors: as several works have already shown [32,45,59], hole wave functions are strongly affected by (random) alloy fluctuations. Thus, the local potential fluctuations mainly affect the hole-hole wave-function overlaps (i.e., the spatial in-plane separation between the states). However, the electron wave functions exhibit a more delocalized character compared to the holes. Now, with increasing In content the intrinsic electrostatic built-in field increases, which leads to stronger confinement of the electron and hole wave functions at the QW interfaces. On the one hand, this reduces the electron-hole wave-function overlap in the out-of-plane direction (along the wurtzite c axis), and we attribute the observed overall reduction in Auger coefficient with increasing In content to the reduction in the electron-hole wave-function overlap (also see discussion below). On the other hand, given the more delocalized character of the electron wave functions, the electron-electron wave-function overlap, which is relevant to the e-e-h process, should be more strongly affected by the built-in field increase than the hole-hole wave-function overlap, which is relevant to the h-h-e Auger process, and which is mainly affected by alloy-induced localization effects (e.g., spatial separation in the growth plane or wave functions localized in the same potential pocket).

This is supported by our calculations on (In,Ga)N/GaN QWs as a function of the electric field strength [62]: the hole wave functions, even at a “zero-field” value, still show strong localization effects while the electron wave functions, initially strongly localized by well width fluctuations, become spread out over the full QW width in the case of “zero field.” A similar situation is found in nonpolar (In,Ga)N-based QWs [63]. This already indicates that electron and hole wave functions are affected differently by changes in the internal built-in field strength. The increase in electron-electron wave-function overlap, due to the increased built-in field at higher In contents, may be even more pronounced in the presence of well width fluctuations at the upper QW interface [59,62]. As a consequence, one may expect that the relative contribution from $C_{\text{eeh}}$ to $C_{\text{tot}}$ increases with increasing In content, as is reflected in our data. However, the overall magnitude of the Auger coefficient decreases with increasing In content, as we will discuss further below. We also note that the phenomenon of an increasing $C_{\text{eeh}}$ contribution with increasing In content would not be present in a bulk system due to the absence of any macroscopic built-in field and, thus, may not arise in any DFT-based calculation on bulk systems.

Having discussed the relative contributions from $C_{\text{eeh}}$ and $C_{\text{hhe}}$ to the total Auger coefficient, $C_{\text{tot}}$, and how they change with temperature and alloy composition, in the next step we focus on the interplay of the alloy microstructure, temperature, and In content. Starting with $C_{\text{hhe}}$, Fig. 1(b) shows that
the Auger coefficient decreases with increasing In content as one may expect due to the increasing (piezoelectric) built-in field and the related strong hole localization effects. We note, however, that there is a large “spread” in the Auger coefficients due to the alloy microstructure; we will come back to this aspect below.

Turning to $C_{\text{chh}}$, Fig. 1(a), we find that on average the results for 10% and 15% In show a similar trend: with increasing In content $C_{\text{chh}}$ decreases. But, at low temperatures the $C_{\text{chh}}$ coefficient for the 25% In systems is larger in magnitude compared to both the 10% and 15% In systems; however, due to its much weaker temperature dependence at higher temperatures, the $C_{\text{chh}}$ coefficients of the 15% and 25% In cases are on average basically identical, while the 10% In case is slightly larger. We attribute the higher $C_{\text{chh}}$ for 25% In at low temperatures to stronger localization of the electron wave functions at the QW interfaces (i.e., confinement by well width fluctuations), as already discussed above and seen in the electronic structure calculations in Ref. [59].

We now turn to the impact of the alloy microstructure and temperature on the results. The error bars in Figs. 1(a) and 1(b) give insight into the importance of the alloy microstructure for the Auger coefficients. We observe that with increasing $T$ the “spread” in both $C_{\text{chh}}$ and $C_{\text{chh}}$ coefficients, in general, decreases. We attribute this to the effect that at low temperatures only states near the conduction and valence “band” edges are populated by the carriers. These are strongly localized states [59] and the wave-function overlap between them may strongly depend on the alloy microstructure. As the temperature is increased, the carriers start to populate states where the corresponding wave functions are more delocalized compared to the “band” edge states. This has three consequences: (i) in general, the wave-function overlap between electron and hole wave functions along the growth direction is (slightly) increased; (ii) in contrast, potential contributions from locally strongly overlapping hole wave functions due to carrier localization effects are reduced; and (iii) for these more delocalized states the alloy fluctuations present a weaker perturbation and the wave-function overlap is less dependent on the alloy microstructure. As shown in Fig. 1, consequences (i) and (ii) lead to opposite effects, with $C_{\text{chh}}$ slightly increasing with increasing temperature (at least for 10% and 15% In) while $C_{\text{chh}}$ (slightly) decreases with increasing temperature. Furthermore, consequence (iii) results in the situation that the importance of the alloy microstructure is reduced with increasing temperature and thus the “spread” in both the $C_{\text{chh}}$ and $C_{\text{chh}}$ coefficients decreases.

However, for the 15% In QWs we find that even at higher temperatures there is still a noticeable spread in the Auger coefficient values. As previously shown [59], the interplay of the built-in field, structural inhomogeneities, and the alloy microstructure can affect the wave-function localization. As discussed in more detail in Appendix B, when breaking the 15% In QW $C_{\text{chh}}$ coefficient down into the individual contributions, we find eight configurations which exhibit very similar $C_{\text{chh}}$ values while two configurations result in much higher values. Furthermore, our analysis shows that these large coefficients are linked to very high valence “band” (hole) energies. This is indicative of strong hole wave-function localization effects. Our finding here may also tie in with recent studies of trap-assisted Auger recombination effects, where the presence of traps (localized states within the band gap) may lead to a significant enhancement of the Auger effect [64,65].

Having discussed the temperature dependence of, and the impact of the alloy microstructure on, $C_{\text{chh}}$ and $C_{\text{chh}}$ in detail, we now turn to analyzing the total Auger coefficient, $C_{\text{tot}} = C_{\text{chh}} + C_{\text{chh}}$. Figure 2 displays $C_{\text{tot}}$ as a function of temperature for the three different In contents considered. In general, $C_{\text{tot}}$ reflects the features of $C_{\text{chh}}$ in that (i) $C_{\text{tot}}$ decreases with increasing In content, independent of the temperature, (ii) the impact of the alloy microstructure, and thus the spread in the $C_{\text{tot}}$ values, in general decreases with increasing $T$, and (iii) the Auger coefficient shows a weak $T$ dependence, or a (slight) decrease with increasing $T$.

As already highlighted in the Introduction, there have been multiple theoretical studies focusing on the Auger coefficient in (In,Ga)N/GaN QWs. While these studies come in different flavors (e.g., effective-mass models plus scaling of the bulk Auger coefficients, eight-band $k \cdot p$ models, and full-zone $k \cdot p$ models) they basically all rely on continuum-based electronic structure models. Thus, most of these models neglect alloy fluctuations. Looking at the results from some of these theoretical models and approaches, Bertazzi et al. [16] found an upper bound estimate for the Auger coefficient in an In$_{0.25}$Ga$_{0.75}$N/GaN QW of $5 \times 10^{-31}$ cm$^6$ s$^{-1}$ using a full-zone $k \cdot p$ model. While this number is similar to our calculated values, the model in Ref. [16] neglects not only polarization fields but carrier localization effects too. The polarization fields may reduce the Auger coefficients, while alloy fluctuations should increase the Auger coefficients, since, for instance, $k$-selection rules are removed. This was already highlighted by Jones et al. [32] where, by using a three-dimensional (3D) effective-mass model in conjunction with scaled bulk Auger coefficients, they showed that includ-
FIG. 3. Comparison of calculated and measured Auger coefficients ($C_{\text{tot}}$) as a function of (effective) band gap and emission wavelength. Data from several literature sources are included. $a = \text{Ref. [21]}$, $b = \text{Ref. [22]}$, $c = \text{Ref. [37]}$.
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FIG. 4. (a) Radiative coefficient $B$, (b) total nonradiative Auger coefficient $C_{\text{tot}}$, and (c) ratio of these coefficient $B/C_{\text{tot}}$, relative to $B/C_{\text{tot}}$ at 300 K, as a function of temperature (above 300 K) for 10%, 15%, and 25% indium in the well. The carrier density is fixed at $n_{3D} = 3.8 \times 10^{18} \text{ cm}^{-3}$.

Looking at the $B/C_{\text{tot}}$ ratio, we always find values > 1, noting again that this value is relative to the value at 300 K, which would indicate that the “efficiency” of the systems should increase with increasing temperature, even though, overall, the absolute magnitude of the $B/C_{\text{tot}}$ ratio is decreasing as In content increases (further discussion below). We note that the smaller rate of increase of the $B/C_{\text{tot}}$ ratio for the 25% case is primarily explained by the weaker $T$ dependence of the 25% total Auger rate, in contrast to the decreasing rates for 10% and 15% In, at least when taking all alloy configurations for the 15% In case into account. Excluding the two extreme configurations of the 15% In case from the calculations, the situation slightly changes: while the $B/C_{\text{tot}}$ ratio is still larger than 1, the weaker $T$ dependence of $C_{\text{tot}}$ in the 15% In case leads to a $B/C_{\text{tot}}$ ratio similar to the 25% In system.

Overall, given our finding of an increase of $B/C_{\text{tot}}$ with temperature, one could expect that the likelihood of a photon being produced during a recombination event would increase relative to the likelihood of the carrier undergoing a nonradiative Auger process. Thus, our results indicate that the alloy-enhanced Auger processes studied here should not lead to a deterioration of device efficiency as temperature increases. Therefore, we conclude that the experimentally observed thermal droop [17] is not caused by alloy-enhanced Auger recombination, and other nonradiative recombination processes, for instance defect-assisted processes, are more likely to be its origin.

Having analyzed the impact of temperature on the radiative recombination rate, as well as its impact on the nonradiative Auger recombination rate, and the competition between the two rates, we now turn to investigate the impact of In content on the recombination rates and their competition. We note again that with increasing In content the strain-dependent piezoelectric field increases, which in turn leads to a spatial separation of electron and hole wave functions and will thus modify the electronic structure of the wells. Figures 5(a) and 5(b) show the change of $B$, $C_{\text{tot}}$, and $B/C_{\text{tot}}$ with increasing In content at a fixed temperature of 300 K and fixed carrier density. The data are shown relative to the 10% In system; for the 15% In QW system we present the results when excluding [Fig. 5(a)] and including [Fig. 5(b)] the two “outlier” alloy configurations. Looking at the results when excluding the outliers first [Fig. 5(a)], we find that when going from 10% to 15% In content, $C_{\text{tot}}$ drops faster than $B$, resulting in an increase of the $B/C_{\text{tot}}$ ratio. When increasing the In content further to 25%, we find that $B$ continues to drop quickly while $C_{\text{tot}}$ shows only a weak In content dependence, slightly increasing by approximately 10%. As a consequence, the $B/C_{\text{tot}}$ ratio drops, but this drop can be attributed to the reduction of $B$ when increasing the In content from 15% to 25%, and is not due to a significant increase in $C_{\text{tot}}$.

Turning to our results when including the outliers in the 15% In system, Fig. 5(b), we find that when increasing the In content from 10% to 15%, the $B$ coefficient decreases more quickly than the nonradiative Auger coefficient, $C_{\text{tot}}$. However, when increasing the In content from 15% to 25%, $B$ and $C_{\text{tot}}$ decrease at a similar rate. This is reflected in the $B/C_{\text{tot}}$ ratio in Fig. 5(b) by its approximately flat slope between 15% and 25% In.

Overall, both investigations indicate that the “green gap” [29], i.e., the reduction of IQE in (In,Ga)N-based light emitters operating in the green to yellow spectral range, and thus at higher In contents (i.e., >15%), may not be caused by alloy-enhanced Auger recombination effects, since Fig. 5 indicates...
that it is the reduction of $B$ and not an increase in $C$ that determines the composition dependence of $B/C_{tot}$. In other words, the alloy-enhanced Auger recombination may not present an intrinsic roadblock to achieving efficient recombination in the green to yellow range. Thus, in addition to the reduction of the radiative recombination rate when increasing the In content, other factors, such as an increasing defect density and the connected nonradiative recombination processes (e.g., trap-assisted Auger recombination [64] or Shockley-Read-Hall recombination [68]) in higher In content samples, are more likely to be responsible for the green gap problem. This suggests that by reducing defect densities and thus the connected nonradiative recombination in high In content systems, there may be a way forward to close the green gap. David et al. [64] comes to a similar conclusion and suggests that reducing the (point) defect density could close the green gap.

IV. CONCLUSION

In this work we presented an atomistic theoretical framework to describe the nonradiative Auger recombination rate in $c$-plane (In,Ga)N/GaN quantum wells. The model was employed to study the competition between (nonradiative) Auger and radiative recombination processes in (In,Ga)N-based systems. In our investigations, while keeping the carrier density fixed, we paid special attention to the impact of temperature, In content, and alloy microstructure on the Auger rate. Our calculations revealed that electron-hole Auger recombination shows a weak temperature dependence, or increases slightly, with increasing temperature. In comparison, the hole-hole Auger rate shows a weak temperature dependence, or a (slight) decrease, with increasing temperature. Our studies also revealed that the relative contributions from electron-electron-hole and hole-electron Auger rates to the total rate change with In content. While, in general, the hole-hole-electron Auger recombination is the dominant contribution, the relative importance of the electron-electron-hole rate increases with increasing In content, and temperature.

Our investigations also show that at temperatures greater than 300 K the radiative recombination rate slightly increases while the total Auger recombination rate (slightly) decreases; this finding would indicate a positive impact of increasing temperature on device efficiency. However, this stands in contrast to experimental studies which show that the device efficiency decreases with increasing temperature in this temperature range. Therefore, we conclude that the alloy-enhanced Auger recombination process is not responsible for this thermal droop observed in $c$-plane (In,Ga)N/GaN quantum wells, and other factors, such as carrier transport, defects, and defect-assisted Auger recombination, are more likely to explain the experimentally observed droop effect.
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APPENDIX A: DISCUSSION OF ON-SITE ENERGIES

In this section we provide further information on the Coulomb matrix element calculations and the impact of the on-site energy, $W_0$, on the Auger rates. In the following we focus our attention on the general form of the Coulomb matrix elements,

$$M = \frac{e^2}{4\pi \epsilon_0 \epsilon_r} \int d^3 \vec{r} d^3 \vec{r}' \frac{\psi^*_1(\vec{r}') \psi^*_2(\vec{r}') \psi^*_3(\vec{r}') \psi_4(\vec{r})}{|\vec{r} - \vec{r}'|}, \quad (A1)$$

Here, each $\psi(\vec{r})$ is a TB wave function, which are given by Eq. (3), i.e., by linear combinations of localized, atomiclike orbitals, $\phi_{\sigma \sigma}(\vec{r})$, $\sigma = \{s, p_x, p_y, p_z\}$, located at the lattice sites, $\vec{R}$. In the following we make the two-center approxi-
mation discussed in detail in Ref. [50], so that the Coulomb matrix element, \( M \), becomes

\[
M \approx \frac{e^2}{4\pi \epsilon_0 e r} \sum_{\mathbf{R},\mathbf{R}'} \sum_{\alpha, \beta, \gamma} c_{\mathbf{R}, \alpha}^* c_{\mathbf{R}, \beta} c_{\mathbf{R}, \gamma}^* c_{\mathbf{R}', \gamma}
\]

\[
\times \int \frac{d^3 r' d^3 r}{|\mathbf{R} + \mathbf{r} - \mathbf{R}' - \mathbf{r}|} \phi_{\mathbf{R}, \alpha}(\mathbf{r}')\phi_{\mathbf{R}, \beta}(\mathbf{r'})\phi_{\mathbf{R}, \gamma}(\mathbf{r})\phi_{\mathbf{R}, \gamma}(\mathbf{r}).
\]

Here, we have decomposed the positions \( \mathbf{r} \) and \( \mathbf{r}' \) into the positions \( \mathbf{R} \) and \( \mathbf{R}' \) of the lattice sites and the positions \( \mathbf{r} \) and \( \mathbf{r}' \) inside the local tetrahedron of the lattice site. Due to the localized nature of the atomiclike orbitals \( \phi_{\mathbf{R}, \alpha}(\mathbf{r}) \), when the lattice sites at which the orbitals are localized are far apart, the exact structure of these \( s \)- and \( p \)-like orbitals is of secondary importance. In doing so, one ends up with the approximation given in Eq. (4).

However, when the situation \( \mathbf{R} = \mathbf{R}' \) arises, this on-site contribution needs to be treated carefully. In principle, the specific form of the atomiclike basis states needs to be known.

To this end, we now employ the often used approach [69,70] to approximate \( \phi_{\mathbf{R}, \alpha}(\mathbf{r}) \) via Slater orbitals [71], which can be written, in general, as

\[
\phi_n(\mathbf{r}) = R_n(r)Y_\alpha(\theta, \phi),
\]

where the index \( n \) denotes the orbital type, \( Y_\alpha(\theta, \phi) \) are spherical harmonics, and \( R_n(r) = Dr^n e^{-br} \) are the radial parts; the constants \( a \) and \( b \) are given by Slater’s rules [71] and \( D \) is a normalization constant. Given that we are evaluating on-site energies, and without loss of generality, we assume \( \mathbf{R} = \mathbf{R}' = \mathbf{0} \). Equipped with these orbitals, in this second step, we expand the Coulomb potential in spherical harmonics [72]:

\[
\frac{1}{|\mathbf{r} - \mathbf{r}'|} = \sum_{l=0}^{\infty} \frac{4\pi}{2l+1} \left( \frac{r_0}{r'_{\text{eq}}} \right)^l \sum_{m=-l}^{l} Y_{l m}(\mathbf{r}) Y_{l m}(\mathbf{r}).
\]

Here, \( r_{\text{eq}} \) is the length of the larger (smaller) of the vectors \( \mathbf{r} \) and \( \mathbf{r}' \). Using the above, and Eq. (3), the Coulomb matrix element \( M \) becomes, for the case of \( \mathbf{R} = \mathbf{R}' = \mathbf{0} \),

\[
M = \frac{e^2}{4\pi \epsilon_0} \sum_{l, [n]} c_{n_1, l}^* c_{n_2, l} c_{n_3, l} c_{n_4, l} \int \sum_{[n]} dr' \int dr r'^2 R_{n_1}(r') R_{n_2}(r') R_{n_3}(r) R_{n_4}(r) \frac{r^l}{r'_{\text{eq}}^{l+1}} \sum_{m=-l}^{l} K_{n_1, n_2, l, m} K_{n_3, n_4, l, m},
\]

(A3)

The coefficients \( K_{n, n', l, m} \) are the so-called Gaunt coefficients [73]. We define now

\[
M = \sum_{[n]} \sum_{l, [n]} c_{n_1, l}^* c_{n_2, l} c_{n_3, l} c_{n_4, l} K_{n_1, n_2, l, m} \times \mathcal{I}_{l_{n_1, \ldots, n_4}} = \sum_{[n]} \sum_{l, [n]} c_{n_1, l}^* c_{n_2, l} c_{n_3, l} c_{n_4, l} W_0
\]

with

\[
K_{l_{n_1, \ldots, n_4}} = \frac{4\pi}{2l+1} \sum_{m=-l}^{l} K_{n_1, n_2, l, m} K_{n_3, n_4, l, m},
\]

(A4)

and

\[
\mathcal{I}_{l_{n_1, \ldots, n_4}} = C \left( \int_0^r r' (r')^{-l-1} R_{n_1}(r') R_{n_2}(r') \int_0^r r'^2 R_{n_3}(r') R_{n_3}(r) r' \int_0^r r'^2 R_{n_4}(r') R_{n_4}(r) r' \int_0^r r'^2 R_{n_4}(r') R_{n_4}(r) r' \right).
\]

(A5)

We note that based on the Slater rules [71] and the fact that we are considering wave functions at the same lattice site, the radial part will be identical for the four wave functions involved in the above integral [50].

This derivation for evaluating the on-site Coulomb energies allows us now to proceed as follows. Given that the underlying TB framework is an \( s p^3 \)-TB model and that when using Slater orbitals the radial function of the localized orbitals is the same, we restrict the spherical expansion to \( l = 0 \) (\( s \)-like) contributions. Furthermore, we assume that the wave functions are constant over the sphere around the considered lattice site. In doing so, we find that

\[
W_0 = \frac{e^2}{4\pi \epsilon_0} \frac{9}{2} \frac{2}{15} W_{\text{InN}}\text{.}
\]
and 300 K when using $W_{\text{GaN}}$ instead of $W_{\text{InN}}$; the $h$-$h$-$e$ Auger coefficient increases by less than 13% at the same temperatures again when using $W_{\text{GaN}}$ instead of $W_{\text{InN}}$. This analysis shows that precise knowledge of the on-site energy is of secondary importance and that the Auger rates are primarily affected by the long-range character of the Coulomb interaction. For all calculations in the main part of the paper we have used $W_{\text{InN}}$, given that hole wave functions are strongly localized near In-N-In chains [75]. Furthermore, the value $W_{\text{InN}}$ is expected to represent a lower bound on the on-site energies and thus also for the Auger rates. Larger $W_0$ values will, in general, result in a larger Auger rate compared to values obtained in the main text.

APPENDIX B: IMPACT OF ALLOY MICROSTRUCTURE ON THE 15% INDIUM QWs

In this Appendix we discuss in more detail the impact of the alloy microstructure on the results for the 15% In QWs studied here. We focus our attention on the hole-hole-electron contribution, $C_{\text{hhe}}$, as this dominates the total coefficient, $C_{\text{tot}}$. Figure 6 depicts the Auger coefficient $C_{\text{hhe}}$ as a function of temperature $T$, for each of the ten different random alloy configurations. From this figure it becomes clear that configurations (Cfs) 4 and 10 exhibit much larger coefficients than the remaining eight. Also, these two “outliers” do not show a strong temperature dependence and thus do not approach the remaining eight configurations. This results in the situation that the spread in the Auger coefficients remains large at higher temperatures and explains why, in the 15% In case, the spread in the coefficients does not decrease with increasing temperature, as seen in the 10% and 25% In QW systems.

To gain further insight into how the Auger coefficient value, $C_{\text{hhe}}$, is related to the electronic structure, Fig. 7 shows the $C_{\text{hhe}}$ coefficients for the different alloy configurations with respect to their valence “band” energy (lowest hole ground state) energy at 10 K. As one can see from this plot, the two configurations (Cfs 4 and 10) with the highest Auger coefficient values have the highest valence “band” energy (lowest hole ground state) energy. Such a high valence band energy value is indicative of strong carrier (hole) localization effects [59]. We also find (not shown) that the next valence state (first excited hole state), for both Cfs 4 and 10, has an energy larger than the valence “band” energy of the remaining eight configurations. This indicates that not only the hole ground state or valence “band” energy but also excited states exhibit strong localization effects. So, even at elevated temperatures, contributions from strongly localized states to the Auger coefficients can arise. The fact that these strongly localized states lead to large Auger coefficients may also support the recently discussed large trap-assisted Auger coefficients [64].
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