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Abstract

This thesis is focused on the comparison and selection of magnetic materials for high-power non-isolated dc-dc converters for industrial applications or electric, hybrid and fuel cell vehicles. The application of high-frequency bi-directional soft-switched dc-dc converters is also investigated.

The thesis initially outlines the motivation for an energy-efficient transportation system with minimum environmental impact and reduced dependence on exhaustible resources. This is followed by a general overview of the power system architectures for electric, hybrid and fuel cell vehicles. The vehicle power demand, power sources, and general dc-dc converter topologies are discussed. The dc-dc converter components are then discussed with emphasis on recent semiconductor advances.

A novel bi-directional soft-switched dc-dc converter with an auxiliary cell is introduced in this thesis. The soft-switching cell allows for the MOSFET’s intrinsic body diode to operate in a half-bridge without reduced efficiency. A mode-by-mode analysis of the converter is performed and closed-form expressions are presented for the average current gain of the converter. The design issues are presented and circuit limitations are discussed.

Magnetic materials for the main dc-dc converter inductor are compared and contrasted. Novel magnetic material comparisons are introduced, which include the material dc bias capability and thermal conductivity.

An inductor design algorithm is developed and used to compare the various magnetic materials for the application. The area-product analysis is presented for the minimum inductor size and highlights the optimum magnetic materials.

Finally, the high-flux magnetic materials are experimentally compared. The practical effects of frequency, dc-bias, and converter duty-cycle for arbitrary shapes on flux density, air gap effects on core and winding, the winding shielding effect, and thermal configuration are investigated.

The thesis results have been documented at the IEEE EPE conference in 2007 and 2008, IEEE APEC in 2009 and 2010, and IEEE VPPC in 2010. A journal paper has been accepted for publication in 2011 by the IEEE Transactions on Power Electronics.
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Chapter 1

Introduction

This chapter provides an overview of the research project background and outlines the thesis structure. The dc-dc soft-switched converter, magnetic material comparisons and inductor optimization flowchart presented in this thesis are intended for automotive or industrial use, where the size and cost are of prime importance. Thus, electric vehicle propulsion architectures are investigated and the roles of the dc-dc converter and its subcomponents in the vehicle powertrain are discussed.
1.1. Overview

Environmental concerns [1] and natural resource availability [2] are motivating drivers for technology advances in order to achieve greater energy efficiency. Drive for optimum efficiency at reasonable cost is common across the full spectrum of the power electronics industry, ranging from automotive powertrains to household appliances.

The internal combustion engine (ICE) vehicle suffers from low fuel efficiency during acceleration, and uses fuel while idling. The ICE process is irreversible and regenerative braking is impossible. On the other hand, fully electric, battery-operated vehicles suffer from limited range and long charging times. Car manufacturers are addressing these issues by merging these two approaches into hybrid electric vehicles (HEV) which combine the range of the ICE with the benefits of electric power support during acceleration, regenerative, and idling. The hybrid system can save up to 30% or more of the fuel in the urban driving cycle [5].

The battery electric vehicle (BEV) is pollution free at the point of use. However, the emissions are not eliminated, but transferred from the tailpipe into the power plant chimney [6]. The fuel cell vehicle (FCV) uses hydrogen and is often seen as the future for the on-board power plant.

Since HEV, BEV and FCV use batteries, dc-dc converters play a key role in the power system architecture as an interface between the battery and traction inverter. The task of the battery storage is very similar for the HEV and FCV and it is usually restricted to limited time periods of high-power demand such as acceleration or hill climbing; while the BEV operates solely on the battery power and the dc-dc converter, if present, operates continuously according to the power demand. The FCV may be equipped with a separate dc-dc converter as the fuel cell output voltage varies significantly with the load. The HEV, BEV and FCV architectures are discussed in [4].

Compact and efficient dc-dc converters are key components of the electric powertrain and several bi-directional topologies are already presented in [4][7]-[28]. The traction inverter dc-bus voltage may be up to 1 kV, which allows for high power and efficient operation. However, the resultant currents can still be high and are of the order of hundreds of amps. Large currents increase the electric and thermal stress on the component; thus, detailed optimization must be undertaken in order to satisfy the efficiency and size requirements. The system operating voltages must be considered as the battery and fuel cell voltages vary with load and may cause additional stress. The magnetic components should be carefully optimized to guarantee high partial-load and full-load efficiency and smallest overall size and cost.
The dc-dc converter design is constrained in a number of ways. The designer must select the optimum topology in order to satisfy the voltage and power requirements. The dc-dc converter may be low or high ripple, which is reflected in semiconductor selection. Also, a hard-or soft-switching regime may be implemented according to the design philosophy. Interleaved discrete inductor or coupled inductors may be employed. Since the required inductor parameters are given by the chosen topology and semiconductor evaluation, the magnetic component may be optimized by the appropriate material selection, core geometry, and cooling method.
1.2. Thesis Objectives

The thesis covers the wide area of power electronics in dc-dc conversion. The problem of the MOSFET body diode in the bi-directional dc-dc is addressed with a novel variation of the half-bridge non-isolated buck-boost converter with an auxiliary soft-switching cell. The soft-switching cell reduces the power loss during switching and allows for the MOSFET’s intrinsic body-diode utilization without excess power loss. The high-frequency (100 kHz) dc-dc converter operation is investigated under low- and high-ripple regimes for hard- and soft-switching. The soft-switched dc-dc converter operation is analysed in detail and a full set of the equations is developed. The converter’s operation analysis is validated by experimental results. Finally, the IGBT and MOSFET transistors operation under hard- and soft-switching is examined. The thesis provides a number of answers for the bi-directional converter operation at high-frequency regarding power limitations, advantages and frequency limits. The hard- and soft-switching regime is contrasted in order to aid the topology and semiconductor selection for the optimum dc-dc converter design.

The magnetic component is an essential part of the dc-dc converter. The inductor and transformer are traditional and well-established components of the power converter. Since the magnetic component depends on the magnetic material, the material selection is critical for an efficient design with maximized power density. In this thesis, a novel material selection approach is presented, which is suitable for dc inductors, both convection and conduction-cooled.

The magnetic material selection is verified by use of the dc-inductor design algorithm, which is developed in this thesis. The algorithm is a useful tool for inductor size investigation. The inductor design may be limited by a number of constraints, such as efficiency, maximum temperature rise, air gap length, number of turns and many more. Finally, the high-flux magnetic materials for high current dc-inductors are investigated. The study investigates the effects of frequency, dc-bias, extreme duty cycle, air gap, and thermal configuration.
1.3. General Background

We are living in a time with significant concern about climate change [31]. It is proven that global average temperatures have increased considerably in the last couple of decades.

In Earth’s history before the Industrial Revolution, Earth’s climate changed due to natural causes, generally not related to human activity. Most often, global climate has changed because of variations in sunlight. Tiny wobbles in the Earth’s orbit altered when and where sunlight falls on the Earth’s surface. Variations in the Sun itself have alternately increased and decreased the amount of solar energy reaching Earth. Volcanic eruptions have generated particles that reflect sunlight, brightening the planet and cooling the climate. Volcanic activity has also increased greenhouse gases over millions of years, contributing to episodes of global warming and cooling [31][32].

![Figure 1.1. Temperature histories from paleoclimate data (green line) compared to the history based on modern instruments (blue line) suggest that global temperature is warmer now than it has been in the past 1,000 years, and possibly longer [31].](image)

Models predict that Earth will warm between 2 and 6 degrees Celsius in the next century. While global warming has happened at various times in the past two million years, it has usually taken the planet about 5,000 years to warm 5 degrees. The predicted rate of warming for the next century is at least 20 times faster. This rate of change is extremely unusual [31].

Environmental concerns are not the only ones as the modern world is based on the availability of crude oil. The oil-fired transportation system is a major contributor to global greenhouse gas emissions, but limited resources of crude oil and increasing instability in the security of their supply diverts attention towards alternative technologies such as hybrid, electric, fuel cell, compressed air, and fly-wheel-based vehicles. The development of alternative and more efficient transport is essential for the economic and environmental sustainability.
Figure 1.2. Ultimate world crude oil production based upon initial reserves of 1250 billion barrels [33].

The peak of production and world reserves for oil, as shown in Figure 1.2, were characterized by M. King Hubbert in 1956 [33] and is known as the Hubbert peak theory.

The crude oil price is strongly related to demand and supply as well as to the political situation and speculation [35]. Figure 1.3 shows the monthly averaged oil prices since 1946 adjusted for inflation in August 2010 dollars using the Consumer Price Index (CPI-U) as presented by the Bureau of Labour Statistics [36][37].

Note that the fall from the 1979 peak took until 1986 (7 years) to fall as much (percentage wise) as it lost in only six months in 2009. The absolute crude oil price peaked on the 11th of July 2008 reaching a record of $147.27.

The crude oil price does not reflect the real problem. Even a price of $100 or $200 per barrel would not increase crude oil resources nor stop people from filling up tanks. Thus, the development of alternative crude-oil-independent propulsion is essential for sustainability. The efficient and wise use of the crude oil resources would extend the oil era until a new energy source is fully developed.
1.4. Electric Vehicle Propulsion Architecture

The internal combustion engine (ICE) is an essential component of the modern vehicle propulsion system. It is the well known concept invented in 1876 by Nicolaus Otto. Since 1876 ICEs have been evolving and present ICEs are similar to the original prototype only by their operating principles. The modern ICE is a masterpiece of advanced technology. The ICE can be divided by ignition type: spark-ignited petrol engines and diesel engines. The classical ICEs are 2- or 4-stroke, which literally mean 1 or 2 crankshaft revolutions per working cycle. However, there are other types of ICEs which have been less popular in traditional powertrain system. The Wankel rotary piston engine is offered only in the Mazda RX-8. The Atkinson cycle engine is designed to provide high efficiency at the expense of lower power density and has found its place in hybrid electric vehicles such as the Toyota Prius and Ford Escape.

The main ICE vehicle elements are the ICE, gearbox, and transmission. A simplified ICE-based vehicle propulsion is presented in Figure 1.4. The ICE is predominantly fed by gasoline or diesel, but alternative solutions do exist and some cars are fed by CNG, LPG, or biofuels. A hydrogen-powered ICE was developed by BMW in the mid 90’s, but it appears to be an expensive approach with marginal efficiency gains.

![Figure 1.4. Traditional ICE-based powertrain.](image)

The ICE vehicles produce significant tailpipe emissions and these gasses require significant treatment before they can be exhausted. The ICE’s overall low drive cycle efficiency, poor transient efficiency, and idling energy loss are problem areas. Also, the braking energy cannot be recovered. The typical ICE vehicle efficiency is about 13 % according to [39].

The hybrid electric vehicle (HEV) combines the ICE with the electric motor and electric battery storage. The major challenges for HEV design are managing multiple energy sources, and are highly dependent on driving cycles, battery sizing, and battery management. HEVs take advantage of the electric drive to compensate for the inherent weaknesses of the ICE. The HEV electric drive optimizes the ICE operation in the high efficiency area and also reduces idling, supports power transients while accelerating, and use regenerative braking instead of mechanical braking during deceleration and downhill driving [4].
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Traditionally, HEV are classified into two fundamental categories: series and parallel. The functional block diagrams of series and parallel HEVs are presented in Figure 1.5 and Figure 1.6, respectively. A key feature of the series hybrid is to couple the electric power from the ICE/generator and the battery to supply the electric power to propel the wheels, while the key feature of the parallel hybrid is to couple the mechanical power from the ICE and the electric motor to propel the wheels.

Other HEVs propulsion systems are available e.g. the series-parallel hybrid is a direct combination of both the series and parallel hybrids which allows for energy flow directly from the ICE to the battery.

Due to the variations in HEV configurations, different power control strategies are necessary to regulate the power flow to or from different components. These control strategies aim to satisfy a number of goals for the HEV. The four key goals are: maximum fuel economy, minimum emissions, minimum system costs, and good driving performance.

In general, the hybrid electric vehicle offers the following benefits as compared with the conventional engine: potentially less maintenance, better gas mileage, reduction in air pollution and subsequent greenhouse gas (CO₂) emissions and petroleum use, less noise and vibration, improved acceleration, and the ability to operate various appliances with the engine off.
The hybrid vehicle is an intermediate step towards complete vehicle electrification. If the ICE is removed from the HEV the vehicle becomes the battery electric vehicle shown in Figure 1.7. The battery provides energy for entire vehicle and can be charged either from the household socket or high power charger.

The fuel cell vehicle (FCV) can be considered as the ultimate solution allowing for independent long-range operation with zero emissions. As shown in Figure 1.8, the FCV structure is the same as for series HEV [4].

The presented vehicle system configurations are the most common. However, many configurations are reported in literature and gathered in [39] and [40]. In general, the fuel cell can be connected to the system dc-bus directly or through the dedicated uni-directional dc-dc converter as the fuel cell is an irreversible source of electrical energy. Due to the poor time response it is necessary to support the fuel cell with a supercapacitor or battery pack from the impact of high energy instantaneous transients and braking energy recuperation. The battery pack or supercapacitor itself may be connected directly to the dc-bus or through the bi-directional dc-dc converter.

In transportation, hybrid vehicles offer significant advantages over the internal combustion engine alone as improved fuel efficiency directly translates into reduction of tailpipe emissions. The ICE supported by an electric motor can be optimized and downsized allowing for the most efficient fuel usage, while maintaining the same performance.
1.5. A DC-DC Interface For Electric Vehicle

As shown in the previous section the dc-dc converter couples the fuel cell or battery to the vehicle’s inverter dc-bus. In general, the isolation between primary and secondary of the powertrain dc-dc converter is not necessary, but isolation is required for grid-connected chargers [7][11][27]. This divides available topologies into groups suitable for each application. Moreover, the fuel cell and battery have output characteristic voltages which are a function of many constraints. The terminal voltage variations as a function of the power and state of charge for the fuel cell and Li-ion battery are shown in Figure 1.9 (a) and (b), respectively.

![Figure 1.9. Output characteristic of: (a) fuel cell voltage and current vs. normalized power; (b) and lithium based battery voltage vs. state of charge [45][46].](image)

The fuel cell terminal voltage at full load can be reduced compared to the no-load voltage. The fuel pressure and fuel flow affects the terminal voltage as well, but this is usually kept under control. Thus, the fuel cell dc-dc converter has to deal with significant input voltage variation.

Since a single fuel cell produces approximately only 1 V, it has to be stacked into a module in order to provide a high terminal voltage; some vehicle prototypes use fuel cell stacks of 200-400 V. However, reliability issues can reduce the fuel cell stack voltage to the range of 100 V as explained in [46]. Therefore, the high boost ratio is another challenge for the dc-dc converter design and some solutions are already proposed [47].

The battery terminal voltage varies with the state of charge and the electrode material as shown in Figure 1.9 (b) for lithium-based batteries. The terminal voltage variability is lower than for the fuel cell and some batteries may have flat voltage characteristics. The terminal voltage depends as well on the discharge current rate and the battery temperature [48].

There are many battery chemistries available, but only a few are suitable for use in an electric or hybrid vehicle. Battery cells differ by their chemistry and electrode technology. Some
batteries have a high energy density but relatively low specific power, while others have a lower energy density but a very high power.

The battery chemistry sets the cell voltage which ranges between 4 V for Li-ion to 1.2 V for NiMH. Thus, similar to the fuel cell, the battery cells are stacked to form high voltage packs. The battery cell is fragile for deep discharging, over charging, over current, and high and low temperatures which may compromise its safety. Therefore, an individual cell management system is an inherent part of the battery pack.

### 1.5.1. DC-DC Converter

The dc-dc converter is an essential part of the vehicle powertrain for fuel cell vehicles and is often used in battery-electric and hybrid-electric vehicles. There is a great variety of dc-dc converter topologies suitable for the fuel cell or battery interface. The following sections outline the basic topologies for the vehicle charger and powertrain.

The hybrid or electric vehicle power train does not require galvanic isolation [4][7][8][11][13]. Typically, the battery or fuel cell voltage is significantly lower than the main dc-bus voltage and, assuming that the battery voltage is never higher than the dc-bus voltage, a simple bi-directional buck-boost converter can be employed as shown in Figure 1.10 (a) [7][27]. The simple half-bridge buck-boost topology allows for an energy conversion from the low voltage source to a high voltage in boost mode and from the high voltage to low in buck mode. If the battery voltage is similar to the main dc-bus, a bi-directional cascade converter may be employed shown in Figure 1.10 (b) [7][8][9]. The cascade converter allows for the smooth battery or supercapacitor operation with the dc-bus, where the storage unit voltage may be higher or lower than the dc bus according to the state of charge.

The single-phase buck-boost converter, as used in the Toyota hybrid system, shows relatively low part-load efficiency. The multi-phase interleaved buck-boost was developed with phase disabling in order to increase part-load efficiency [8][11]. The interleaved converter with discrete phase inductors is shown in Figure 1.10 (c). The advantage of the interleaved converter is significant as input and output capacitance is reduced due to current ripple cancellation. Advanced magnetic design approaches may also further reduce the converter size. An interleaved buck-boost converter with inter-phase magnetic coupling is presented in Figure 1.11 (a) [13][14]. The magnetic coupling introduces a transformer and allows for a significant inductance reduction.
Figure 1.10. Non-isolated dc-dc converter: (a) buck-boost, (b) cascade, (c) interleaved buck-boost.

Figure 1.11. Non-isolated dc-dc converter: (a) interleaved buck-boost with inter-phase coupling, (b) Z-source inverter.

Figure 1.12. Non-isolated dc-dc converter: (a) soft-switched buck-boost, (b) interleaved buck-boost with diode soft switching.

Figure 1.13. Non-isolated buck-boost with auxiliary soft-switching cell.
For FCVs, the fuel cell voltage to the inverter decreases with an increase in the power drawn from the fuel cell. Therefore, the obtainable output voltage of the traditional PWM inverter is low at high power resulting in an over-sized inverter and motor. The dc-dc boosted PWM inverter does not have this problem but the extra dc-dc stage increases the cost and complexity of the circuit, and reduces the overall system efficiency. The Z-source inverter provides single stage power conversion, higher efficiency and a reduced system component count. Figure 1.11 (b) presents the Z-source inverter [15].

The dc-dc converter efficiency may be increased by employing soft-switching techniques. While ac resonant-based converters can operate without significant topology change, a dc-dc converter requires a complex system for a soft-switching operation. There is great variety of the soft-switching dc-dc converters. Figure 1.12 (a) and (b) shows soft-switched converters with magnetic coupling. The converter shown in Figure 1.12 (a) uses an auto-transformer linked with the auxiliary half bridge in order to achieve zero-voltage transition and zero-current transition as explained in [16]. The multiphase converter presented in Figure 1.12 (b) uses inter-phase coupling in order to achieve soft-switching as explained in [17]. Note that magnetic coupling is different than for the interleaved converter shown in Figure 1.11 (a). The diode’s turn off process is softened by controlling the diode’s current fall. A frequency adjustment is necessary in order to keep the system in the minimum recovery loss region. The dc-dc converter with an auxiliary cell with the voltage source is shown in Figure 1.13. The soft-switching auxiliary cell for a bi-directional converter is the main subject of Chapter 2; the main advantage of this quasi-resonant topology over the others is the minimized stress on the components.

The generalized analysis of soft-switching dc-dc converters is presented in [18]. The soft switching is obtained by increased cell complexity. In general, a soft-switching cell or snubber takes over the diode turn-off process by limiting the rate of change of current. The cell often provides for the zero voltage turn-on of the main transistor.

A natural commutation or zero-crossing conduction mode for 2-quadrant converters may be employed for the soft switching operation as explained in [20]. The switching frequency may be modulated in order to improve efficiency.
1.5.1.1. Hard Switching vs. Soft Switching

The basic non-isolated dc-dc converter is composed of semiconductor power switches, diode and transistor, and LC filtering network. Some other converters may use a transformer to provide galvanic isolation.

The transistor operation is penalized by the power loss due to turn-on and turn-off transients. The switching power loss during transient is equal to the product of current and voltage across the switch, as shown in Figure 1.14. The energy lost during a single switching period limits the maximum energy transferred through the switch and affects converter efficiency. The switching power losses sets the operating frequency area for the switch as the switching power losses becomes a significant contributor as frequency increases.

The silicon-based diode suffers significant power loss due to reverse recovery. The reverse-recovery power loss depends on several factors such as temperature, initial current and switching current rate of change. Due to reverse recovery the diodes power loss can be a significant contributor to the total semiconductor losses. Some low power loss alternatives exist, but are beyond the scope of this thesis due to high cost and availability for a high power converter.

The switching power loss phenomenon is well known and recognized as in [49]. A number of snubber circuits were developed throughout the years in order to reduce switching power losses. The snubber circuitry softens the voltage and current transients and allows for so called soft-switching. Typical soft-switching waveforms are illustrated in Figure 1.15. As shown, at turn-on the current rise may be delayed by the inductive snubber or soft-switching cell, while turn-off is usually assisted by the capacitive snubber. The diode turn-off process is usually softened by the controlled rate of change of current descend. Reference [49] is a very extensive source of knowledge of snubbers.

In general, the soft-switching allows for semiconductors switching loss reduction at the expense of increased circuit complexity and some power loss in the snubber itself. The snubber circuit requires design compromises between: cost, complexity, reliability, power loss, and circuit performance.

Note that waveforms and associated energy loss shown in Figure 1.14 and Figure 1.15 are with the same scale.
1.6. DC-DC Converter Components

DC-DC converter optimization requires an in-depth analysis of the component selection in order to satisfy given assumptions and requirements. This section briefly outlines fundamental components of the dc-dc converter such as the power switch, magnetics and capacitor. The control unit is not in the scope of this work and is omitted.

1.6.1. Power Switch

The power switch selection and optimization is the first step of the converter design as the semiconductor power devices are the main cost driver. The ideal switch should have near zero power losses, low on-state resistance, attractive thermal coefficients, fast switching speed,
low energy stored in output capacitance and freedom from charge recombination losses.

The IGBT and MOSFET transistors and the PN diode are the main components for the automotive power converter design. The IGBT and PN diode are minority carrier (bipolar) devices while the MOSFET is a majority carrier (unipolar) device. Currently silicon-based power devices dominate; however, advanced materials such as silicon-carbide, SiC, and gallium-nitride, GaN, are under development. Only SiC Schottky diodes are already available in high volume, while SiC transistors are still at the prototype stage. Low voltage GaN devices are already available.

The Si-based devices are penalized by intrinsic silicon properties. The p-n junction charge is substantial and it is the main contributor to the switching power loss in bipolar devices. The Si-based bipolar diode suffers significant reverse-recovery loss. The IGBT is penalized by so-called tail current, which increases turn-off power loss. Both the IGBT and diode are unidirectional and often the IGBT is equipped with an anti-parallel diode.

The MOSFET transistor is a majority carrier device, which is controlled by voltage at the gate electrode. However, the MOSFET is penalized by the anti-parallel intrinsic body diode. This diode has very poor reverse recovery characteristic, and the MOSFET’s application is limited to the topologies where the body diode does not have a significant effect on the circuit performance.

The Si-based devices are in continuous development. The structure optimization is a key challenge. The main improvements are achieved through conductivity modulation and electric-field reduction.

The IGBTs are improved by conductivity modulation and the state-of-art is the thin-wafer punch-through IGBT where the electric field and stored carrier during the on-state is optimized. The IGBT is an excellent power switch for high voltage circuits from 300V up to several kV. Unfortunately, the switching power loss limits the operating frequency of the IGBT to low to medium frequencies, although some lower powered 100 kHz devices are available [51][52].

The power MOSFETs revolutionary concept of E-field reduction is termed the super junction. The concept is also known commercially as RESURF or COOLMOS. The super junction concept is based on charge compensation across the p-n junction. For the same doping profile, the electric field across the super junction is much lower than in the conventional p-n junction. Therefore, a much higher breakdown voltage is achieved [50]. The super junction MOSFET can handle more power than the conductivity modulated IGBT, and does so at a much lower switching loss because of the absence of storage charges. Note that the MOSFET is typically penalized by a significantly higher output capacitance than the IGBT, which may result in parasitic ringing when combined with the low channel resistance.
The typical Si-based semiconductor devices application range is shown in Figure 1.16. The power MOSFETs are usually limited to 1.2 kV devices while available IGBTs are rated up to 6.5 kV [53].

The Si-based devices reach structural and material limits and further improvement requires either significant technological changes or new materials. Devices based on wide-band gap (WBG) materials SiC and GaN are under development and are now being commercialized.

![Figure 1.16. Application of various device types](image)

SiC and GaN and other wide-band-gap semiconductors offer significant advantages in high power applications as their critical electric field for avalanche breakdown is much higher than silicon. This allows for building thinner layers and lower conduction power losses. The intrinsic concentration is much lower for SiC and GaN than for Si. Therefore, WBG devices do not suffer from the stored charge effect and switching power loss is reduced. WBG semiconductors allow for high voltage Schottky diodes of excellent performance. Also, SiC and GaN allow for high temperature operation up to 250 °C, while Si is limited to 175 °C. Additionally, SiC has over two times higher thermal conductivity than Si and GaN which allows for more efficient heat removal [50].

Today, the largest applications in potential SiC revenue remain power factor correction, uninterruptible power supply and ac motor drives. In the future, EV/HEV and inverters for PV installations will take the lead exhibiting higher CAGR (>15%/year) [56]. “Cost issues slowdown SiC penetration and we only forecast approximately 4% of the overall Silicon-based power discrete market to be displaced by SiC in 2019” is noted in [56].

The entrance of SiC into the EV/HEV field has been postponed to 2014 as no switch has yet reached large volume production and car makers are still improving silicon IGBT technology. Many of the current or new entrant EV/HEV manufacturers are working on both GaN and SiC [56].
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1.6.2. Magnetic Component

The magnetic component is a second-largest cost contributor of the converter. Magnetics for high power converters are usually custom designed. Major concerns are the size, weight and efficiency, as the inductor or transformer may be the single heaviest component in the entire converter. In-depth magnetic material and design analysis allows for an efficient and compact inductor as it is critical for overall dc-dc converter size, cost and power loss reduction.

A significant portion of this thesis is devoted to the magnetic design. Detailed magnetic material selection and state-of-art magnetic materials are compared and contrasted using a novel performance factor presented in Chapter 3. Inductor size analysis based on the purpose-developed inductor design algorithm is presented in Chapter 4. The experimental material comparison, algorithm validation and fundamental design issues are investigated in Chapter 5.

1.6.3. Capacitor

The capacitor is usually the last, but not least component of the design optimization. The capacitor size follows the converters input and output voltage ripple requirement [87].

There is a variety of capacitors available to the designer [60][61][62]. In general, every single capacitor is characterized by capacity, equivalent series resistance, maximum operating voltage and current ripple, and operating temperature range. The capacitance and resistance constitutes the capacitor dynamics and affect the transient response, which is critical for high frequency converters. It is very easy to link the capacitance with capacitor size. In general, capacitor selection is not an extremely challenging task and usually is limited to the type of the capacitor and its properties.

The topology selection and operating regime is a very important when it comes to the capacitor sizing. The capacitor size can be reduced if a low-current ripple is employed. High-frequency operation usually reduces the capacitance requirement, but the capacitor may be penalized by increased power loss.

In general, the capacitor sizing is closely linked with the magnetic component sizing, and the two components should be considered together for system optimization.
1.7. Thesis Structure

The thesis is organised into 6 chapters. The research motivation and background of the bi-directional dc-dc converters role in the electric vehicle powertrain has been presented in this introductory chapter. Also, a brief overview of batteries, fuel cells, and bi-directional dc-dc converters topologies have been presented.

The soft-switched quasi-resonant bi-directional high-frequency dc-dc converter is proposed and investigated in Chapter 2. Detailed mode-by-mode analysis of the soft-switching cell converter operation is presented and an averaged model developed. The theoretical considerations are validated by the experimental results. The hard- and soft-switched converters are compared and contrasted. The limitations and advantages of the soft-switched converter over the traditional hard-switched counterpart are explained. The soft-switching converter operation at frequencies above 100 kHz proves that soft-switching enables the new operating area for traditional off-the-shelf components. A short discussion on new semiconductor advances is provided.

Chapter 3 introduces novel performance factors for magnetic material comparison for convection- and conduction-cooled transformers and ac and dc inductors. The magnetic materials comparison from various vendors is presented.

A custom inductor design algorithm is developed in Chapter 4. A number of designs are compared and contrasted.

Chapter 5 presents an experimental investigation of high-flux magnetic materials for high-current dc inductors. The algorithm developed in Chapter 4 is validated with experimental results. The study investigates the effects of frequency, dc-bias, extreme duty cycle, air gap, and thermal configuration.

Finally, the summary, conclusions and suggestions for future work are collected in Chapter 6.
Chapter 2

A Soft-Switched DC-DC Converter

High-power and high-density bi-directional dc-dc converters are key component of the efficient energy management in industrial applications and in automotive battery power systems. The cost, efficiency and size of the converter are usually the main constraints for a system designer. Especially for high-volume industrial and automotive products cost is a critical factor. Semiconductor devices are the main cost contributor followed by the magnetic component. Thus, special attention is paid to the semiconductor size optimization including switching and conduction power loss reduction. Semiconductor power loss reduction can be achieved by technological improvements and by employing soft-switching techniques for switching power loss reduction. Soft-switching usually removes switching power loss from the switches at cost of the auxiliary circuit and thus, increases complexity.

In this chapter a novel variation of a bi-directional dc-dc converter with an auxiliary auto-transformer based soft-switching cell is presented. The converter’s mode-by-mode operation is analysed and closed-form expressions are presented for the average current gain of the converter. The expressions are validated by simulation and experimental results. The circuit limitations are discussed.

Two well established buck-boost converters have been designed and constructed in order to compare their performance relative to the novel soft-switching cell which has been developed in this chapter. The first of these uses a high-ripple regime together with MOSFET’s using a bipolar current mode of operation to achieve soft-switched commutation. The second is a conventional low-ripple hard-switched bi-directional dc-dc converter using IGBT devices together with co-packaged ultrafast diodes.

The experimental results show that the soft-switching converter allows for operation at elevated frequency with high efficiency and low current ripple. The free-wheeling diode power loss is reduced; thus, intrinsically the MOSFET’s poor diode can be employed without penalty. The soft-switching cell allows for efficient operation beyond 100 kHz.

Part of the work presented in this chapter has been published at the EPE 2007 conference.
2.1. Introduction

The use of a bi-directional dc-dc converter as the power management interface between a high-voltage main bus and a low-voltage battery storage unit is becoming a standard solution in many industrial applications and in Hybrid Electric Vehicles (HEV’s). In particular, the HEV requirement for high power levels with restricted weight and volume favours non-isolated topologies as the electrical isolation is not required [7]. As the interface between the battery pack and the main power bus, the converter design is constrained in number of ways. The voltage from a high-voltage battery pack varies typically from 150 V to 350 V, a significant change which depends upon the state of charge of the battery. The main power bus may be of the order of 650 V or more [10][11][29][30]. The converter is required to transfer power to, or from, the battery pack depending on the balance of power available from all power sources and the required output traction and auxiliary load powers.

Low and medium frequency, IGBT-based, hard-switched converters are widely used. Higher switching frequencies result in lower passive component size and are employed for a compact design [63]. However, at the higher operating frequencies, semiconductor switching losses become a dominant factor in the system power loss. To limit switching losses, snubbers, soft switching cells or a high current ripple regime can be employed. The use of a soft-switching cell eliminates turn-on losses in the main power devices at the expense of increased circuit complexity and some smaller losses in the soft switching cell itself.

The magnetic component can be reduced as frequency increases as will be shown in Chapter 4 and in [63]. However, the maximum allowable magnetic component current ripple must be reduced at elevated frequency due to power loss limitations. Thus, size reduction does not strictly follow the frequency increase. A high-frequency and high-ripple operation is usually penalized by eddy current effects and therefore high-frequency operation with a high current ripple may lead to multiphase design as shown in [11]. In general, a high power inductor tends to operate at rather low current ripple at high frequency e.g. about 15-30 % at 100 kHz for an amorphous based inductor as will be shown in Chapter 4.

In order to identify the most appropriate solution, this research proposes and investigates a novel variant of the non-isolated bi-directional half-bridge dc-dc converter, which is based on a previously-published autotransformer soft-switching cell [28][64]-[66]. The chosen circuit permits use of intrinsic body diode of MOSFET transistors. It is widely known that the body diode is a major constraint in bi-directional dc-dc MOSFET applications and limits somewhat the benefits of the MOSFET structure. The MOSFET is successfully used in uni-directional dc-dc converters e.g. buck and boost with a discrete fast-switching, soft-recovery free-wheeling diode. However, in the bi-directional converter, both of the diodes take a part in energy
processing. The intrinsic diode-recovery-loss phenomenon is a significant factor in the total power balance. The proposed topology uses intrinsic body diodes with a soft-switching cell which facilitates the body-diode’s turn-off process, thus limiting the associated losses. Inevitably, however, this results in an additional loss in the soft-switching cell.

While the use of the soft-switching cell improves the overall efficiency of the bi-directional MOSFET-based converter, it can significantly reduce the average pole voltage as a function of operating duty-cycle. An accurate analysis of this phenomenon is quite involved. This chapter presents novel normalised expressions for the average pole voltage and the output current gain of the bi-directional cell. The full mode-by-mode analysis is provided. The results include the combined effects of controlled-diode turn off, resonant-pole-voltage turn-on and turn-off transitions, as well as the impact of output-current ripple. Consequently, closed-form expressions are derived for the duty cycles corresponding to discontinuous conduction operation in both directions. The accuracy of these equations, which are useful from a design perspective, is verified through corresponding PSpice simulations and confirmed by experimental results. The soft-switched cell converter component selection and limitations are outlined. As well as the detailed analysis, a performance comparison with a high-ripple MOSFET-based converter and a low-ripple IGBT-based converter, all operating at 100 kHz, is presented.

2.2. The Topology of Choice

The topologies investigated in this research are a conventional bi-directional dc-dc converter and novel variant of soft-switching converter with auxiliary switching cell shown in Figure 2.1 (a) and (b), respectively. Energy can be transferred in both directions; in boost mode from $V_1$ to $V_2$, and in buck mode from $V_2$ to $V_1$.

The hard-switched converter comprises a standard half-bridge switching pole, while the auxiliary voltage based soft-switching cell [28],[64]-[66] is introduced in the soft switching converter. The soft-switching cell was previously proposed for uni-directional converter and this work introduces cell’s modification for bi-directional operation. The cell comprises an autotransformer, two uni-directional auxiliary switches and two free-wheeling diodes. The parasitic capacitance and leakage inductance are utilized in the resonant circuit operation.

![Figure 2.1. Bi-directional buck-boost converter: (a) conventional hard-switched, and (b) soft-switched.](image-url)
2.3. Soft-Switching Converter Mode-by-Mode Analysis

The bi-directional dc-dc converter operates under fixed bus voltage conditions. The soft-switched cell is used in the low-ripple current converter. The theoretical analysis presented is an extension of previous work [28], [64] and [66]. The soft-switching cell application in the bi-directional dc-dc converters requires an auxiliary transformer. The transformer mid-point with the auxiliary switch network creates an auxiliary pole voltage, \( v_{AP} \), as shown in Figure 2.1 (b).

The following normalisation parameters are defined:

\[
V_{\text{base}} = V_2, \quad Z_{\text{base}} = \frac{L_r}{2C_r}, \quad I_{\text{base}} = \frac{(1-a)V_{\text{base}}}{Z_{\text{base}}}
\]

\[
\omega_{\text{base}} = \omega_0 = \frac{1}{\sqrt{L_r 2C_r}}, \quad V_{\text{in}} = \frac{V_1}{V_{\text{base}}}
\]

where \( L_r \) and \( C_r \) are the resonant inductance and capacitance used to achieve soft-switching of the pole. The converter is symmetrical in operation, with the autotransformer, of turns ratio \( a \), being used to divert current from the main diodes \( D_U \) and \( D_L \) in a controlled manner during their respective turn-off intervals. It is this turns ratio which defines the boundary of SS operation as described previously [28][64]. Since it is a bi-directional converter it can operate in continuous or discontinuous-current buck or boost modes. The following notation is used: \( t_{\text{onSU}} \), \( t_{\text{onSAU}} \), \( t_{\text{onSAL}} \), \( t_{\text{onSL}} \), are on-time signals applied to the drivers of upper-main-transistor, upper-auxiliary-transistor, lower-main-transistor and lower-auxiliary-transistor respectively; \( L \) and \( r \) are the main filter inductance and ESR, \( Z_0 \) is the resonant impedance, \( \omega_0 \) is the resonant radian frequency, \( L_m \) is the transformer magnetizing inductance, \( i_r \) is the resonant inductor current, \( i_{DU} \) is the upper-diode current, \( i_{DL} \) is the lower-diode current, \( i_{SU} \) is the upper-switch current, \( i_{SL} \) is the lower-switch current, \( i_L \) is the main-inductor current, and \( v_{AP} \) is the main-pole voltage.

The detailed converter steady-state analysis encompasses ten distinct modes over a single switching period. Figure 2.2 shows the detailed modes and Figure 2.3 presents the relevant waveforms. Buck operation at 500 kHz operating frequency is taken as an example. The waveforms were produced using a Pspice simulation of an idealised soft-switched converter with the following conditions: \( V_1 = 125 \) V, \( V_2 = 250 \) V, \( L = 50 \) \( \mu \)H, \( r = 0.5 \) \( \Omega \), \( L_r = 4 \) \( \mu \)H, \( C_r = 2 \) nF, \( L_m = 8.65 \) mH, \( a = 0.34 \), \( t_{\text{onSU}} = 1.3 \) \( \mu \)s. The main and auxiliary signals to the upper or lower transistors pair are applied to their drivers at the same time. Time \( t_{\text{onSAU}} \) is set arbitrary at 0.9 \( t_{\text{onSU}} \). The main-switch driver employs a zero-voltage detection circuit across the switch which guarantees that the main switch goes into conduction only when the drain-source voltage is near zero [28][66].
Mode 0 ($t < 0$): In this mode, the load current is free-wheeling through the lower diode $D_L$. The main and auxiliary pole voltages are zero ($v_P = 0, v_{AP} = 0$).

Mode 1 ($0 \leq t < t_1$): Both of the gate-drive signals for the upper switches are applied but the actual gate drive to $S_U$ is inhibited by its local ZVS circuitry. The SS-cell starts to reduce the current in the main diode $D_L$ with a constant $di/dt$ ratio. A magnetizing current in the SS transformer starts to builds up. Since the upper auxiliary switch is on, the aux. pole voltage: $v_{AP}$ equals $V_2$ and magnetizing current starts building up while the main pole voltage is zero. The resonant inductor current, lower diode current, Mode 1 time duration and magnetizing current are given by:

$$i_r(t) = \omega_0 I_{base} t$$  \hspace{1cm} (2.3)

$$i_{DL}(t) = I_{L_{min}} - i_r(t)$$  \hspace{1cm} (2.4)

$$\Delta t_1 = \frac{I_{L_{min}}}{\omega_0}$$  \hspace{1cm} (2.5)

$$i_m(t) = \frac{V_2}{L_m} t$$  \hspace{1cm} (2.6)

where $I_{L_{min}}$ is the normalised main inductor current, $I_{L_{min}} = I_{L_{min}}/I_{base}$. 

Figure 2.2. Detailed converter modes, buck mode.
Figure 2.3. Operation waveforms, buck mode.

**Mode 2** ($t_1 \leq t < t_2$): When the cell resonant-inductor current, $i_r$, reaches the main inductor current, $I_{L_{\text{min}}}$, a resonant pole voltage transition begins. The main pole voltage resonates to $V_2$, where it is clamped by the upper diode $D_U$. The magnetizing current continues to increase as given by (2.6). The cell resonant current, main pole voltage and Mode 2 time duration are as follows:

$$i_r(t) = I_{L_{\text{min}}} + I_{\text{base}} \sin \omega t$$  \hspace{1cm} (2.7)

$$v_p(t) = (1-a) V_2 (1 - \cos \omega t)$$ \hspace{1cm} (2.8)

$$\Delta t_2 = \frac{1}{\omega_0} \arccos \left( \frac{-a}{1-a} \right)$$ \hspace{1cm} (2.9)
**Mode 3** ($t_2 \leq t < t_3$): As the pole voltage is clamped to $V_2$ the diode $D_U$ conducts the cell current resonant component. This ensures ZVS for the main switch which now has on applied gate voltage, and again the magnetizing current continues to increase. The upper-diode current, resonant inductor current and Mode 3 time duration are calculated:

$$i_{DU}(t) = \frac{V_2}{Z_{base}} \sqrt{1 - 2a - a^2 \frac{V_2^2}{L_r}}$$

(2.10)

$$i_r(t) = I_{L-min} + i_{DU}(t)$$

(2.11)

$$\Delta t_3 = \frac{\sqrt{1 - 2a}}{a \omega_0}$$

(2.12)

**Mode 4** ($t_3 \leq t < t_4$): In this mode, the upper main switch current and the autotransformer magnetizing current continue to increase while the resonant auxiliary current decreases. The resonant current, upper diode current and Mode 4 time duration are as follows:

$$i_r(t) = I_{L-min} - a \frac{V_2}{L_r} t$$

(2.13)

$$i_{SU}(t) = a \frac{V_2}{L_r} t$$

(2.14)

$$\Delta t_4 = \frac{L_r}{a V_2} I_{L-min}$$

(2.15)

**Mode 5** ($t_4 \leq t < t_5$): At $t = t_4$, the lower free-wheeling diode $D_{FL}$ stops conducting, and the voltage across the transformer core reduces to 0. The magnetizing current is clamped at a constant level. The main pole voltage and the auxiliary pole voltage are both equal $V_2$. The magnetizing current, resonant current, upper switch current and Mode 5 time duration are given by:

$$I_{m5} = \frac{V_2}{L_m} (\Delta t_1 + \Delta t_2 + \Delta t_3 + \Delta t_4)$$

(2.16)

$$I_{r5} = \frac{I_{m5}}{a}$$

(2.17)

$$i_{SU}(t) = i_{L}(t) - I_{r5}$$

(2.18)

$$\Delta t_5 = t_{onSU} - (\Delta t_1 + \Delta t_2 + \Delta t_3 + \Delta t_4)$$

(2.19)
Mode 6 ($t_5 \leq t < t_6$): At time $t_5$, the auxiliary switch turns off. The transformer primary current, $i_r(t)$, reverses rapidly and a new equilibrium point is set with the resonant inductor current reversed as explained in Appendix A.1. Because the magnetising inductance is greater than the resonant inductance, $L_m >> L_r$, the magnetising current, $i_m$, does not change much during this mode and this change may be neglected. In this condition the magnetising current, resonant inductor current and Mode 6 time duration can be found as:

$$I_{m6} = (1-a) \left( \frac{(1-a)L_m I_{m5} - L_r I_{r5}}{L_r + (1-a)^2 L_m} \right)$$  \hspace{1cm} (2.20)

$$I_{r6} = -\frac{I_{m6}}{1-a}$$  \hspace{1cm} (2.21)

$$\Delta t_6 = t_{onSU} - t_{onSAU}$$  \hspace{1cm} (2.22)

Mode 7 ($t_6 \leq t < t_7$): The main switch turns off at $t_6$, at the same time as the lower auxiliary switch turns on, clamping the auxiliary pole voltage to the ground. The turn-off current is distributed between the auxiliary cell and the capacitive snubber. For small inductor currents, the main-pole-voltage fall time duration is decreased by the SS-cell operation in comparison to the HS snubber case. The maximum fall time occurs when the main inductor current, $I_{L_{-max}}$, equals zero, and then is equal exactly to $\Delta t_2$. The impact of the cell on the pole voltage fall time becomes negligible for the higher current. This feature allows for soft switching at turn off over the full converter operating range. When the main switch turns off, the autotransformer demagnetizing process begins. The extended analysis of mode 7 is provided in Appendix A.2. Note that uni-directional variants of this converter [28][66] revert to a hard switching mode at low turn-off currents. The soft-switching cell assists the turn-off process by injecting the extra current into the pole, speeding up the resonant capacitor recharging in a similar manner as for the turn-on process. The magnetising current, resonant current, main pole voltage and Mode 7 time duration are as follows:

$$i_m(t) = I_{m6} - \frac{V_2}{L_m} t$$  \hspace{1cm} (2.23)

$$i_r(t) = -\left[ \frac{i_m(t)}{1-a} + I_{base} \sin \omega_0 t - I_{L_{-max}} (1 - \cos \omega_0 t) \right]$$  \hspace{1cm} (2.24)

$$v_p(t) = V_2 - (1-a) V_2 \left[ (1 - \cos \omega_0 t) + I_{L_{-max}} \sin \omega_0 t \right]$$  \hspace{1cm} (2.25)

$$\Delta t_7 = \frac{1}{\omega_0} \arccos \left[ -a + I_{L_{-max}} \sqrt{1 - 2a + (1-a)^2 I_{L_{-max}}^2} \right]$$  \hspace{1cm} (2.26)
Mode 8 \((t_7 \leq t < t_8)\): At \(t = t_7\), the pole voltage, \(v_p\), falls to zero. The excess of the resonant current in the resonant inductor decays until it reaches the transformer magnetizing-current \(i_r(t_8) = \frac{i_m(\Delta t_8)}{1-a}\). During this time, the transformer is demagnetising, as governed by (2.23). The auxiliary pole is clamped to zero volts through switch \(S_{al}\). The resonant-current value at \(t_7\), at the actual resonant current, the lower-diode current and the Mode 8 time duration are given by:

\[
i_r(t_7) (\Delta t_7) = -\left[\frac{L_m I_{m6} - V_2 \Delta t_7}{(1-a) L_m} + I_{base} \sin \omega_0 \Delta t_7 - I_{L-max} \left(1 - \cos \omega_0 \Delta t_7\right)\right]
\]

(2.27)

\[
i_r(t) = i_r(t_7) (\Delta t_7) + \frac{V_2}{(1-a) L_m} t + a \frac{V_2}{L_r} t
\]

(2.28)

\[
i_{DL}(t) = I_{L-max} + i_r(t)
\]

(2.29)

\[
\Delta t_8 = \frac{I_{base} \sin \omega_0 \Delta t_7 - I_{L-max} \left(1 - \cos \omega_0 \Delta t_7\right)}{a V_2}
\]

(2.30)

Mode 9 \((t_8 \leq t < t_9)\): At time \(t = t_8\), the transformer mid-point potential is no longer clamped. The magnetising current, resonant-inductor current, auxiliary-pole voltage, Mode 9 time duration and lower-diode current are as follows:

\[
i_m(t) = I_{m6} - \frac{V_2}{L_m} \left(\Delta t_7 + \Delta t_8\right) - \frac{V_2}{(1-a) L_m} t
\]

(2.31)

\[
i_r(t) = \frac{-i_m(t)}{1-a}
\]

(2.32)

\[
v_{AP} = -\frac{a}{1-a} \frac{V_2}{L_m}
\]

(2.33)

\[
\Delta t_9 = \frac{(1-a) L_m}{V_2} \left[I_{m6} - \frac{V_2}{L_m} \left(\Delta t_7 + \Delta t_8\right)\right]
\]

(2.34)

\[
i_{DL}(t) = I_{L-max} + \frac{i_m(t)}{1-a}
\]

(2.35)

Mode 10 \((t_9 \leq t < t_{10})\): In this final mode, the load current is free-wheeling through the lower diode \(D_L\), \(i_L(t) = i_{DL}(t)\). The transformer is demagnetised and thus completes the PWM switching cycle. The main and auxiliary pole voltages are zero, \(v_p = 0\), \(v_{ap} = 0\) and the Mode 10 time duration is

\[
\Delta t_{10} = T - (t_{onSU} + \Delta t_7 + \Delta t_8 + \Delta t_9)
\]

(2.36)
2.4. Soft-Switching Converter Operation

The hard-switched (HS) and soft-switched (SS) converters are assumed to operate under fixed bus voltage conditions and the converter average output current gain is investigated. In the case of the hard-switched topology, the pole voltage has an approximately square wave shape; while the soft-switching converter’s pole-voltage is affected by both the turn-on and turn-off mechanisms as shown in Figure 2.4. Note that in a HS converter some volt-seconds are lost during the turn on process, but this loss is compensated during the turn-off. However, the SS converter displays significant volt-second loss during the turn-on process. This results in a SS converter current gain that can differ significantly from the HS case and has to be accounted for in the expression for the overall converter gain.

![Figure 2.4. Volt-seconds loss due to soft-switching cell operation.](image)

Taking the buck mode with positive output current as an example, which is shown in Figure 2.1b and the respective waveforms in Figure 2.3, it is assumed initially that the diode, $D_L$, of the lower switch, $S_L$, is conducting at time $t = 0$. Thus, Mode 1 commences when the auxiliary switch, $S_{AU}$, is turned on in order to turn-off the lower diode, $D_L$, under a controlled rate of change of current. The current in the resonant inductor, $L_r$, rises linearly and the mode ends when the resonant inductor current reaches the output inductor current, $i_L(t)$, and the main diode, $D_L$, turns off. It is assumed with reasonable accuracy that the normalized minimum output inductor current taking ripple into account occurs at this instant, $i_{L,min} = I_{L,min}$. Mode 2 consists
of the second-order resonance, during which time the voltage at the pole rises to the input voltage, $V_2$. After the resonant swing time, $\Delta t_2$, the main upper switch, $S_U$, can be turned on under zero-voltage conditions. As described above, further modes then occur during which time the current in the auxiliary circuitry is reduced to zero. The final mode of interest, designated here as Mode 7, is the turn off of $S_U$ which occurs at a reduced loss due to the action of the resonant capacitors, $C_r$. Importantly, in the converter control strategy which is implemented here, the lower auxiliary switch, $S_AL$, is turned on at this time, thus injecting an additional current contribution into the pole to assist in the soft-switching of $S_U$ down to zero load current. It is assumed that this commutation occurs at the maximum output inductor current, $I_{L_{n-max}}$. The time taken for the turn-off transition in Mode 7 is given by (2.26).

In the hard-switched converter, the average normalised output current is given by:

$$I_{Ln-ideal} = d - V_{in}$$

(2.37)

where $d = \frac{t_{on}}{T}$ is the duty cycle at the switching frequency $f = \frac{1}{T}$ of the converter and

$$I_{base-ideal} = \frac{V_2}{R}$$

and $R$ is the ESR of the output filter inductor.

However, in the bi-directional auxiliary pole converter, appreciable volt seconds can be lost in each cycle due to the action of the soft switching circuit and the prediction of the output current as a function of duty cycle using (2.37) can be very inaccurate. Specifically, it is clear from Figure 2.4 that compared to the full duty cycle, $d$, a quantity $\Delta t_1/T$ is lost in Mode 1, during which time the normalised output voltage is zero. During Mode 2, the contribution to the average output voltage is the average value of the pole voltage over the period $\Delta t_2$ instead of simply $\Delta t_2/T$. Finally, during Mode 7, additional volt-seconds over the time period given by $\Delta t_7$ is added to the pole voltage since the negative-going transition is not instantaneous. Hence, the average normalised pole voltage, $V_{Pn-effective}$, is given by

$$V_{Pn-effective} = \frac{1}{T} \left[ (t_{onSU} - \Delta t_1 - \Delta t_2) + \int_{\Delta t_2}^{\Delta t_7} v_{Pn}(t) dt + \int_{\Delta t_7} v_{Pn}(t) dt \right]$$

(2.38)

For a unidirectional version of the converter [28][66], and also at high output current levels in the bi-directional converter described here, the contribution of the auxiliary pole to the main-switch turn off is negligible and it can be assumed that the pole voltage commutates linearly under the influence of the maximum output current, $I_{L_{-max}}$. In this case, a closed-form expression for the output-current gain and the duty cycle for discontinuous-current operation can be derived. In normalised form, (2.38) leads to the following generalised expression for the average output current in both buck and boost modes, where $\text{sgn} = +1$ for buck mode and
\[ I_{Ln} = \frac{d - \frac{\omega_n}{2\pi} I_{Ln-min} - \text{sgn}(1 - \frac{a}{1-a}) + f(I_{Ln-max})}{R_n} - V_{ln} \]  

where the function \( f(I_{Ln-max}) \) depends on the approximation which is made to the turn-off transient. The parameter \( \omega_n \) is the normalised radian frequency defined as \( \omega_n = 2\pi f/\omega_0 \) and \( R_n \) is the normalised ESR of the output filter inductor \( R_n = \frac{R}{Z_o} \). Note that this equation depends on both the maximum and minimum output currents, so for optimum accuracy over the full load range the output current ripple should be taken into account. The minimum and maximum output currents are given by

\[ I_{Ln-min} = \frac{I_{Ln} - \text{sgn}(1 - V_{ln}) \frac{\pi d}{\omega_n L_n (1 - a)}}{1 - \text{sgn}(1 - V_{ln})} \quad \text{and} \quad I_{Ln-max} = 2I_{Ln} - I_{Ln-min} \]  

where \( L_n \) is the normalized inductance of the input filter inductor \( L_n = \frac{L}{L_r} \).

If the incremental voltage due to the turn-off transient is assumed to be inversely proportional to \( I_{Ln-max} \), then (2.40) can be reduced to a simple quadratic expression which can be solved in closed form for the average output current, \( I_{Ln} \), and the maximum and minimum currents of the bi-directional converter as a function of the duty ratio, \( d \). Also, solving these equations for the critical duty cycles corresponding to zero minimum current gives the operating boundaries for the soft-switching circuit. Inside these limits, the circuit operates with a bipolar output inductor current waveform. However, it is important to note that at lower current levels, the auxiliary pole plays a major role in the soft switched turn-off process and the turn-off time is no longer directly inverse proportional to \( I_{Ln-max} \) as explained in Appendix A.2. In this case, numerical techniques can be used to fit a curve of the form \( (a + b I_{Ln-max})^{-1} \) to the average normalised pole voltage increment due to the finite switch turn-off time. A closed-form expression can then be derived in a manner identical to that described above.

The results of this analysis and the corresponding PSpice simulation, for a typical 100 kHz converter, are illustrated in Figure 2.5. Both PSpice simulation and calculations are provided for following parameters: \( V_1 = 125 \text{ V}, V_2 = 250 \text{ V}, L = 50 \mu\text{H}, r = 0.5 \Omega, L_r = 1.7 \mu\text{H}, C_r = 2 \text{nF}, L_w = 8.65 \text{ mH}, a = 0.34, \) and the operating duty cycle was changed from 0.2 to 0.8. The PSpice simulation circuit is presented in Appendix A.3.

The simulation results are shown in Figure 2.5 as circles while soft-switched and hard-
switched calculations are given as continuous lines with corresponding labels. The graph shows three lines for each converter which corresponds to the maximum, average and minimum current. It is clear that the expressions which have been developed accurately predict the average, minimum and maximum output currents as well as the critical transitions to the discontinuous current mode of operation. The inclusion of the corresponding ideal average current gain clearly illustrates the importance of more accurately predicting the actual converter currents. The formulae have been validated experimentally for a range of input to output voltage ratios, as shown later.

Figure 2.5. Idealised and predicted converter current gain characteristic for buck and boost modes. HS-hard-switched, SS-soft-switched, markers show simulation results. Three lines for each converter correspond to maximum, average and minimum main inductor current.
2.5. Limitations

The maximum power transfer capability of the idealized hard-switched converter is mainly limited by the circuit ESR, while the soft-switched converter is limited by the ESR and the main inductor current due to the volt-seconds lost during modes 1 and 2 as shown in Figure 2.4. Since the turn-on procedure given in Mode 1 is frequency invariant and solely depends on the commutation current rate, the converter power capability decreases as the frequency increases for a given \( L_r \). The idealized converter power capability is limited by a finite ESR and turn-on delay due to cell current rise and pole voltage resonant swing while cell resistance and other second order effects are neglected. However, in practice the converter is penalized further by increased transformer turn ratio in order to satisfy soft switching and zero voltage conditions across the main switch as well as minimum time, during which the main diode is free-wheeling, necessary for the transformer demagnetization in Mode 7-9 as shown in Figure 2.3. The maximum power of an idealized and practical soft-switched converter as a function of switching frequency and cell current rise rate is shown in Figure 2.6 and Figure 2.7, respectively. The converter’s power capability can be extended by increasing the cell current rise rate or by increasing the main inductor current ripple. Alternatively, a multi-phase topology may be employed to increase the power output.

Both graphs in Figure 2.6 and Figure 2.7 are produced for the following input data: switching frequency, \( f = 100 \text{ kHz} \), low-voltage, \( V_1 = 200 \text{ V} \), high-voltage, \( V_2 = 400 \text{ V} \), main inductor current ripple ratio \( \Delta I/I_{DC} = 0.15 \), the circuit equivalent resistance, \( ESR = 40 \text{ m\Omega} \), resonant capacitance, \( C_r = 30 \text{ nF} \), magnetizing inductance, \( L_m = 300 \mu\text{H} \), transformer turn ratio \( a = 0.5 \) for ideal case and non-ideal turn ratio is evaluated individually for each case following the analysis provided in Section 2.6.

The resonant inductance \( L_r \) controls the cell current rise rate and according to following formula:

\[
L_r = \frac{(1-a)V_2}{\frac{di}{dt}}
\]

(2.41)

Since the current ripple is fixed the main converter inductance \( L \) varies with the maximum power capability as it is closely related to the inductor’s average current.

The non-ideal converter analysis considers such parameters as switching cell ESR, voltage drop on the auxiliary components and main diode turn-off time. The resonant capacitance is a function of the main inductor current as it depends on size of the main transistor.
Figure 2.6. Maximum power capability of the ideal soft-switched converter.

Figure 2.7. Maximum power capability of the non-ideal soft-switched converter.
2.6. Auxiliary Transformer Turns Ratio Considerations

In the analysed circuit an auxiliary voltage source is realised by a transformer and diode network. The transformers turns ratio has to be carefully selected in order to achieve the soft-switching operation and avoid unnecessary energy storage in the system. In this section transformer turns ratio is investigated and practical turns ratio selection formula is presented.

The transformer’s voltage ratio defines the auxiliary and high dc bus voltage proportion for which soft switching is achieved. Auxiliary voltage source is induced on primary transformer winding and is defined as voltage ratio $a_v$:

$$a_v = \frac{V_a}{V_2} \tag{2.42}$$

The pole voltage for buck and boost mode is given by

$$v_{p\text{-buck}}(t) = (V_2 - V_a)(1 - \cos \omega t) \tag{2.43}$$

$$v_{p\text{-boost}}(t) = V_a + (V_2 - V_a)\cos \omega t \tag{2.44}$$

Consider buck mode operation. Since the pole voltage must swing through $V_2$ in order to achieve zero voltage switching (ZVS) and the maximum of $(1 - \cos \omega t)$ is 2, then boundary conditions for voltage ratio of auxiliary source and hi-voltage dc bus are the following

$$(1 - a_v)(1 - \cos \omega t)V_2 \geq V_2 \tag{2.45}$$

Thus

$$a_v \leq \frac{1}{2} \tag{2.46}$$

The same result is obtained for a boost mode. This establishes ideal conditions for a resonant swing which satisfies ZVS. However, in a physical system many other factors affect the actual turns ratio and the ideal prediction on $a_v$ has to be reduced by number of factors in order to take into account actual parasitic parameters. The following parasitics influence the transformer turns ratio:

- Soft-switching cell damping resistance
- Boundary conditions of resonant mode
- Cell auxiliary diodes and switch voltage drop
- Conduction time effect of main switch anti-parallel diode.

The following analysis in this chapter specifically investigates a boost mode operation, but buck mode operation is similar and corresponding equations can be readily derived.
2.6.1. Damping Resistance Effect

Damping resistance is an equivalent series resistance of the circuit as a result of intrinsic resistances of devices and wires. The resistance reduces the resonant voltage amplitude, which can result in excursions outside the soft switching plane. The equivalent cell resistance $R_d$ is defined as:

$$R_d = R_{Lr} + R_T + R_{\text{switch}}$$

(2.47)

where $R_{Lr}$ is resonant inductor ESR, $R_T$ is the transformer winding resistance and $R_{\text{switch}}$ is an auxiliary MOSFET resistance, otherwise the IGBT voltage drop is introduced into the diode effect. The auxiliary cell equivalent circuit in Mode 2 is shown in Figure 2.8.

![Figure 2.8. Mode 2 cell resonant equivalent circuit for boost operation.](image)

The auxiliary cell is a 2nd order series resonant circuit, the pole voltage undergoes a resonant swing given by

$$V_c(t) + LC \frac{d^2 V_c(t)}{dt^2} + R_d C \frac{dV_c(t)}{dt} = V_a$$

(2.48)

It can be shown that the pole voltage is given by

$$V_c(t) = aV_2 + (1-a)V_2e^{-\alpha t}\left(\frac{\alpha}{\omega} \sin \omega t + \cos \omega t\right)$$

(2.49)

The detailed solution of this equation is provided in Appendix A.4.

Because the equivalent resistance must inevitably be small the damping is relatively low; thus, the pole voltage would oscillate if not clamped by the switching circuit as can be seen in Figure 2.9. As can be seen, the resistance and turns ratio combination may result in a soft or hard switched mode of operation. Since zero voltage detection across the main switch is employed, the converter would not operate if the pole voltage resonant excursion is insufficient. The critical condition occurs when the pole voltage first resonant peak-to-peak oscillation is equal to the high voltage dc bus. In order to achieve the soft-switching, the pole oscillating peak-to-peak voltage must be greater than or equal to the high dc-bus voltage. Therefore the following condition must be satisfied:

$$V_c\left(\frac{\pi}{\omega}\right) \leq 0$$

(2.50)
Hence, the damped cell voltage ratio is given by

\[ a_\alpha \leq \frac{1}{1 + e^{\alpha \pi}} \]  

Intuitively the auxiliary voltage in a cell with finite ESR is lower than the idealised prediction provided by (2.46). The damped de-rating factor as a component of general voltage ratio is defined as:

\[ a_d = a_V - a_\alpha \]  

The situation is analogous for buck mode operation.
2.6.2. Boundary Conditions Of Resonant Mode

The previous section considers damping resistance, but refers only to the region of the resonant swing. The resistive voltage drop caused by the current flow in Mode 1 is not taken into account. The resonant swing starts when the main freewheeling diode stop conducting and diode reverse voltage is increasing. At this time the resonant inductor is already conducting the main inductor current. Unavoidably, such current cause voltage drop across the auxiliary cell ESR, which directly affects the soft switching boundary as the voltage drop across the ESR adds to \( V_a \). Thus, the transformer voltage ratio has to be further reduced.

![Figure 2.10. Equivalent circuit for boundary conditions between Mode 1 and Mode 2.](image)

The circuit state at end of Mode 1 is shown in Figure 2.10. The voltage \( V_S \) is a resultant auxiliary voltage given by

\[
V_S = i_r(t) R_d + V_a
\]  
(2.53)

Hence a new voltage ratio factor is defined that must satisfy inequality

\[
\frac{V_S}{V_2} \leq a_V
\]  
(2.54)

Thus the, new boundary can be find as follows

\[
a_B \leq a_V - \frac{R_d}{V_S} i_r(t)
\]  
(2.55)

The transformer turns ratio must be adjusted in order to facilitate the elevated current in the auxiliary cell. The boundary de-rating factor is provided for a maximum allowable inductor current and is given as

\[
a_b \leq \frac{R_d}{V_S} I_{MAX(min)}
\]  
(2.56)

Note that at main switch turn-on, the main inductor current is at its minimum.
2.6.3. Auxiliary Diodes Voltage Drop

The auxiliary components voltage drop affects the soft-switching cell operation. Some components can be represented by \( ESR \) while the minority carrier semiconductors such as p-n diode and IGBT, are modelled by a parasitic on-state voltage source. If the auxiliary cell is based on MOSFET transistors it requires additional diodes in series with them. The \( R_{DS(on)} \) adds to \( ESR \), while the diode is represented as a voltage drop. If MOSFET is replaced by a discrete IGBT, then the extra diode is not required. The soft-switching cell during operation is shown in Figure 2.11. As can be seen, the diode \( D_4 \) forward voltage drop increases the resultant auxiliary voltage \( V_S \) while the diode \( D_5 \) forward voltage drop decrease. The effect of the diodes on the circuit can be found directly from KVL:

\[
\begin{align*}
V_S &= V_a + V_{D4} \\
V_2 &= V_\alpha + V_{D4} - V_{D5}
\end{align*}
\quad (2.57)
\]

Having defined

\[
\frac{V_S}{V_2} = a_V \quad \text{and} \quad \frac{V_\alpha}{V_S} = a
\quad (2.58)
\]

it can be seen that

\[
a_r = \frac{a_V V_2 - V_{D4}}{V_2 - V_{D4} + V_{D5}}
\quad (2.59)
\]

Finally the auxiliary voltage factor is given by

\[
a_c = a_V - a_r
\quad (2.60)
\]
2.6.4. Main Switch Anti-Parallel Diode Conduction Time Effect

The turn-on time of the main switch is rather short but critical from the point of the anti-parallel diode, which should be conducting during the turn-on in order to ensure zero voltage and current turn-on. If diode stops conducting before the main switch completes the turn-on process it will cause additional power loss as the transistor will be in active mode.

![Figure 2.12: State-plane trajectory.](image)

A graphical interpretation of the pole voltage changes is shown in Figure 2.12. For a given resonant inductor current at the end of resonant mode $i_r(0)$ and known circuit parameters it can be shown that

$$i_r(t) = i_r(0) - \frac{V_2}{L_r} t$$  \hspace{1cm} (2.61)

Time $t$ has to be long enough to allow main transistor to fully switch-on and can be defined as:

$$t_{Di} = t_{d(on)} + t_r$$  \hspace{1cm} (2.62)

where $t_{d(on)}$ is turn-on delay time and $t_r$ is rise time, both provided and defined in the transistor datasheet. Hence

$$\Delta i_r = \frac{V_2}{L_r} t_{Di}$$  \hspace{1cm} (2.63)

and from Figure 2.12 can be written

$$\Delta l_r = \frac{1}{Z_0} \sqrt{(V_2 - aV_2)^2 - (aV_2)^2}$$  \hspace{1cm} (2.64)

$$\frac{V_2}{L_r} t_{Di} = \frac{1}{Z_0} \sqrt{(V_2 - aV_2)^2 - (aV_2)^2}$$  \hspace{1cm} (2.65)
\[ a^2 \left( \frac{Z_0}{L_r} \right)^2 i_{Di}^2 + 2a - 1 = 0 \]  
(2.66)

since resonant impedance and frequency are given as

\[ Z_0 = \frac{L_r}{\sqrt{2C_r}} \quad \text{and} \quad \omega_0 = \frac{1}{\sqrt{L_r 2C_r}} \]  
(2.67)

Eq. (2.66) can be written as follows

\[ a^2 \omega_0^2 t_{Di}^2 + 2a - 1 = 0 \]  
(2.68)

and the solution is given by

\[ a_{1,2} = \frac{-1 \pm \sqrt{1 + \omega_0^2 t_{Di}^2}}{\omega_0^2 t_{Di}^2} \]  
(2.69)

Finally, defining

\[ a_T = -1 + \sqrt{1 + \omega_0^2 t_{Di}^2} \]  
(2.70)

the main switch anti-parallel diode conduction factor can be written as

\[ a_i = a_{\psi} - a_T \]  
(2.71)

2.6.5. The Autotransformer Turns Ratio

The actual autotransformer turns ratio is defined as auxiliary voltage ratio including all of the developed factors:

\[ n = \frac{n_{pri}}{n_{sec}} = a_{\psi} - a_d - a_b - a_r - a_i \]  
(2.72)

Since there is zero voltage detection across the main switch the proper turns ratio selection may provide intrinsic over current protection as any condition outside the soft-switching plane would disable the main switch and naturally limit the system maximum power output as the circuit transitions to a hiccup mode of operation.
2.7. Converters Experimental Comparison

A prototype 1.25 kW, 125 V/250 V, 100 kHz, bi-directional dc-dc converter employing MOSFET's, (SS-MOSFET), has been designed and constructed based on the auxiliary soft-switching cell described in this chapter. This experimental converter is used to verify the topology and to validate the theoretical analysis derived above. Two other converters have also been built; a conventional high-ripple MOSFET-based converter (HR-MOSFET) and a hard-switched IGBT-based converter (HS-IGBT). The HS-IGBT and SS-MOSFET converters are low ripple current converters of 31%, while the HS-MOSFET converter is a high ripple design with a current ripple of 220%. The main MOSFETs are Infineon type CoolMOS SPW47N60. The main IGBTs are International Rectifier type IRGP50B60 Warp2, while the auxiliary MOSFETs are Infineon type CoolMOS SPP12N50C3. Both the auxiliary inductor and the autotransformer magnetic cores use Ferroxcube 3C85. The cell passive components are $L_m = 3.43 \text{ mH}$, $L_r = 4.7 \mu\text{H}$, $C_r = 2.2 \text{nF}$. The autotransformer turns ratio is $a = 0.33$ and power rating 140 VA which is 11% of the converters power rating. Input and output capacitance is large enough so that the bus voltages are constant with negligible voltage ripple. Two main inductors were designed, one for low ripple operation and the other for high ripple operation. Both inductors are based on an EE65, 3F3 core from Ferroxcube. The low-ripple inductance is specified at 200 $\mu\text{H}$ and the winding fabricated with a round wire of 1.5 mm diameter and 19 turns. The total air gap is 1.44 mm. The inductance of high-ripple inductor is 28 $\mu\text{H}$ and is based on 7 turns winding fabricated from 25 strands of Litz wire of 0.3 mm diameter each. The total air gap is 2.38 mm. Both inductors are shown in Figure 2.13. One of the cores allows for easy inductance adjustment.

The experimental setup is shown in Figure 2.14. The main part of the converter is enclosed in a box with forced air cooling. The control signal is generated by DSP TMS320F2808 based board shown in Figure 2.15. The control board was developed for the project with the support of Daithi Power of the Power Electronics Research Laboratories at UCC and the detailed schematic diagram is shown in Appendix A.5.

The TMS320F2808-based board has a number of features and can be adopted for many projects. The board has 6 PWM outputs with drivers capable of delivering 9 A peak current. Each driver has dedicated zero voltage detection circuitry, which prevents the driver from turn-on unless the voltage across the transistor is close to zero. This feature can be overridden by a disabling control signal from the DSP and the system can operate solely in hard-switching mode. All drivers are isolated and can be implemented individually. The TMS320F2808 has a number of A/D inputs, which are utilized for 6 voltage inputs, 2 voltage differential inputs and
2 high sensitivity current inputs. The board comprises a number of digitally driven diodes and input keys as well as 4 I/O pins. The system reads from 2 potentiometers. The board has an LCD interface, a JTAG programming interface and a RS-232 interface.

Figure 2.13. Experimental inductors 200 μH (left) and 28 μH (right).

Figure 2.14. Soft-switched dc-dc converter.
Figure 2.15. Control board based on TMS320F2808.

Figure 2.16 illustrates the experimentally measured and theoretically predicted average output current versus duty cycle characteristic of the soft-switched MOSFET-based converter in both buck and boost modes of operation. Note that, in this case, the $ESR$ of the output inductor has been artificially increased to $r = 0.8 \ \Omega$ by the addition of a discrete resistance in order to facilitate the taking of accurate results at a relatively low current and reasonable duty cycle range. The theoretical predictions for the corresponding converter parameters are superimposed on these experimental results. It is clear that the theoretical expressions derived in this chapter produce a very accurate prediction of the current-gain characteristics of the soft-switched converter in both buck and boost modes of operation.

Figure 2.16. Experimental and theoretical inductor average current vs. duty cycle for SS converter.
The efficiency comparison shows the soft-switching cell capability to reduce switching power loss. The efficiency of the three converters across the 0 to 1.25 kW load range is compared: high-ripple MOSFET-based, low ripple hard-switched IGBT-based and low ripple soft-switched MOSFET-based. The converter switching pole is arranged in a half-bridge and uses exactly the same PCB in all tests. The half-bridge configuration allows for two-quadrant bi-directional operation as a buck in one direction and boost in the other. The MOSFET’s intrinsic anti-parallel diodes are employed as free-wheeling diodes, while the IGBT’s uses co-pack ultrafast soft recovery diodes. The MOSFET’s intrinsic diodes are generally penalized by the high turn-off power loss due to reverse recovery; thus, many efforts are directed towards its reduction.

All of the converters under investigation are based on a bi-directional half-bridge topology with uni-directional output current. However, as noted, the high-ripple converter employs a two-quadrant conduction mode which is critical in order to minimise the detrimental impact of the poor intrinsic MOSFET anti-parallel diode. The hard-switched IGBT-based converter is equipped with diodes of very good switching characteristic thus resulting in relatively low diode turn-off losses. This allows for a low current ripple converter as the IGBT suffers significant tail-current power loss at high ripple operation. Finally, the converter with soft switching cell is examined. The soft-switching cell allows for significant reduction of the diode turn-off power loss; thus, facilitating the use of MOSFET’s operation in the bi-directional low ripple dc-dc converters. The basic concept of low and high current ripple operation is shown in Figure 2.17 (a) and (b), respectively.

The high ripple current benefits in a significant diode turn-off power loss reduction due to the resonant nature of the voltage swing during the pole voltage commutation. However, high ripple magnetic components may suffer significant power loss due to winding eddy currents and core power loss. From the high power dc-inductor perspective, high frequency and low current ripple is recommended; thus, a hard-switched IGBT or a soft-switched MOSFET based converter is preferable.
Figure 2.18. Efficiency vs. output power: (a) high current ripple (220 %) MOSFET based converter, (b) low current ripple (31%) hard-switched IGBT based converter, (c) current ripple (31 %) soft-switched MOSFET based converter.

The measured efficiency graphs for the three converters are shown in Figure 2.18 (a), (b) and (c) for high-current ripple MOSFET-based converter, HS IGBT-based converter and SS MOSFET-based converter, respectively. The corresponding efficiency at maximum power is tabulated in Table 2.1. The measured efficiency of the converter as a function of the output load illustrates that efficiencies of the order of high 90’s are achieved over a very wide load range for all converters.

The converters were tested with fixed input and output voltages and duty cycle was adjusted to vary the output power. Thus, the magnetic component operates with the same current ripple over the converter power range as the duty cycle change is marginal. This results in a constant ac power loss in the inductor and only the dc component changes.
All of the converters demonstrate similar efficiencies for both buck and boost mode. The high-ripple converter peak efficiency of 97.4% is achieved at maximum power of 1.1 kW. The efficiency deteriorates at low loads as the high ripple magnetic component significantly contributes to the generated power loss and yields 90% at 125 W (10% of rated power). The low ripple magnetic component allows for a significant efficiency improvement at low load. The soft-switched MOSFET-based converter is 97.6% efficient at rated power and its efficiency drops to 93% at 10% load. The hard-switched IGBT-based converter demonstrates the lowest full load efficiency of 96.5%, but it displays 92.5% efficiency at 10% load.

Detailed power loss breakdown is tabulated in Table 2.2. Note that switching power loss is shown only for main transistors and it includes turn-on, turn-off, and diode reverse recovery loss. Transistor’s gate signals are complimentary therefore MOSFET based converters allows for channel conduction during freewheeling mode. High ripple converter is penalized by significant ac component therefore high power converter design may be a challenging task when comes to the magnetic design. Soft-switching converter shows that switching power loss of the main switch is almost eliminated by the soft-switching cell. The main switch power loss is associated only with turn-off as turn-on is under ZVC. The hard-switched IGBT converter shows significant switching power loss, but this may be reduced if SiC diodes are employed. Nevertheless, lower efficiency of the IGBT converter is offset by its simplicity and low component count in respect to more efficient converter with soft-switching cell.

The results clearly show that soft-switching cell effectively reduces the switching power loss of the converter by reducing the free-wheeling diode current fall rate and ensures the main switch zero voltage conditions at turn-on.

### Table 2.1. Converters comparison

<table>
<thead>
<tr>
<th>Parameter</th>
<th>high-ripple</th>
<th>soft-switched</th>
<th>hard-switched</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transistors</td>
<td>MOSFET</td>
<td>MOSFET</td>
<td>IGBT</td>
</tr>
<tr>
<td>Rated power</td>
<td>1.25 kW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_1$</td>
<td>125 V</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V_2$</td>
<td>250 V</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$L$</td>
<td>28 μH</td>
<td>200 μH</td>
<td></td>
</tr>
<tr>
<td>$f$</td>
<td>100 kHz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta I$</td>
<td>22 A</td>
<td>3.1 A</td>
<td></td>
</tr>
<tr>
<td>$I_{AVG}$</td>
<td>10.0 A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peak Eff.100% load</td>
<td>97.40 %</td>
<td>97.60 %</td>
<td>96.50 %</td>
</tr>
<tr>
<td>Peak Eff.10% load</td>
<td>90 %</td>
<td>93 %</td>
<td>92.50 %</td>
</tr>
</tbody>
</table>
Table 2.2. Power loss breakdown at power of 1.25 kW

<table>
<thead>
<tr>
<th>Device</th>
<th>high-ripple</th>
<th>soft-switched</th>
<th>hard-switched</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transistors</td>
<td>MOSFET</td>
<td>MOSFET</td>
<td>IGBT</td>
</tr>
<tr>
<td>Main transistor cond.</td>
<td>10.5 W</td>
<td>7 W</td>
<td>7.5 W</td>
</tr>
<tr>
<td>Main transistor sw.</td>
<td>~0</td>
<td>2 W</td>
<td>25 W</td>
</tr>
<tr>
<td>Main diode cond.</td>
<td>10.5 W</td>
<td>9 W</td>
<td>7 W</td>
</tr>
<tr>
<td>Main inductor</td>
<td>8 W</td>
<td>3.3 W</td>
<td>3.3 W</td>
</tr>
<tr>
<td>Aux. transistor</td>
<td>-</td>
<td>2 W</td>
<td>-</td>
</tr>
<tr>
<td>Aux. diodes</td>
<td>-</td>
<td>3 W</td>
<td>-</td>
</tr>
<tr>
<td>Resonant inductor</td>
<td>-</td>
<td>1 W</td>
<td>-</td>
</tr>
<tr>
<td>Cell transformer</td>
<td>-</td>
<td>2 W</td>
<td>-</td>
</tr>
<tr>
<td>Total calculated power loss</td>
<td>29 W</td>
<td>29.3 W</td>
<td>42.8 W</td>
</tr>
<tr>
<td>Experimental power loss</td>
<td>32.5 W</td>
<td>30 W</td>
<td>43.75 W</td>
</tr>
</tbody>
</table>

Further tests were performed on both the hard- and soft-switched converters in order to show efficiency change due to different switching regimes, frequency and type of transistors employed as shown in Table 2.3. The tests were carried out at 1.2 kW and 125/250 V low to high voltage ratio. The inductors are the same as described above.

The soft-switched converter with MOSFET transistors for both the main and auxiliary switches records the highest efficiency at 100 kHz and displays high efficiencies of 95.5 % and 92.4 % as the switching frequency increases to 200 kHz and 300 kHz, respectively. If the main switches are replaced with IGBT’s the efficiency drops to 97 %, 95 % and 93.1 % for 100, 200 and 300 kHz, respectively. The replacement of the auxiliary switch with an IGBT, while main switch is a MOSFET, results in an efficiency of 97.3 % at 100 kHz. Finally, an all IGBT-based converter was examined and was 96.5 % efficient, the lowest among the soft-switched tests. The main reason in efficiency drop at higher frequency is due to switching cell itself which is the same for all frequencies. Note that the results depend on the actual device ratings. The replacement devices were selected on the basis of similar blocking voltage together with the corresponding on-state voltages at the rated currents and the same packaging format.

The low-ripple hard-switched IGBT-based converter efficiency is comparable to the soft-switching cell converters at 100 kHz; however, the efficiency decreases dramatically as frequency increases and is measured of 91.5 % and 80 % for 200 and 300 kHz, respectively. The switching power loss becomes dominant at high frequencies and dramatically impacts on efficiency. The high-ripple MOSFET-based converter is very efficient due to 2-quadrant operation with the resultant free-wheeling diode loss is minimized. Finally, the test was performed on a conventional HSMOSFET at low-ripple and the results showed an unacceptably low efficiency of 88 %, due to the poor intrinsic body diode.
Table 2.3. Converters efficiency comparison

<table>
<thead>
<tr>
<th>Converter switches</th>
<th>100 kHz</th>
<th>200 kHz</th>
<th>300 kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main</td>
<td>Aux</td>
<td>Soft-switched low ripple</td>
<td></td>
</tr>
<tr>
<td>MOSFET</td>
<td>MOSFET</td>
<td>97.6 %</td>
<td>95.5 %</td>
</tr>
<tr>
<td>IGBT</td>
<td>MOSFET</td>
<td>97.0 %</td>
<td>95.0 %</td>
</tr>
<tr>
<td>MOSFET</td>
<td>IGBT</td>
<td>97.3 %</td>
<td>-</td>
</tr>
<tr>
<td>IGBT</td>
<td>IGBT</td>
<td>96.5 %</td>
<td>-</td>
</tr>
<tr>
<td>Hard-switched</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IGBT low ripple</td>
<td>96.5 %</td>
<td>91.5 %</td>
<td>80 %</td>
</tr>
<tr>
<td>MOSFET high ripple</td>
<td>97.4 %</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MOSFET low ripple</td>
<td>88.0 %</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The soft-switched MOSFET-based converter efficiency is high and satisfies expectations. This is due to the fact that the main switch turn-on is implemented under zero voltage conditions. In addition, the main-switch turn-off is soft-switched using a small capacitive snubber which is resonantly discharged. The auxiliary transistor turn-on is implemented at zero current with the inductive snubber. The main-diode turn-off is softened by the action of the resonant inductance. The turn-off of the auxiliary diodes is also softened by the resonant inductance. However, the main inductor, the resonant inductor, and the transformer give rise to additional copper and core losses. In general, the original switching power loss is shifted to the low power loss auxiliary cell components.

Tests performed on the IGBT transistors under the soft-switching regime did not demonstrate any significant improvements over the soft-switched pole.

Figure 2.19, Figure 2.20 and Figure 2.21 illustrates the waveforms for the output inductor current, the resonant inductor current and the pole voltage for buck mode, boost mode and zero current crossing mode, respectively for the soft-switched converter. The waveforms show the converter operation for the following cell passive components: $L_m = 3.43$ mH, $C_r = 2.2$ nF and main inductor $L = 200$ μH and transformer turns ratio $a = 0.33$. The 125 V/250 V low to high voltage ratio and 100 kHz switching frequency are used for the results illustrated.

The operating waveforms show good agreement with the presented theory. The magnetizing current effect is marginal thus not visible as the magnetizing inductance is very high. The resonant inductance is the sum of the additional resonant inductor and the auxiliary transformers leakage inductance. As can be seen the pole voltage is free of inductive voltage spikes, although the transistor gate resistance is as low as possible in order to improve switching time in the zero voltage region. The visible noise was eliminated later with prototype improvements.
Figure 2.19. Buck mode experimental waveform.

Figure 2.20. Boost mode experimental waveform.
The switching was added to the high-voltage dc-bus. This improves the system operation and results in very clean waveforms. However, the additional filtering components reduce the efficiency to 97.2%. In order to develop magnetizing current effect the transformer magnetizing inductance was reduced to $L_m = 300 \, \mu H$ while transformer turns ratio remains at $a = 0.33$. The resonant capacitance, $C_r$, uses the transistors output capacitance which for MOSFET equals 2.2 nF. The resonant inductor $L_r$ was set to 12 $\mu H$ in order to develop a distinctive resonant cell current.

The waveforms shown in Figure 2.22 and Figure 2.23 were captured during the converter operation in a boost mode at 1 kW load and $V_1 = 100 \, V$, $V_2 = 200 \, V$. The average pole voltage loss due to soft switching cell operation at 50 kHz and 100 kHz is shown. It is clear that the pole voltage fall is delayed until resonant cell current equals the main inductor current. The switching frequency does not affect switching cell operation and cell current is the same for both frequencies. The magnetizing current effect is clearly visible.

The analytical solution is compared with experimental results and are shown in Figure 2.24. The comparison is shown for a 100 kHz converters operation, as shown in Figure 2.23. The developed model is with a good agreement with the experimental waveform. Some inaccuracy is introduced by circuit parasitics and requires further investigation.

Figure 2.21. Zero current crossing mode experimental waveform.
Figure 2.22. Converters pole voltage loss due to soft switching cell at 50 kHz.

Figure 2.23. Converters pole voltage loss due to soft switching cell at 100 kHz.
2.8. Conclusions on the Soft-Switched and Hard-Switched Converter

Variation of the autotransformer-based auxiliary-pole bi-directional dc-dc converter has been presented and analysed. Novel expressions have been derived for the current gain characteristics of the converter in the buck and boost modes of operation and these have been validated both by simulation and by experimental results. It is shown that the auxiliary pole assists in achieving soft-switching over the full load range. Efficiencies of the order of 97% have been measured over a wide load range in the practical converter.

The experimental converter efficiency drops as frequency increases as soft-switching cell was optimized for 100 kHz only and therefore the cell exhibits increased power loss as frequency is increased. The cell requires optimization for a high frequency operation.

The high efficiency of the soft-switched converter is achieved at the expense of the circuit complexity and the maximum power limitation due to soft-switching cell operation. On the other hand the topology which has been presented is extremely robust and operates to a large extent in a self-protected mode in which the well known shoot-through fault phenomenon cannot occur. It is also interested to note that the auxiliary circuit does not contain a direct shoot-through path consisting of two active devices connected directly across the bus. For 100 kHz converter the auxiliary autotransformer is rated for approx. 11% of the total power processed with some variation allowed for cells current rise rate and minor effect of the magnetizing inductance. In general auxiliary autotransformer rating is strongly related with the operating frequency and its power rating is proportional to the frequency as the constant commutation transient is assumed as provided by Mode 1 to 4.

The soft-switched IGBT-based converter shows good efficiency over the frequency range...
and thus confirms feasibility of using IGBT’s at a higher frequencies. At 100 kHz, the soft-switching cell has similar power loss to the eliminated power loss from the hard-switched converter. Thus, efficiency is similar. This sets the area of the soft-switching cell application to the MOSFET-based low-current-ripple bi-directional converters in the frequency range from 20 kHz up and IGBT-based converters from 100 kHz above. The clear benefit of the soft-switching cell at higher frequencies is shown and compared to the hard-switched IGBT based converter. Intuitively, the hard-switched IGBT converter efficiency drops with an increase it frequency due to switching power loss. The MOSFET transistors in a hard-switched low current ripple regime did not display satisfactory efficiency.

Part of the material presented in this chapter was published at the EPE 2007 conference, but further development was put on hold as new power switching devices appear. The original work with a soft-switching cell started in autumn 2005 and continued through 2006 till spring 2007. Around this time, intensive research was ongoing into the new semiconductor materials for power switching devices. Silicon Carbide, SiC, devices were at the embryonic stage since a SiC Schottky diode was released in 2001 by Infineon. The SiC diode was pioneered by Cree and Infineon initially with relatively low progress. In 2006 great expectations were placed on SiC MOSFETs, which at the time were seen potentially to revolutionize the semiconductors market. However, manufacturing issues have significantly limited the progress of these devices. Other transistors structures such as bipolar devices based on SiC were also proposed, notably by Swedish company TranSic [59]. Furthermore, a SiC JFET from SemiSouth was another step towards SiC switches, having been launched in 2008 [57]. In addition, the development in recent years of GaN devices has been quite significant and it is seen as a material which may yet revolutionize power-electronics in voltage ranges up to 1 kV.

Nevertheless, notwithstanding the intensive research in this area, SiC and GaN semiconductors market gain has been rather small and it will take a significant time before wide band gap semiconductors will dominate. In the mean time, Si-based switching devices are continuously being improved, but it is a fact that GaN and SiC have significantly better high frequency switching properties compared to silicon.

Which technology will ultimately become the industry standard for high frequency switching cells is still in question but it is certain that new materials other than Si will have a major impact on power converter topologies. Accordingly, having presented a novel bi-directional auto-transformer based switching cell and proven its theory of operation, it was felt that the next most pressing challenge in the development of a useful and viable high-power dc/dc converter is the design and optimisation of the main magnetic component, which is now the topic of the subsequent chapters of this thesis.
Chapter 3

Magnetic Material Comparison

This chapter presents various magnetic material comparisons and introduces new magnetic material comparison charts. The presented performance factors are applicable for dc inductors or ac inductor or transformer material selection. Material $B_{sat}$ in addition to conduction cooling are considered. The new factors are supported by the dc inductor Area Product analysis presented in Chapter 4, which is based on an inductor design algorithm for both gapped and gapless magnetic materials. Some of the practical issues related to the inductor design algorithm and performance factors are explained later in Chapter 5.
3.1. Introduction

High-power-density magnetic devices are increasingly required in industrial, automotive and aerospace applications. A compact and efficient magnetic design is critical to ensure that the overall weight and volume of hard-switched dc-dc converters is reduced [69]. As discussed in [7], several design options have an effect on the size of the inductor, e.g. frequency, number of stages and continuous vs. discontinuous conduction. An optimal choice of core dimensional ratios can also significantly reduce the size of the inductor [70], and further size reduction can be achieved by using improved cooling methods [71]. There is a wide variety of ferromagnetic materials available to the magnetic designer [72]-[80].

The optimum choice of the magnetic material is difficult and rarely straightforward to a designer. The operating dc current, current ripple, air gap length, number of air gaps, operating frequency, duty cycle, ambient and heat sink temperature and thermal path all have strong influence on the inductor size in addition to cost and manufacturability.

As shown in Chapter 4 with an area product analysis and in [81]-[84], the ideal material for the minimum size design, is with a small or distributed air gap together with high saturation flux and generally low power loss.

This chapter presents the usual magnetic material comparisons and introduces new magnetic material performance factors. The presented charts are applicable for the dc inductor and transformer or ac inductor material selection. Natural convection and conduction cooling are considered.
3.2. Magnetic Materials

The general specifications for the magnetic materials of interest in the medium-to-high frequency range are presented in Table 3.1 [72]-[80]. The table features a sample of laminated cores; two iron-based amorphous metal cores of type 2605SA1 and 2605S3A from Metglas, two 6.5% silicon steel cores of type 10JNHF600 and prototype from JFE, and nanocrystalline of type Vitroperm 500F from Vacuumschmelze. Also included are samples of ferrite, 3C93 from Ferroxcube, and powdered iron, type -26 from Micrometals. A range of pressed powdered cores of various permeabilities is provided by vendors such as Magnetics Inc., Chang Sung Corp., Arnold Magnetics and Ferroxcube.

There are four general types of powder core available. Molypermalloy, MPP, is commonly used by all manufacturers and is an alloy of iron, nickel and molybdenum. The High Flux core is a second material which shares the same name for all manufacturers and is an iron-nickel alloy. A third type is an alloy of iron, aluminium and silicon and it appears as KoolMu from Magnetics Inc., Sendust from CSC and Ferroxcube or MSS from Arnold Magnetics. The last group is formed by iron-silicon alloy which appears as XFlux from Magnetics Inc., Mega flux from CSC or Fe-Si from Arnold Magnetics. There is unique material from Arnold Magnetics named Crystal-X, whose composition is not revealed. In general, the core material magnetic properties depend on the basic material used and the manufacturing processes [72]-[80][10][85][86].

The various materials are produced using different manufacturing processes. The iron-based amorphous metal and nanocrystalline materials are tape wound while the silicon steel is stamped and stacked. Ferrite is manufactured as a ceramic. The powdered-iron core is an iron dust bonded in epoxy. There are many different mixes of the powdered-iron cores which have different permeabilities and power losses depending on the iron content. Pressed powder cores form a significant group and have considerably lower power losses than the powdered-iron cores. The power loss of the pressed powder core is related to the material’s particle size and can be adjusted by the manufacturing process. The finer the grain the lower is the power loss, but the higher is the price. The core’s permeability depends on many factors, including the alloy content, particle type and size, bonding material, applied pressure and heat treatment, etc.

Silicon steel has the highest saturation flux (1.88 T), followed by XFlux (1.6 T) and Mega Flux (1.6 T), amorphous metal (1.41-1.56 T), Fe-Si6% (1.5 T), Crystal-X (1.5 T), High Flux (1.5 T), powdered iron (1.38 T), nanocrystalline (1.2 T), KoolMu (1.05T), MPP (0.75 T), and ferrite (0.35 T). The nominal core loss for each material at 20 kHz and 0.1 T is shown in Table 3.1. The highest losses are in the powdered iron and the lowest losses are in the ferrite and nanocrystalline.
Table 3.1. Magnetic Materials Properties

<table>
<thead>
<tr>
<th>Magnetic Material Type</th>
<th>Manufacturer</th>
<th>Material</th>
<th>Composition</th>
<th>Saturation flux density (T)</th>
<th>Rel. Permeability (100ºC @20kHz)</th>
<th>Curie temp. (ºC)</th>
<th>Continuous operating temperature (ºC)</th>
<th>Thermal conductivity (W/(m K))</th>
<th>Density (g/cm³)</th>
<th>Core Loss @0.1T, 20kHz (kW/m³)</th>
<th>Core Loss @0.1T, 100kHz (kW/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM Metglas</td>
<td>2605SA1</td>
<td>Fe-B-Si</td>
<td>1.56</td>
<td>600</td>
<td>395</td>
<td>150*</td>
<td>10***</td>
<td>7.18</td>
<td>70</td>
<td>1380</td>
<td></td>
</tr>
<tr>
<td>AM Metglas</td>
<td>2605S3A</td>
<td>Fe-B-Cr-Si</td>
<td>1.41</td>
<td>35000</td>
<td>358</td>
<td>150*</td>
<td>10***</td>
<td>7.29</td>
<td>17</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>SS JFE</td>
<td>10JNHF600</td>
<td>Fe-Si 6.5%</td>
<td>1.88</td>
<td>600</td>
<td>700</td>
<td>150*</td>
<td>18.6***</td>
<td>7.53</td>
<td>150</td>
<td>1750</td>
<td></td>
</tr>
<tr>
<td>SS JFE</td>
<td>Prototype</td>
<td>Fe-Si 6.5%</td>
<td>1.88</td>
<td>600</td>
<td>700</td>
<td>150*</td>
<td>18.6***</td>
<td>7.4</td>
<td>120</td>
<td>1400</td>
<td></td>
</tr>
<tr>
<td>NC VAC</td>
<td>VP500F</td>
<td>Fe-Cu-Nb-Si-B</td>
<td>1.2</td>
<td>50000</td>
<td>600</td>
<td>120*</td>
<td>TBD</td>
<td>7.3</td>
<td>5</td>
<td>73</td>
<td></td>
</tr>
<tr>
<td>Ferrite</td>
<td></td>
<td>Fe-Si 6%</td>
<td>0.35</td>
<td>1800</td>
<td>240</td>
<td>140</td>
<td>3.5-5</td>
<td>4.8</td>
<td>5</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td>PI Micrometals</td>
<td>Mix -26</td>
<td>Fe</td>
<td>1.38</td>
<td>75</td>
<td>-</td>
<td>&lt;75**</td>
<td>4.2</td>
<td>2.7</td>
<td>630</td>
<td>4760</td>
<td></td>
</tr>
<tr>
<td>PC Magnetics</td>
<td>MPP</td>
<td>Fe-Ni-Mo</td>
<td>0.75</td>
<td>4-550</td>
<td>460</td>
<td>200</td>
<td>8</td>
<td>8.2</td>
<td>45</td>
<td>370</td>
<td></td>
</tr>
<tr>
<td>PC Magnetics</td>
<td>High Flux</td>
<td>Fe-Ni</td>
<td>1.5</td>
<td>4-160</td>
<td>500</td>
<td>200</td>
<td>8</td>
<td>7.7</td>
<td>116</td>
<td>1300</td>
<td></td>
</tr>
<tr>
<td>PC Magnetics</td>
<td>KoolMu</td>
<td>Fe-Al-Si</td>
<td>1.05</td>
<td>66-125</td>
<td>500</td>
<td>200</td>
<td>8</td>
<td>6.8</td>
<td>83</td>
<td>900</td>
<td></td>
</tr>
<tr>
<td>PC Magnetics</td>
<td>Xflux</td>
<td>Fe-Si</td>
<td>1.6</td>
<td>26-60</td>
<td>700</td>
<td>200</td>
<td>8</td>
<td>7.5</td>
<td>200</td>
<td>1800</td>
<td></td>
</tr>
<tr>
<td>PC CSC</td>
<td>MPP</td>
<td>Fe-Ni-Mo</td>
<td>0.7</td>
<td>26-200</td>
<td>450</td>
<td>200</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>65</td>
<td>500</td>
</tr>
<tr>
<td>PC CSC</td>
<td>High Flux</td>
<td>Fe-Ni</td>
<td>1.5</td>
<td>26-160</td>
<td>500</td>
<td>200</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>100</td>
<td>700</td>
</tr>
<tr>
<td>PC CSC</td>
<td>Sendust</td>
<td>Fe-Al-Si</td>
<td>1</td>
<td>26-125</td>
<td>500</td>
<td>200</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>76</td>
<td>700</td>
</tr>
<tr>
<td>PC CSC</td>
<td>Mega Flux</td>
<td>Fe-Si</td>
<td>1.6</td>
<td>26-90</td>
<td>725</td>
<td>200</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>6.8</td>
<td>186</td>
</tr>
<tr>
<td>PC Arnold</td>
<td>MPP</td>
<td>Fe-Ni-Mo</td>
<td>0.75</td>
<td>14-350</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>70</td>
<td>600</td>
<td></td>
</tr>
<tr>
<td>PC Arnold</td>
<td>High-Flux</td>
<td>Fe-Ni</td>
<td>1.5</td>
<td>14-160</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>130</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>PC Arnold</td>
<td>MSS</td>
<td>Fe-Al-Si</td>
<td>1</td>
<td>14-147</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>90</td>
<td>800</td>
<td></td>
</tr>
<tr>
<td>PC Arnold</td>
<td>Fe-Si 6%</td>
<td>Fe-Si</td>
<td>1.5</td>
<td>14-147</td>
<td>500</td>
<td>200</td>
<td>TBD</td>
<td>TBD</td>
<td>240</td>
<td>1650</td>
<td></td>
</tr>
<tr>
<td>PC Arnold</td>
<td>Crystal-X</td>
<td>TBD</td>
<td>1.5</td>
<td>14-600</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>TBD</td>
<td>100</td>
<td>650</td>
<td></td>
</tr>
<tr>
<td>PC Ferroxcube</td>
<td>MPP</td>
<td>Fe-Ni-Mo</td>
<td>0.75</td>
<td>14-300</td>
<td>460</td>
<td>200</td>
<td>TBD</td>
<td>TBD</td>
<td>8.7</td>
<td>TBD</td>
<td></td>
</tr>
<tr>
<td>PC Ferroxcube</td>
<td>High-Flux</td>
<td>Fe-Ni</td>
<td>1.5</td>
<td>14-160</td>
<td>500</td>
<td>200</td>
<td>TBD</td>
<td>TBD</td>
<td>8.2</td>
<td>TBD</td>
<td></td>
</tr>
<tr>
<td>PC Ferroxcube</td>
<td>Sendust</td>
<td>Fe-Al-Si</td>
<td>1.05</td>
<td>26-125</td>
<td>500</td>
<td>200</td>
<td>TBD</td>
<td>TBD</td>
<td>7</td>
<td>83</td>
<td>900</td>
</tr>
</tbody>
</table>

* limited by the lamination adhesive, ** limited by thermal aging, *** along laminations - preliminary data

AM – amorphous metal, SS – silicon steel, NC – nanocrystalline, PI – powder iron, PC – powdered core
TBD – to be determined
Since inductors winding carries electric current, the core is subjected to magnetic flux, which may cause saturation; thus, a high permeability magnetic core requires gapping in order to decrease the magnetic flux density. The air gap role in the magnetic circuit is explained in [87][88]. A low permeability powder cores usually do not require gapping, however, the low permeability material may be penalized by additional stray field fringing around the core.

The core maximum operating temperature is limited theoretically by the Curie temperature and practically by the lamination and coating thermal capability limits. The amorphous metal and silicon steel cores are limited by the lamination adhesive thermal capability and are typically specified at 150 °C. The nanocrystalline material is specified at 120 °C as elevated temperature may trigger thermal ageing due to material re-crystallization although the crystallization temperature exceeds 500 °C when manufactured [75][86].

The powder iron is limited by the bonding epoxy used. This epoxy is usually organic based and can undergo thermal aging at elevated temperature, making the powder iron core temperature sensitive, thus limiting its reliability and lifetime [77]. Some powdered iron cores can operate without thermal ageing up to 200 °C.

The pressed-powder cores’ maximum temperature is limited by the coating thermal capability and is specified at a max temperature of 200 °C. Finally, the ferrite material is generally designed to operate at the unique material temperature at which specific power loss reaches its minimum for a given flux density. These temperatures are typically in the 80 - 150 °C for ferrites. For 3C93 the minimum specific power loss occurs at about 140 °C, [76].

The core cooling is enhanced by the thermal conductivity of the material. The powder cores have the highest maximum operating temperatures. However, their thermal conductivity at 8 W·m⁻¹·K⁻¹ is lower than amorphous metal at 10 W·m⁻¹·K⁻¹ and silicon steel 18 W·m⁻¹·K⁻¹, but higher than ferrite 3-5 W·m⁻¹·K⁻¹. Amorphous metal, silicon steel and nanocrystalline have anisotropic thermal conductivities, which are significantly higher along the laminations than across the laminations. This thermal path anisotropy must be considered when optimizing the cooling path. Ferrite and powdered iron have the lowest thermal conductivities.

In general, the performance of magnetic materials degrades at higher operating temperatures, e.g. the saturation flux density is lower at elevated temperatures, while the power loss is higher. Ferrite material is usually optimized for minimum power loss at a given temperature.

The material density becomes important for applications where a low mass is required, such as aerospace or some moving parts of low inertia. The iron-based materials density is usually close to the iron 7.87 g/cm³. Ferrites are low mass materials of about two thirds of the iron based material.
The nominal core losses for each material at 20 kHz and 100 kHz for flux density amplitude 0.1 T are shown in Table 3.1. The materials’ power loss properties are not easy to characterize as generated loss is a function of operating frequency and flux density amplitude. Due to this fact some materials may perform better at lower frequency, while other materials outperform at higher frequency. The power losses generated in magnetic materials for 20 kHz and 100 kHz operation are shown in Figure 3.1 and Figure 3.2, respectively. The graphs in Figure 3.1 and Figure 3.2 are based on manufacturers datasheets and show only the representative materials sample.

Figure 3.1. Volumetric power loss density vs. flux density amplitude at 20 kHz.

Figure 3.2. Volumetric power loss density vs. flux density amplitude at 100 kHz.
Let’s first focus on the results presented in Table 3.1 for 20 kHz and 0.1 T. The highest core loss is observed in the powdered iron core at 630 W/m³. The power loss in iron-silicon alloys, such as XFlux at 200 W/m³, is significantly lower than powdered iron and is still higher than laminated silicon-steel, 10JNHF600 with 150 W/m³ and JFE prototype core with 120 W/m³, while Crystal-X and High Flux have lower power losses of 100 W/m³ and 115 W/m³, respectively. MPP shows the lowest power loss among the powder materials with core losses between 45 and 70 W/m³. The amorphous materials have lower power loss with 2605SA1 at 70 W/m³ and the chromium-added material 2605S3A at 17 W/m³. As expected, nanocrystalline and ferrite 3C93 come in lowest at about 5 W/m³. This relation may change if different flux density amplitude is selected, as shown in Figure 3.1. The most visible is the ferrite and nanocrystalline materials crossing, where ferrite displays the lowest power loss for flux density amplitude below 0.1 T, while in the range above nanocrystalline has lower power loss than ferrite.

Similarly as for 20 kHz, in Table 3.1 power losses at 100 kHz and 0.1 T are presented. The order of the materials has changed. Again, the highest power loss is observed in powdered iron core at 4760 W/m³. The power loss generated in silicon steel 10JNHF600 is similar to the XFlux powder core at 1750 W/m³ and about 1700 W/m³, respectively. The amorphous metal 2605SA1 displays similar power loss as a prototype silicon steel core at 1380 W/m³ and 1400 W/m³, respectively. High Flux and KoolMu has slightly lower power loss between 700 W/m³ and 1300 W/m³ and between 700 W/m³ and 900 W/m³, respectively. Crystal-X is just about at the lower range of High Flux and KoolMu with 650 W/m³. Again, MPP has the lowest power loss among powder cores between 370 W/m³ and 600 W/m³. The amorphous metal 2605S3A has lower power loss at 200 W/m³. The nanocrystalline material displays higher power loss than ferrite with 73 W/m³ and 49 W/m³, respectively. Power loss curves at 100 kHz are shown in Figure 3.2.

As can be seen from Figure 3.1 and Figure 3.2, the power generated in the material changes with the flux density amplitude and operating frequency. At a given frequency some materials may perform better at lower flux density amplitude while other materials are better at higher flux density amplitude. The power loss generated in the various materials is varying with the frequency. While at 20 kHz the power loss generated in silicon steel 10JNHF600 is 2.14 times greater than in amorphous metal 2605SA1, the power loss ratio for the same materials at 100 kHz is 1.27. It is interesting that the JFE prototype material displays similar power loss to 2605SA1 at 100 kHz, but nearly twice at 20 kHz.

At high frequency the power losses generated in powder materials are in the range of the traditional gapped materials such as silicon steel 10JNHF600.
A plot of volumetric power density vs. frequency is presented in Figure 3.3 for amorphous metal 2605SA1, silicon steel 10JNHF600 and powder material Mega Flux 60. Power loss generated in the material varies with the flux density magnitude. The plot in Figure 3.3 shows that powder material performs better or similar to silicon steel at flux density amplitude up to 0.1 T. At high frequency and low flux density amplitude, the powder materials display similar power loss to the amorphous metal. The higher powder core power losses are overcome by the low cost and gapless design.

![Figure 3.3](image)

**Figure 3.3. Volumetric power density vs. frequency and flux density amplitude.**

Although powder core eliminates need of the air gap, it is possible to build powder core based inductor with an air gap. A plot of volumetric power loss vs. permeability is presented in Figure 3.4 for KoolMu, MPP, High Flux, and Mega Flux powder materials. The powder core permeability depends on the material composition. Thus, the nominal power loss in pressed powder materials is closely related to its permeability. The low permeability materials are penalized by higher power loss, which stabilizes at higher permeabilities with exceptions of the High Flux material, whose power loss is the lowest for a relative permeability of 55 and then increases again.

![Figure 3.4](image)

**Figure 3.4. Pressed powder material power loss vs. permeability at 100 kHz and 0.1 T.**
Additional information for selected materials is provided in Table 3.2 as full data is not available for all magnetic materials at this time.

The specific heat capacity indicates how much energy is needed to increase 1 kg materials sample temperature by 1 Kelvin. The specific heat capacity is useful in material thermal dynamic evaluation; however, it is not concerned in this dissertation.

The electrical resistivity is additional information which may be useful when the eddy-current-power-loss-component calculation in the core is required. The Steinmetz equation provides bulk solution for power loss generated in the core without the need of the eddy current and hysteresis loss separate evaluation. It is interesting that the power loss in nanocrystalline material is mostly generated by eddy currents [85].

The lamination thickness is an indication of how thick is the ribbon used in the core. The amorphous core and nanocrystalline cores use very thin ribbons of about 20 µm. The core fill factor is an important number which provides the effective core cross-section area as inter-lamination spaces are virtually occupied by air. Thus, the same core cross-section area at the same permeability material may result in different flux density amplitude if core fill factor is different.

Magnetostriction and the resulting audible noise can be a determining factor in inductor design if the switching frequency is in the audible range (20 Hz – 20 kHz). While magnetostriction values are cited in Table 3.2 magnetostriction is not investigated in this analysis.

Table 3.2. Magnetic Materials Properties

<table>
<thead>
<tr>
<th>Magnetic Material Type</th>
<th>Manufacturer</th>
<th>Material Type</th>
<th>Specific Heat Capacity [J/(K kg)]</th>
<th>Electrical Resistivity [µΩ m]</th>
<th>Lamination Thickness [µm]</th>
<th>Core Fill Factor</th>
<th>Magnetostriction [ppm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM Metglas</td>
<td>2605SA1</td>
<td>540*</td>
<td>1.37</td>
<td>23</td>
<td>&gt;0.79</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>AM Metglas</td>
<td>2605S3A</td>
<td>-540*</td>
<td>1.38</td>
<td>20</td>
<td>&gt;0.75</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>SS JFE</td>
<td>10JNHF600</td>
<td>536*</td>
<td>0.82</td>
<td>100</td>
<td>0.9</td>
<td>0.1*</td>
<td></td>
</tr>
<tr>
<td>SS JFE Prototype</td>
<td>536*</td>
<td>0.82</td>
<td>80</td>
<td>0.9</td>
<td>0.1*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NC VAC VP500F</td>
<td>500*</td>
<td>1.15</td>
<td>0.7</td>
<td>23</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ferrite Ferroxcube</td>
<td>3C93</td>
<td>-750*</td>
<td>5x106</td>
<td>bulk</td>
<td>1</td>
<td>0.6</td>
<td></td>
</tr>
</tbody>
</table>

* preliminary data
Cost is often a driving factor in the magnetic material selection. The basic material cost is a critical factor as are advanced processing. However, raw material cost can be in continuous change and the processing technology is progressing. Thus, economic issues are not considered in this chapter.

A serious concern for the dc inductor designer is material’s dc-bias capability, which represents the materials stability at elevated dc-magnetization. The magnetic material subjected to the excessive magnetic flux will saturate. Moreover, the material saturation is accompanied by a permeability drop, which is usually not desired for a dc filter inductor. The air gap increases the inductor dc-bias capability and energy storage at the expense of decreased inductance. Figure 3.5 shows typical hysteresis loops and corresponding dc-bias characteristics with air gap for amorphous metal [73]. The inductor dc-bias property depends on the core cross-section area, magnetic path length and applied magnetizing force.

A typical dc-bias characteristic of various powder cores is shown in Figure 3.6. The powder core by default has an intrinsic distributed air gap, although it may be gapped for greater linearity and energy storage. The powder core dc-bias capability depends on the materials composition. The best dc-bias capability belongs to the XFlux material.

The gapped materials usually have a sharp dc-bias characteristic, which fall sharply when the material saturation is reached as shown in Figure 3.5. The gapless powder cores have a soft dc-bias characteristic, whose permeability decreases gently as the magnetizing force increases as shown in Figure 3.6. It is critical that inductance roll-off is allowed for powder based cores, which may affect design size. The allowed inductance roll-off typically do not exceeds 30 % drop from its initial value at no dc-bias.

![Figure 3.5. Typical hysteresis loops and its corresponding dc bias characteristics with air gap [73].](image-url)
The variety of available magnetic materials complicates selection and it is a difficult process even for an experienced designer. The magnetic design depends on the material selection; the core shape, the cooling method and the winding. The following sections present a powerful magnetic material selection method which improves the magnetic design process.

**3.3. Comparison of the Magnetic Materials**

The optimum choice of the magnetic material for an inductor design is not straightforward. The material selection starts with the inductor design constraints such as maximum power, efficiency, input and output voltage, inductance and operating frequency. On the other hand, the system cooling capability, size and cost requirements may determine the preferred option. The component can be cooled by natural convection or by forced air. However, the most efficient heat removal is achieved by using a cold plate or submerging the device in high dielectric oil.

Power loss curves are a common comparison method used by manufacturers. The volumetric power loss density against the flux density for the various materials at 20 kHz and 100 kHz are shown in Figure 3.1 and Figure 3.2, respectively. Individualized core selection charts [76]-[80] are available, which are exclusively prepared for the specified cores range.

Silicon steel manufacturer JFE [74] uses a simple approach for the material comparison, as shown in Figure 3.7 and Figure 3.8 for 20 kHz and 100 kHz, respectively. The JFE comparison chart shows the saturation flux density vs. power loss at a given frequency and flux density amplitude. In general, an ultimate material is aiming towards high maximum flux density and low power loss.
The performance factor is a very commonly used comparison method [76][78]. In this thesis, the performance factor of a transformer or ac inductor is designated $PF_{ac}$. The $PF_{ac}$ is developed for a fixed component’s VA and current density. It can easily be shown that the physical size of a transformer or ac inductor is inversely related to $PF_{ac}$, which is shown as the product of frequency and maximum ac flux density $B_{ac}$:

$$PF_{ac} = f \cdot B_{ac}$$ \hspace{1cm} (3.1)

where $B_{ac}$ is limited either by saturation or the allowable specific power loss, as defined by the Steinmetz equation [87]-[89], given by

$$B_{ac} = \sqrt[3]{\frac{P_V}{k f^m}}$$ \hspace{1cm} (3.2)

where $k$, $m$, and $n$ are the Steinmetz equation parameters as shown in Appendix B.1.
A similar derivation of a dc inductor for energy storage does not feature the frequency component and so the performance factor of a dc inductor, $PF_{dc}$, is simply related to the allowable dc bias flux density, $B_{dc}$.

$$PF_{dc} = B_{dc} \quad (3.3)$$

A performance factor for an inductor with dc and ac components, $PF_{ac+dc}$, is not as simply derived due to the dissimilar nature of the dc and ac performance factors. However, the square root of product of the performance factors intuitively provides a quantitative insight into the relative sizing of $PF_{ac+dc}$. Thus, $PF_{ac+dc}$ is given by

$$PF_{ac+dc} = \sqrt{f \cdot B_{ac} \cdot B_{dc}} \quad (3.4)$$

where $B_{dc}$ is the difference between the maximum flux density $B_{max}$ and the peak ac flux density, $B_{ac}$.

$$B_{dc} = B_{max} - B_{ac} \quad (3.5)$$

It is further distinguished that the performance factors for free-air convection cooling is subscripted (conv), and conduction cooling using a cold plate is subscripted (cond). Thus, $PF_{ac}\text{(conv)}$, $PF_{ac+dc}\text{(conv)}$, $PF_{ac}\text{(cond)}$ and $PF_{ac+dc}\text{(cond)}$ are the performance factors for ac and ac+dc inductors for conduction and convection cooling, respectively.

A conduction-cooled performance factor considers magnetic material thermal conductivity and is developed for use in high-power-density designs utilizing liquid-cooled cold plate.

Heat transfer by conduction involves transfer of energy within a material without any motion of the material as a whole. The law of Heat Conduction, also known as Fourier's law, states that the time rate of heat transfer through a surface is proportional to the negative gradient of the temperature and thermal conductivity [88][90][91]:

$$\frac{dQ}{dt} = -\lambda \nabla T \quad (3.6)$$

Where $dQ/dt A^{-1}$ is the heat through the surface in W·m$^{-2}$, $\lambda$ is the material’s thermal conductivity in W·m$^{-1}$·K$^{-1}$ and $\nabla T$ is the temperature gradient in K·m$^{-1}$.

For many simple applications, Fourier's law is used in its one-dimensional form as shown in Figure 3.9 (a). The temperature rise in a heat conducting material is integrated over the sample length $h$, and equals:

$$\Delta T = \frac{P_y h}{\lambda A} \quad (3.7)$$

where $P_y$ is total power flowing through the material in y direction.
Figure 3.9. 1-D heat conduction from the (a) external source and (b) internally generated.

The situation differs for a material in whose power loss is generated internally as shown in Figure 3.9 (b) rather than applied externally as shown in Figure 3.9 (a). The volumetric power loss $P_V$ is assumed to be constant and the elemental power loss $dp$ generated in the material is proportional to the specimen size. Since the 1-D model is considered, the absolute power generated in the material increases with its length $h$; thus, the total power as a function of the sample length can be found from the basic integration:

$$\int dp = P_V A \int dy \Rightarrow P_{\text{tot}} = P_V A y$$

Thus, substituting eq. (3.8) into transformed eq. (3.7) yields

$$\int dT = \frac{P_V A}{\lambda A} \int y dy$$

Since material volume $V$ is a product of $A$ and $h$, the temperature increase of the sample with internal power loss source is as follows

$$\Delta T = \frac{P_V V h}{2 \lambda A}$$

The conduction-cooled performance factor assumes a constant temperature rise $\Delta T$ of a cube made of the investigated material and placed on the cold plate as shown in Figure 3.10. The cube edge dimension has a height, $h$, and material thermal conductivity, $\lambda$. The power loss per unit volume as a function of the temperature rise is given by:

$$P_V (\Delta T) = \frac{2 \Delta T \lambda}{h^2}$$

Thus for conduction cooling, the allowable $B_{uc}$ is determined by

$$B_{uc} = \sqrt[3]{\frac{2 \Delta T \lambda}{kh^2j^m}}$$
Sample performance factor charts are plotted in Figure 3.11 to Figure 3.13 and Figure 3.14 to Figure 3.16 for gapped and gapless materials, respectively. The convection-cooled charts plot the performance factors for specific volumetric power loss densities of 30 mW/cm$^3$, 100 mW/cm$^3$, and 300 mW/cm$^3$ in Figure 3.11 and Figure 3.14, Figure 3.12 and Figure 3.15, Figure 3.13 and Figure 3.16, respectively. The convection-cooled charts show the performance factor for sample lengths of 10 mm, 30 mm, and 100 mm in Figure 3.17 and Figure 3.20, Figure 3.18 and Figure 3.21, Figure 3.19 and Figure 3.22 for gapped and gapless materials, respectively. Each figure plots the curves for (a) the ac inductor, or transformer, and (b) the ac+dc inductor. These curves provide a useful insight into material selection for magnetic components. In the case of the convection-cooled ac inductor or transformer with a low volumetric power loss density of 30 mW/cm$^3$, as shown in Figure 3.11 (a), ferrite can be competitive with nanocrystalline, while both of these materials significantly outperform the high-flux, but lossier, materials plotted.

When the inductor is required to provide energy storage in the case of the ac+dc inductor, the low saturation flux density of ferrite makes it very uncompetitive with respect to all the high flux materials, as shown in Figure 3.11 (b). At this low level of power loss, all the materials tend to be power-loss limited and may be far from saturation. Thus, the high flux materials can operate significantly up the magnetization curve and outperform the low-saturation-flux-density ferrite.

Increasing the volumetric power loss density to a reasonably high value of 300 mW/cm$^3$ results in a more dramatic change. The lossier materials tend to be outperformed by ferrite and nanocrystalline as shown in Figure 3.13 (a) for ac inductors and transformers. However, the high-flux, lossier materials can be competitive with nanocrystalline at low-frequencies due to their higher saturation flux densities as shown in Figure 3.13 (b) for the ac+dc inductor.
Figure 3.11. Gapped materials convection-cooled $PF$ vs. freq. at $P_v = 30 \text{ mW/cm}^3$ for (a) an ac inductor or transformer, and (b) an ac+dc inductor.

Figure 3.12. Gapped materials convection-cooled $PF$ vs. freq. at $P_v = 100 \text{ mW/cm}^3$ for (a) an ac inductor or transformer, and (b) an ac+dc inductor.

Figure 3.13. Gapped materials convection-cooled $PF$ vs. freq. at $P_v = 300 \text{ mW/cm}^3$ for (a) an ac inductor or transformer, and (b) an ac+dc inductor.
Figure 3.14. Gapless materials convection-cooled $PF$ vs. freq. at $P_V = 30$ mW/cm$^3$ for (a) an ac inductor or transformer, and (b) an ac+dc inductor.

Figure 3.15. Gapless materials convection-cooled $PF$ vs. freq. at $P_V = 100$ mW/cm$^3$ for (a) an ac inductor or transformer, and (b) an ac+dc inductor.

Figure 3.16. Gapless materials convection-cooled $PF$ vs. freq. at $P_V = 300$ mW/cm$^3$ for (a) an ac inductor or transformer, and (b) an ac+dc inductor.

The conduction-cooled performance factor accounts for the capability of a material to remove heat from a hotspot, to maximize power handling and minimize component size, albeit at the possible expense of lower component efficiency. Figure 3.17 to Figure 3.19 and Figure 3.20 to Figure 3.22 plot the material characteristics for different material heights. If the material height and consequent thermal path is low, then the good thermal conductors tend to outperform
due to their increased thermal conductivity and despite their higher losses. This is clearly the case for the $h = 10$ mm and $h = 30$ mm curves plotted in Figure 3.17 and Figure 3.18, respectively. However, as the material thickness is increased, the ability of the material to remove substantial heat becomes limited for the lossier materials, and the low-loss nanocrystalline outperforms the lossier materials, as shown in Figure 3.19 for $h = 100$ mm.

Figure 3.17. Gapped materials conduction-cooled $PF$ vs. freq. with length $h = 10$ mm and max. temp. rise $\Delta T = 40$ K for (a) an ac inductor or transformer, and (b) an ac+dc inductor.

Figure 3.18. Gapped materials conduction-cooled $PF$ vs. freq. with length $h = 30$ mm and max. temp. rise $\Delta T = 40$ K for (a) an ac inductor or transformer, and (b) an ac+dc inductor.

Figure 3.19. Gapped materials conduction-cooled $PF$ vs. freq. with length $h = 100$ mm and max. temp. rise $\Delta T = 40$ K for (a) an ac inductor or transformer, and (b) an ac+dc inductor.
Figure 3.20. Gapless materials conduction-cooled $PF$ vs. freq. with length $h = 10$ mm and max. temp. rise $\Delta T = 40$ K for (a) an ac inductor or transformer, and (b) an ac+dc inductor.

Figure 3.21. Gapless materials conduction-cooled $PF$ vs. freq. with length $h = 30$ mm and max. temp. rise $\Delta T = 40$ K for (a) an ac inductor or transformer, and (b) an ac+dc inductor.

Figure 3.22. Gapless materials conduction-cooled $PF$ vs. freq. with length $h = 100$ mm and max. temp. rise $\Delta T = 40$ K for (a) an ac inductor or transformer, and (b) an ac+dc inductor.
As discussed above, the performance factor can be shown to relate to the area product of a magnetic component for a given power handling or energy storage, or both. The greater is the performance factor, the smaller is the area product. It logically follows that it may be more intuitive, when much of the design discussion is about area product, to create a new parameter, known as the inverted performance factor, which directly correlates area product and the performance factor. Thus, the inverted performance factor \( IPF \) is simply

\[
IPF = PF^{-1}
\]  

(3.13)

As before, it is appropriate to distinguish between the performance factors for ac and dc magnetic components, and for free-air convection cooling, subscripted (conv), and conduction cooling using a cold plate, subscripted (cond). Thus, \( IPF_{ac\,(conv)} \), \( IPF_{ac+dc\,(conv)} \), \( IPF_{ac\,(cond)} \) and \( IPF_{ac+dc\,(cond)} \) are the inverted performance factors for ac and ac+dc inductors for conduction and convection cooling, respectively.

The \( IPFs \) are plotted in Figure 3.23 to Figure 3.28 for the gapped and gapless materials for convection and conduction cooling.

---

**Figure 3.23.** Convection-cooled inverted \( PF_{ac+dc\,(conv)} \) vs. freq. at \( P_f = 30 \text{ mW/cm}^3 \) for (a) gapped materials, and (b) gapless materials.

**Figure 3.24.** Convection-cooled inverted \( PF_{ac+dc\,(conv)} \) vs. freq. at \( P_f = 100 \text{ mW/cm}^3 \) for (a) gapped materials, and (b) gapless materials.
Figure 3.25. Convection-cooled $PF_{ac+dc\ (conv)}$ vs. freq. at $P_v = 300$ mW/cm$^3$ for (a) gapped materials, and (b) gapless materials.

Figure 3.26. Conduction-cooled inverted $PF_{ac+dc\ (cond)}$ vs. freq. with length $h = 10$ mm and max. temp. rise $\Delta T = 40$ K for (a) gapped materials, and (b) gapless materials.

Figure 3.27. Conduction-cooled inverted $PF_{ac+dc\ (cond)}$ vs. freq. with length $h = 30$ mm and max. temp. rise $\Delta T = 40$ K for (a) gapped materials, and (b) gapless materials.
3.4. Conclusions on Performance Factor Materials Selection

The performance factor analysis is a simple and intuitive approach for magnetic materials comparison. The approach has previously been developed for sizing ac magnetics for a given allowable specific power loss. The approach has been extended in this chapter to factor in the effects of dc magnetization and thermal conductivity. Thus, performance factors can now be used to aid in the selection of the optimum material for a dc inductor with ac ripple for convection or conduction cooling.

The analytical background of the performance factor with relevant graphs was presented in Section 3.3. The graphs are shown for gapped and gapless materials separately. The convection-cooled graphs are presented for a three specific volumetric power’s 30, 100 and 300 mW/cm³, while the conduction-cooled graphs assume 40 K temperature rise for three sample lengths of 10, 30 and 100 mm. The selected power loss densities and sample lengths are representative approximations for the parameters of high-power magnetic components.

In general, the optimum materials change with specific power loss. There is a significant difference between the air-cooled and conduction-cooled graphs as conduction-cooling allows for a very efficient heat removal and size reduction.

The conduction-cooled dc inductor performance factor chart highlights the capability of the material to remove heat together with saturation capability. The most suited materials for a high-power-density inductor are those with high thermal conductivity and high saturation flux density. The material optimum selection is strongly related to the thermal path length.

Technically, the nanocrystalline material has the best overall characteristics in all cases, but presently is significantly more expensive than the other materials. The cost of the nanocrystalline material increases further due to the manufacturing process required to cut the material. The best solution for an air-cooled ac inductor or transformer is the ferrite material as it compromises low power loss and low overall cost.
Chapter 4

Inductor Size – Area Product Analysis

In this chapter various magnetic materials are analysed and investigated for use in a CC-core inductor. The investigated materials are selected from the Table 3.1 and are as follows: amorphous metal 2605SA1, silicon steel 10JNHF600, nanocrystalline Vitroperm 500F and ferrite 3C93.

A novel approach to the inductor-design algorithm is presented and used in order to compare the various magnetic materials over a range of frequencies, ripple ratios, two cooling methods and efficiency. The algorithm is developed for foil-wound inductors with CC cores in the low (20 kHz) to high (150 kHz) frequency range.

As expected, inductor size varies with a current ripple for a given frequency. The minimum size is achieved for the design which meets temperature rise and flux density limitation at the same time. As operating frequency increases, the current-ripple ratio for minimum size decreases. In general, the inductor size decreases as the frequency increases in the considered frequency range. The conduction-cooled design allows for very efficient cooling and significant size reduction can achieved with respect to the air-cooled design. However, an efficiency restriction can disturb this relation and cause inductor size to increase.
4.1. Inductor Design Flowchart

The inductor design is a complicated process. Most of the inductor design flow charts involve the selection of a core size in an iterative design procedure [81][87][88][89][91][93]. In this section, an algorithm is developed to solve for the optimum inductor design. Various electrical and magnetic parameters and constraints are input into the algorithm and the minimum-sized inductor is determined based on the inputs.

Two different flow charts are used to compare the magnetic materials. The first algorithm is dedicated for gapped materials with an air gap where operation is restricted to the linear part of the B-H characteristic, as shown in Figure 4.1 (a). This algorithm is used for the high permeability materials such as amorphous metal, silicon steel, nanocrystalline and ferrite. The second algorithm, shown in Figure 4.1 (b), is created to deal with powder materials for a gapless design and is based on the materials dc-bias curve, where up to 30% permeability roll-off is allowed.

In general, the solution is obtained by seeking a minimum area product, where the core’s basic dimensions are the variables. The result is the core area product $AP$ which is proportional to the inductor volume and mass. The algorithm relies on Excel’s built in minimum seeker function; however, it can be implemented in any mathematical package. Both flowcharts allow for relatively simple use of the material parameters straight from the datasheet.

Both algorithms have a similar modular structure as shown in Figure 4.1. The modular structure improves the algorithm clarity as well as enabling easy modification of the design. Each section can be modified or swopped easily to match the design requirements. This enables fast initial designs for the various magnetic materials, core shapes and winding arrangements as well as the cooling options. The algorithm structure is based on a set of linear equations but also factors in the gapless core dc-bias characteristic. The presented algorithms calculates a filter inductor for a boost converter based on CC core set with a foil winding split between the core legs and an air gap placed in the core leg centre.

Each algorithm consists of nine main modules (A) – (I) and the minimum seeker loop with defined constraints in (J). If conditions (J) are satisfied the minimum area product is calculated and the gapless algorithm ends. The gapped algorithm continues calculation in the next loop (K) – (M) where additional turns are added to the design to seek a further optimization by moving core loss to the copper. The area product is calculated with a new number of turns and is compared with the previous iteration. If (L) is satisfied then the algorithm finishes its calculation with the final area product.
Figure 4.1. Design algorithm for (a) gapped and (b) gapless inductor.
The algorithm calculates such factors as: air gap fringing factor, rounded and even turns number, core power loss, winding clearance and creepage, distance between winding and air gap, winding skin and proximity effect.

Firstly, the gapped inductor algorithm is presented in Section 4.1.1 and then the differences in the gapless inductor algorithm are highlighted Section 4.1.2.

4.1.1. Gapped Inductor Design Flowchart

In (A) the inductor electric specifications are specified: input voltage, $V_{in}$, output voltage, $V_{out}$, maximum output power capability, $P_{out}$, converter efficiency, $\eta$, inductor efficiency, $\eta_i$, current-ripple ratio, $r$, and operating frequency, $f$. The electric specifications are generated for the design: dc input current, $I_{in}$, peak-to-peak inductor current, $\Delta I_{pp}$, duty ratio, $D$, inductor inductance, $L$, inductor peak current, $I_{max}$, allowable inductor power loss, $\Delta P_i$. 

$$I_{in} = \frac{P_{out}}{\eta \cdot V_{in}}, \quad \Delta I_{pp} = I_{in} \cdot r, \quad D = 1 - \frac{V_{in}}{V_{out}}, \quad L = \frac{V_{in}D}{f \cdot \Delta I_{pp}}$$ (4.1)

$$I_{max} = I_{in} + \frac{1}{2} \Delta I_{pp}, \quad \Delta P_i = P_{out} \frac{1 - \eta_i}{\eta}$$ (4.2)

The magnetic material is defined in (B): relative permeability, $\mu$, saturation flux density, $B_{sat}$, core fill factor, $k_{cf}$, core mass density, $\rho_{cm}$, the core power loss, $P_c$, is parameterised by Steimetz equation parameters: $k$, $m$, $n$ shown in Appendix B.1. The saturation flux is de-rated by factor $k_d$ in order to operate in the linear region of the materials B-H curve.

Block (C) introduces the core dimension variables: core width, $a$, window width, $b$, window length, $c$, and core thickness, $d$ as shown in Figure 4.2. Initial core dimensions must be set in the algorithm. The core dimension allows for further calculations as the core window ratio, $r_w$, core profile ratio, $r_c$, and the core shape ratio, $r_s$, as well as the core cross-sectional area, $A_c$, effective cross-sectional area, $A_{eff}$, window area, $A_w$, and the area product, $AP$. The core mean magnetic path length, $l_c$, effective cross-section area, $A_{eff}$, core volume, $V_c$, and mass, $m_c$, is calculated.

$$r_w = \frac{c}{b}, \quad r_c = \frac{d}{a}, \quad r_s = \frac{2a + c}{2a + b}, \quad A_c = a \cdot d, \quad A_w = b \cdot c$$ (4.3)

$$AP = A_c A_w, \quad l_c = 2 (b + c) + \pi \cdot a, \quad A_{eff} = k_{cf} \cdot A_c$$ (4.4)

$$V_c = l_c \cdot A_c, \quad m_c = \rho_{mc} \cdot V_c$$ (4.5)
The number of turns and air-gap is calculated in (D): The initial peak-to-peak flux swing, \( \Delta B_{ppi} \), is used to estimate the initial turns, \( N_i \). The absolute turns number equals the sum of the rounded-up initial turns number and the additional turns, \( N' \), from the design iteration loop. Initially, \( N' \) equals zero. Then the total air-gap, \( l_g \), is calculated. The air-gap calculation involves iteration in order to adjust the fringing field factor \([88][89]\), \( F_g \), which initially equals 1. The air gap length iteration loop is shown in Figure 4.3 where \( \varepsilon_{\text{max}} \) is a calculation error usually set to 0.005. Finally, the adjusted ac-flux magnitude, \( B_{ac} \), and the peak flux, \( B_{\text{peak}} \), are obtained

\[
\Delta B_{ppi} = \frac{\Delta I_{pp}}{I_{\text{max}}} B_{\text{max}}, \quad N_i = \frac{V_{in} D}{\Delta B_{ppi} A_{\text{eff}} f}, \quad N = \text{ceiling}[N_i + N'] \quad (4.6)
\]

\[
l_g = \frac{\mu_0 \cdot A_{\text{eff}} \cdot N^2}{L} F_g - \frac{l_c}{\mu_c}, \quad F_g = 1 + \frac{l_g (j)}{\sqrt{A_{\text{eff}}}} \ln \left( \frac{2 \cdot c}{l_g (j)} \right) \quad (4.7)
\]

\[
B_{ac} = \frac{V_{in} D}{2NA_{\text{eff}} f}, \quad B_{\text{peak}} = \frac{I_{\text{max}}}{I_{pp}} 2B_{ac} \quad (4.8)
\]

The core power loss is calculated in (E). The hysteresis and eddy-current core specific power loss, \( P_{\text{csp}} \), comes from the Steimetz equation shown in Appendix B.1, while the gap power loss can be evaluated from the McLyman equation \([89]\), where \( k_i \) is a core constant (i.e. 0.388 for CC core) and \( l_i \) is the lamination width. The feasibility of the McLyman equation is the subject of a separate investigation presented in Section 5.5.1, which shows that power loss in the core due to air gap fringing flux are marginal in a dc inductor built with modern advanced magnetic materials. Thus, the gap loss equation is optional and is neglected in the area product analysis.

\[
P_{\text{csp}} = k \cdot f^m \cdot B_{ac}^n, \quad P_g = k_i \cdot l_i \cdot l_g \cdot f \cdot B_{ac}^2 \quad (4.9)
\]

\[
P_c = P_{\text{csp}} V_c + P_g \quad (4.10)
\]
Winding arrangements and geometry are defined in (F). The inputs are defined as follows:

- the air-gap factor, $k_g$, which sets the distance between the winding and the core leg, $a_i$, typically $k_g = 2$; the distance between the core and winding tips, $c_i$; the distance between the two adjacent windings on the CC core, $d_w$; the area for the winding, $A_{wa}$; the interlayer insulation thickness, $t_i$, and the total insulation thickness, $t_{tot}$; the conductor fill factor, $k_{con}$; the conductor total cross-sectional area, $A_{contot}$; the single turn conductor cross-section area, $A_{con}$; the foil thickness, $t_{con}$; and the foil total length, $l_{con}$; the conductor volume, $V_w$, and winding dimensions; winding thickness, $t_w$, winding outer width, $w_w$, winding outer thickness, $l_{w}$, winding inner width, $w_{in}$, winding inner thickness, $l_{in}$, winding height, $h_{w}$, as shown in Figure 4.2.

\[ a_i = 0.5 \cdot k \cdot l_g \cdot l_g, \quad A_{wa} = (b - 2a_i - d_w) \left( c + 0.5l_g - 2c_i \right) \] \hspace{1cm} (4.11)

\[ t_{tot} = N \cdot t_i, \quad k_{con} = 1 - \frac{t_{tot}}{b - 2a_i - d_w}, \quad A_{contot} = k_{con} A_{wa} \] \hspace{1cm} (4.12)

\[ A_{con} = \frac{A_{contot}}{N}, \quad t_{con} = \frac{A_{con}}{c + 0.5l_g - 2h_i} \] \hspace{1cm} (4.13)

\[ l_{con} = 2 \left( a + d + 4a_i + 2t_{con} \right) N + 4 \left( t_{con} + t_i \right) \left[ 1 + 0.5 \left( N - 2 \right) \right] \left( N - 1 \right) \] \hspace{1cm} (4.14)
Block (G) provides information about the conductor type and power loss in the winding. Typically the conductor of choice is copper; however, aluminium might be preferred in some applications [94]. The material input sets the material conductivity, $\sigma_x$, at the operating temperature, $T_x$, and the mass density, $\rho_w$, the conductor permeability, $\mu_w$, and the conductivity at 20°C, $\sigma_{20}$, and the temperature coefficient, $k_t$. Once the winding conductivity, $\sigma_x$, is known the winding resistance, $R_{dc}$, can be found. However, the current in the inductor contains an ac component. Therefore, the total power loss in the winding is calculated by decomposition of the triangular current waveform into the harmonics, $I_{dc}$, $I_{h=1}$...$I_{h=\infty}$ [95]. The penetration depth, $\delta_h$, for each harmonic is calculated followed by the stretch factor, $\eta_h$, and the porosity factor, $\xi_h$. Using the Dowell equations the proximity factor for each harmonic, $F_h$, is calculated [87][88][96]. Finally, the effective proximity factor, $F_{eff}$, is obtained and the effective resistance, $R_{eff}$, is calculated. The winding power loss, $P_w$, can now be found.

$$V_w = l_{con} A_{con} \text{,} \quad t_w = 0.5(b - 2a_i - d_w)$$ (4.15)

$$w_w = 2t_w + 2a_i + a \text{,} \quad l_w = 2t_w + 2a_i + d$$ (4.16)

$$w_{iw} = 2a_i + a \text{,} \quad l_{iw} = 2a_i + d \text{,} \quad h_w = c + 0.5l_g - 2c_i$$ (4.17)

$$m_w = \rho_{mw} \cdot V_w \text{,} \quad \sigma_{max} = \frac{\sigma_{20}}{1 + k_t(T_{max} - 20)}$$ (4.18)

$$R_{dc \ max} = \frac{l_{con}}{\sigma_{max} A_{con}} \text{,} \quad I_h(h) = \Delta I_{pp} \frac{\sqrt{2[1 - \cos(2\pi h D)]}}{\pi^2 h^2 D(1 - D)}$$ (4.19)

$$I_{rms} = \sqrt{I_{dc}^2 + 0.5 \sum_{h=1}^{\infty} I_h(h), \quad \delta_h(h) = \frac{1}{\sqrt{\pi} \sigma_{max} \mu_0 \mu_w \mu_f}}$$ (4.20)

$$\eta_h = \frac{c + 0.5l_g - 2c_i}{c + 0.5l_g} \text{,} \quad \xi_h(h) = \frac{t_{con}}{\delta(h) \sqrt{\eta_h}}$$ (4.21)

$$M = \xi_h(h) \sinh(2\xi_h(h)) + \sin(2\xi_h(h)) \cosh(2\xi_h(h)) - \cos(2\xi_h(h))$$ (4.22)

$$D = 2\xi_h(h) \sinh(\xi_h(h)) - \sin(\xi_h(h)) \cosh(\xi_h(h)) + \cos(\xi_h(h))$$ (4.23)
The final inductor properties are gathered in block (H). The inductor is characterized by its outer dimensions, width, $w_i$, length, $l_i$, height, $h_i$, and the inductor volume, $V_i$, and total mass, $m_i$. Finally, the inductors total power loss, $P_i$, is calculated.

The last module, (I), estimates the component temperature rise. The algorithm can generate convection- or conduction-cooled designs. The natural convection cooling assumes that the heat removed from the object is 50 % by radiation and 50 % by convection. The convective surface, $SA$, is calculated for the total of all surfaces exposed for heat exchange, $P_i$. The temperature rise, $\Delta T$, can be approximated empirically as follows \[72\][88]:

$$\Delta T = \left( \frac{P_i}{SA} \right)^{0.909}$$

\[4.29\]

where the 0.909 exponent is an empirical number related to the surface emissivity and may vary between 0.833 for amorphous material \[72\] and 0.909 for ferrite \[88\].

The cold-plate cooling relies on conductive heat transfer as shown in Figure 4.4 (a). The heat path for the core and winding are assumed to be separate. The 2D heat transfer problem can be simplified by reduction to a 1D model. For simplicity, the core is assumed to be placed on the cold-plate such that the cold-plate makes contact with both sides of the core as shown in Figure 4.4 (b). The heat generated in the core, $P_c$, is removed along the core, $l_c$, with heat transfer surface, $A_{hc}$, and thermal conductivity, $\lambda_c$. The power loss generated in the core due to fringing flux, $P_g$, may be included if applicable and added as heat flowing through the core from the air-gap to the cold-plate. The core temperature rise is given as follows:

$$\Delta T = \frac{P_c \cdot l_c}{2 \cdot \lambda_c \cdot A_{hc}} + \frac{P_g \cdot l_c}{\lambda_c \cdot A_{hc}}$$

\[4.30\]
The winding is modelled as an equivalent straight bar with a length equal to the average heat path, $l_{eqCu}$, from the winding hotspot to the cold-plate as shown in Figure 4.5. The copper has a thermal conductivity, $\lambda_{Cu}$. The total power loss generated in the copper, $P_{Cu}$, is transferred through the insulation layer, with thermal conductivity, $\lambda_i$, between the winding and the cold-plate resulting in the following temperature rise:

$$\Delta T_{Cu} = \frac{P_{Cu} \cdot l_{eqCu}}{2 \cdot \lambda_{Cu} \cdot A_{Cu}} + \frac{P_{Cu} \cdot l_i}{\lambda_i \cdot A_{Cu}}$$  \hspace{1cm} (4.31)$$

Block (J) closes the first design loop in order to achieve the design constraints. The iteration area product is stored in (K) indexed with the second loop iteration number. The second loop, (L), iterates the turns by adding the extra turns to the design in order to decrease the flux swing. Once the absolute minimum is achieved, the algorithm ends.
The local minima may occur in power-limited designs as shown in Figure 4.6 for a 1 kW silicon-steel 10JNHF600 design. The following constraints are applied: natural convection-cooled with a maximum temperature rise of 80 K, core window ratio $0.5 \leq r_w \leq 3$, core profile ratio $0.5 \leq r_c \leq 2$, maximum air gap $t_g \leq 3 \text{ mm}$. The boost converter has a 200/400 V boost ratio at 1 kW power and 50 kHz switching frequency. The required inductance is 1 mH. Foil winding is applied with 0.1 mm interlayer insulation and 2.4 mm is assumed between the coils. The foil is assumed to be a single sided insulator, thus creepage distance is 4 mm for each side.
4.1.2. Gapless Inductor Design Flowchart

The gapless algorithm shares most of the modules with the gapped algorithm. The electric circuit inputs in block (A) are the same. The material characteristics (B) include the magnetizing B-H curve and the dc-bias \( \mu \)-H curve is defined as follows:

\[
B(H) = \frac{H}{a_{g}H^2 + b_{g}H + c_{g}} \quad (4.32)
\]

\[
\mu_r(H) = \frac{\mu_{r}^2 + a_{\mu}\mu_{r}^3H + b_{\mu}\mu_{r}^4H^2}{1 + c_{\mu}\mu_{r}H + d_{\mu}\mu_{r}^2H^2} \quad (4.33)
\]

The inductors geometry (C) is defined in the same way in both algorithms. The block (D) in the gapless algorithm is very different from the gapped algorithm. In the gapped algorithm the air-gap length is adjusted to the number of turns at \( \mu = \) constant, while the gapless algorithm is adjusting the number of turns to the dc-bias curve. The turns calculation is an iterative process as the core’s permeability, \( \mu_r(H) \), depends on the magnetizing force related to the number of turns, \( N \), the operating current, \( I_{in} \), and the magnetic flux mean path length, \( l_c \). The core flux bias, \( B_0 \), is calculated from the B-H curve. The peak-to-peak flux density, \( \Delta B_{pp} \), and its magnitude, \( B_{ac} \), are found and the minimum and maximum flux density, \( B_{min} \) and \( B_{max} \), are calculated respectively. The respective magnetizing force swing is found from the B-H curve.

\[
N = \frac{L l_c}{A_{eff} \mu_{0} \mu_r}, \quad H = \frac{I_{in} N}{l_c}, \quad \Delta B_{pp} = \frac{V_{in} D}{N A_{eff} f} \quad (4.34)
\]

\[
B_{ac} = 0.5\Delta B_{pp}, \quad B_{min} = B_0 - B_{ac}, \quad B_{max} = B_0 + B_{ac} \quad (4.35)
\]

\[
H_{min/max} = \frac{b_{g} - B_{min/max}^{-1}}{2a_{g}} \quad (4.36)
\]

The core power loss due to the air-gap does not apply in (E). Winding geometry (F) and power loss (G) are calculated as in the gapped algorithm. The inductor properties (H) are developed similarly to the gapped algorithm; however, without the air-gap and core gap loss. The thermal calculations in (I) are carried out in the same way as in the gapped algorithm. Block (J) closes the design loop in order to achieve the design constraints. Finally, in (K) the result is displayed and the algorithm ends.

Note that the gapless algorithm involves a lower number of the optimization steps than the gapped algorithm due to the absence of the air gap.
4.2. Area-Product Analysis

The area-product algorithm is a powerful tool for fast prototyping and design comparison analysis. It allows for solution of a wide range of the design aspects. In this section, an inductor size variation is investigated as a function of frequency, current ripple and efficiency for two cooling methods.

In general, the inductor design can be saturation or power loss limited, where the power loss limit is due to temperature rise or efficiency. The most optimum use of the material is achieved when all three constraints are meeting their limits, resulting in the smallest design.

Firstly, the efficiency-limited inductor minimum size is investigated as a function of the current ripple and frequency for convection- and conduction-cooled designs. Secondly, the variation of inductor size with efficiency is investigated. Finally, the performance factor curves generated in Chapter 3 are compared with the area-product analysis.

The procedures developed in the previous section are used to analyse inductors for 1 and 10 kW boost converters. The following materials presented in Table 3.1 are investigated: 2605SA1, 10JNHF600, Vitroperm 500F, 3C93. Graphs for powder materials MPP 60, High Flux 60, KoolMu 60 and Xflux 60 are provided in Appendix C.

All designs presented and compared in this chapter share the same input data. Operating frequency is increased from 20 to 150 kHz in the following steps: 20, 50, 100 and 150 kHz. The following are the electrical specifications for the boost converter: input voltage, $V_{in} = 200$ V, output voltage, $V_{out} = 400$ V. The ambient or cold-plate temperature is set at 70 °C. The maximum temperature rise allowed for each material is dependent on the continuous operating temperature of the material, as shown in Table 3.1. For example, the maximum operating temperature of amorphous material is 150 °C and so the maximum temperature rise is 80 °C.

A CC core is assumed. The core profile ratio, $r_c$, is allowed to change in the range between 0.5 and 2. The core window ratio, $r_w$, is allowed to vary between 0.5 and 2. The air gap is limited to 3 mm per leg and 25 % saturation flux de-rating factor is applied for all gapped materials. The permeability of the powder materials is allowed to decrease down to 50 % of its initial value, but typically it settles at an effective permeability roll-off of about 30 %. The winding interlayer insulation is assumed to be 0.1 mm and the distance between the core and winding tips is set to 4 mm, while the distance between windings is 2.4 mm.

The area product is a popular figure of merit [72][81][83][87][89]. Despite being very indicative, the area product is not an exhaustive comparison tool. Since the area product algorithm has a 4-dimensional freedom in the CC core geometry there may be different area product results for the mass and volume optimized designs. The area product does not necessary results in component minimum mass or volume; however, it is closely related to them.
4.2.1. Current-Ripple Analysis

The area product vs. current ripple analysis for gapped amorphous metal 2605SA1 is presented in Figure 4.7 and Figure 4.8 for 1 kW and 10 kW inductor designs, respectively. The curves are for gapped materials 10JNHF600, Vitroperm 500F, and 3C93; and for gapless materials: MPP 60, High Flux 60, KoolMu 60 and Xflux 60 are presented in Appendix C.1 and C.2 for 1 kW and 10 kW, respectively.

The 1 kW area-product curves are presented in Figure 4.7 (a) and (b) for natural convection-cooling and conduction-cooling, respectively, for gapped amorphous metal 2605SA1 based inductor design. There is a minimum inductor area product for a particular frequency. The product minima occur at lower current ripple with increased frequency. This is because the power loss generated in the material grows rapidly as the frequency increases, but the inductance and the number of turns are reduced. The area-product minimum is the balancing point between the saturation flux density limited design and inductor total power loss limited design. The efficiency constraint limits the total allowable power loss of the component, and thus limits the inductor minimization potential.

Since the design is efficiency limited the 1 kW conduction-cooled inductor size is similar to natural-convection cooled as shown in Figure 4.7 (a) and (b). The power loss generated in the efficiency limited inductor is small enough that the convection-cooled design allows for an efficient heat removal without exceeding the maximum temperature. This may be especially applicable for an inductor based on less efficient magnetic material, whose size is predominantly power loss limited due to efficiency rather than temperature rise or saturation flux density.

Figure 4.7. AP vs. current ripple with frequency as a parameter (1 kW) for gapped amorphous metal design: (a) natural convection cooling, (b) cold-plate conduction cooling.
The various magnetic materials area product vs. current-ripple curves for a 1 kW inductor design are shown in Appendix C.1 and C.2. Most of the 1 kW designs are power loss limited due to the efficiency restriction, and so the area products for convection-cooled and conduction-cooled inductors are similar, but not the same. The nanocrystalline and ferrite materials are different as they are temperature-rise limited for the convection-cooled design and efficiency limited while conduction-cooled.

The 2605SA1 10 kW inductor area product vs. current-ripple curves for convection-cooling and conduction-cooling are shown in Figure 4.8 (a) and (b), respectively. The dc-current is ten-times higher than for 1 kW inductor and this is reflected in the inductor size. Note, that the relative current-ripple ratio results in a significantly higher peak-to-peak current in 10 kW design than in 1 kW, but the flux density amplitude and dc bias are similar for both designs.

The 10 kW inductor produces significant power loss and the convection-cooled design is temperature-rise limited while the conduction-cooling allows the design to be efficiency limited; allowing the size to be significantly reduced.

In general, the design tends to be saturation limited for low ripple ratios, and then reach the minimum size where the size becomes power-loss limited due to maximum temperature rise or efficiency restriction.

![Graph](image)

**Figure 4.8.** $AP$ vs. current ripple with frequency as a parameter (10 kW) for gapped amorphous metal design: (a) natural convection cooling, (b) cold-plate conduction cooling.

Note that the convection-cooling and conduction-cooling approaches are very different. The convection-cooled component tends to achieve the best cooling surface, while the conduction-cooled design is optimized for the shortest cooling path. Due to this fact, the component area product may vary significantly for the same design constraints.
4.2.2. Efficiency and Inductor Size

In this section, the variation of the inductor size with the frequency, current ripple and efficiency is investigated. The analysis is carried for the 10 kW gapped amorphous metal 2605SA1 based inductor at 20 kHz and the circuit constraints are the same as in the previous section. Firstly, the variation of inductor size with current ripple is plotted vs. efficiency for a conduction-cooled amorphous metal inductor is presented. Secondly, The inductor size is analysed for a 99 % efficiency limitation and for minimum size without an efficiency limitation.

As shown in Section 4.2.1 the inductor size is related to the current ripple for given frequency. Intuitively, the inductor size is likely to increase for improved efficiency. Plots of inductor size vs. efficiency for 20 %, 60 %, and 100 % current ripple are shown in Figure 4.9 (a) and (b) and (c), respectively. These corresponds to the saturation limited, size optimized and power loss limited designs as can be traced in Figure 4.8 (b). The size increases together with efficiency and the most dramatic size increase is accounted for a power-loss limited inductor, as is the case for the 100 % current ripple.

Figure 4.9. Area Product vs. inductor efficiency for (a) 20 % and (b) 60 % and (c) 100 % current ripple.
Gapped, amorphous metal (2605SA1) based inductor.
Next, a 100 μH inductor is used for size comparison for a 99 % efficiency limit and for minimum size without an efficiency limit. The analysis is carried for the 10 kW inductor across frequency range from 20 kHz to 150 kHz.

Since inductance is constant, the current ripple decreases as frequency increases with current-ripple ratios of 1 at 20 kHz, 0.4 at 50 kHz, 0.2 at 100 kHz and 0.13 at 150 kHz. The low current ripple at the high frequency is beneficial for the design as the windings skin and proximity effects may become a serious power loss contributor.

The convection- and conduction-cooled inductor area product with and the without efficiency restriction is presented in Figure 4.10 and Figure 4.11, respectively, and also in Table C.5 in Appendix C.4. Additional figures for gapless materials are shown in the Appendix C.4.
The analysis shows that the high power-loss materials, such as silicon steel, are very large with an efficiency limit for convection cooling, while the low power-loss materials allow for minimum size. Nanocrystalline material is the smallest for a convection-cooled inductor while ferrite appears to be a close second, at a fraction of the cost. The high thermally conductive materials have a more optimised heat transfer path for conduction cooling and so the high-saturation lossy materials can be significantly reduced in size with conduction cooling.

### 4.2.3. Area Product Curves

In this section, area-product curves are generated to contrast and compare the materials and to show the optimum material for a particular design.

Area product vs. current ripple curves presented in Section 4.2.1 are rearranged and shown in Figure 4.12 and Figure 4.13 for convection- and conduction-cooled 10 kW inductor designs with 99% efficiency, respectively. The principal materials of interest are shown.

![Area Product Curves](image)

**Figure 4.12.** Convection-cooled Area Product vs. current ripple for frequency parameter (10 kW, 99% eff.): (a) 20 kHz and (b) 50 kHz and (c) 100 kHz and (d) 150 kHz.
Generally, for the convection-cooled designs, amorphous metal is very competitive with nanocrystalline for low ripple ratios while ferrite tends to be very competitive at high ripple ratios. These results tend to correlate with the performance factors for ac and ac+dc materials in Chapter 3.

The curves for the conduction-cooled devices tend to show the high-\(B_{sat}\) lossy materials being competitive with nanocrystalline for low frequency and low-to-medium frequency due to their high thermal conductivity. Ferrite is generally uncompetitive except at higher ripple and higher frequencies. These results are also as generally predicted by the performance factors in Chapter 3.

![Figure 4.13. Conduction-cooled Area Product vs. current ripple for frequency parameter (10 kW, 99% eff.): a) 20 kHz and b) 50 kHz and c) 100 kHz and d) 150 kHz.](image)

While the area-product curves generally relate to the performance factor curves, the performance factor curves are inherently limited with respect to the area product curves. The performance factors do not factor in core geometry and current ripple and the possibly significant difference in operating conditions between the materials for a particular design. The core loss densities and peak flux densities are shown in Figure 4.14 (a) and (b) for the 20 kHz,
conduction-cooled curves shown in Figure 4.13 (a). As can be seen, these are widely varying and such information cannot easily be factored into the performance curves.

![Figure 4.14. Conduction-cooled 10 kW, 99% efficient inductor design at 20 kHz: (a) core power loss density vs. current ripple (b) and peak flux density vs. current ripple.](image)

### 4.3. Summary

In this chapter a novel approach to the widely-known problem of an inductor design is presented. The inductor design is considered as a multivariable function in the purpose developed algorithm for convection- and conduction-cooled setup. The modular structure allows for rapid prototyping of any inductor with a given constraints set.

The analysis indicates that the right choice of the magnetic material results in the most optimum design size. The design constraints of operating frequency, current ripple, dc-bias, cooling method, maximum temperature rise, and efficiency impact the design size and material selection. In general, the inductor size decreases as frequency increases in the considered frequency range. The optimum current ripple decreases as frequency increase for a minimum area product analysis. This means that the component size decreases with frequency and the current ripple decreases as well. Thus, the converter input and output capacitance requirement will drop and as a result further converter size reduction may occur. Since the minimum size at a given frequency is unique property of the material with respect to the current ripple the most suitable material can be selected for the anticipated current ripple ratio.
Chapter 5

Experimental Comparison of High-Flux Magnetic Materials

The high-flux magnetic material is a critical component of a high-power dc-inductor. In this chapter, well-established high-flux magnetic materials such as Fe-based amorphous metal and 6.5% silicon steel are compared and contrasted with Fe-based powder core and a JFE silicon-steel prototype core.

The practical effects of frequency, dc-bias and duty cycle on core power loss, air-gap fringing on the core and winding losses, and the core conduction cooling are experimentally investigated for the Fe-amorphous metal, 6.5% silicon steel and powder core.

For the various materials, variation of core loss with frequency is approximately as predicted by the specifications and the algorithm developed in Chapter 4. The multi-cut core displays elevated power loss due to manufacturing.

All materials can experience increased core losses with dc bias and appropriate de-rating should be used when operating high on the magnetization curve. The investigation suggests de-rating at about 75% of the nominal saturation flux density at 25 °C. Similarly, asymmetric duty cycles result in increased core losses. The modified Steinmetz equations are useful predictors of these increased losses.

It has been suggested in the literature [89][98] that increased core loss can occur due to air gap fringing. Testing in this study suggests that these effects can be insignificant for these cores with thin laminations and high resistivity. Distributing the air gap is shown to result in reduced copper losses, but added cuts can result in material degradation for amorphous metal.

Finally, it is demonstrated that lamination direction is key to the optimum thermal cooling path for the laminated gapped cores.
5.1. Experimental Setup

The inductors were tested in a boost converter. Two converter variants were used. A hard-switched 2.5 kW converter is used from low (15 kHz) to medium (30 kHz) frequency range and is shown in Figure 5.1. A soft-switched 1.25 kW converter, developed in Chapter 2, is used to test in the medium (50 kHz) to high (150 kHz) frequency range. Comprehensive experimental data are provided in Appendix D.

Figure 5.2 shows the various magnetic cores. The single-cut amorphous metal inductor is composed of two C-core halves. The silicon steel (both 10JNHF600 and JFE prototype) and the powder core inductors use block cores. The amorphous metal and silicon-steel cores are cut by the manufacturers to the desired shape. The powder core is build of the off-shelf blocks.

The core characteristic dimensions are shown in Figure 5.3 and presented in Table 5.1. The multi-cut amorphous metal core and silicon steel 10JNHF600 core ‘I’ have the same dimensions and the core cross-sectional area is about 30 % larger than the single-cut amorphous core and the silicon steel 10JNHF600 ‘II’ and JFE prototype. The Mega Flux core is composed of 4 blocks and its core cross-sectional area is about 20 % larger than the single-cut amorphous metal core.

The inductor hotspot temperatures are measured for the core and winding with J-type thermocouples. The Teflon barier was used to isolate core and winding thermal paths. The core temperature was measured in the middle of leg under the winding. The winding temperature was measured on the winding in the core window between the windings.

The converter was placed in the thermally isolated chamber in order to reduce influence from the ambient. The chamber is in form of metal box with walls cushioned with styrofoam.
Figure 5.2. Single-cut Fe-based amorphous (left), multi-cut Fe-based amorphous (top), 6.5% Si-steel (right) and Fe-based powder core (bottom).

Figure 5.3. Drawing of core dimensions.

Table 5.1. List of experimental cores

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>2605SA1</th>
<th>2605SA1</th>
<th>10JNHF600</th>
<th>JFE Core</th>
<th>Mega Flux 60</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>single cut</td>
<td>multi cut</td>
<td>I</td>
<td>II</td>
<td></td>
</tr>
<tr>
<td>a  mm</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>b  mm</td>
<td>18</td>
<td>20</td>
<td>20</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>c  mm</td>
<td>28</td>
<td>37</td>
<td>37</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>d  mm</td>
<td>15</td>
<td>20</td>
<td>20</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>mass  g</td>
<td>459</td>
<td>698</td>
<td>732</td>
<td>482</td>
<td>482</td>
</tr>
<tr>
<td>volume  cm³</td>
<td>64</td>
<td>97</td>
<td>97</td>
<td>64</td>
<td>64</td>
</tr>
</tbody>
</table>
5.2. Frequency Effect Analysis

The following sections show the effect of frequency on the inductor power loss. The results presented are in good agreement with the calculations based on the algorithm presented in Chapter 4. The power losses of the constant-inductance inductor for four high flux materials are compared for a range of flux densities and frequencies.

Since hard- and soft-switched boost converters are employed the results are divided into two sections: low (15 kHz) to medium (30 kHz) frequency range; and medium (50 kHz) to high (150 kHz) frequency range.

The various inductors shown in Table 5.2 were built and tested in order to validate the material losses. The inductors were tested under similar conditions with similar flux density amplitude and dc bias in the experimental hard-switched boost converter set up. Although of different sizes, the inductors were examined with a constant inductance and varied frequency. Natural convection cooling was used and each test was run until the inductor reached a steady state temperature.

Table 5.2. Investigated inductors details

<table>
<thead>
<tr>
<th>Item</th>
<th>Inductor 1</th>
<th>Inductor 2</th>
<th>Inductor 3</th>
<th>Inductor 4</th>
<th>Inductor 5</th>
<th>Inductor 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental test</td>
<td>Low to medium</td>
<td>Low to medium</td>
<td>Low to medium</td>
<td>Medium to</td>
<td>Medium to</td>
<td>Medium to</td>
</tr>
<tr>
<td></td>
<td>frequency</td>
<td>frequency</td>
<td>frequency</td>
<td>high frequency</td>
<td>high frequency</td>
<td>high frequency</td>
</tr>
<tr>
<td>Material</td>
<td>2605SA1</td>
<td>10JNH600</td>
<td>Mega Flux 60</td>
<td>2605SA1</td>
<td>10JNH600</td>
<td>JFE Prototype</td>
</tr>
<tr>
<td>Core type</td>
<td>single cut CC</td>
<td>block core</td>
<td>block core</td>
<td>single cut CC</td>
<td>block core</td>
<td>block core</td>
</tr>
<tr>
<td>Window area (mm²)</td>
<td>504</td>
<td>720</td>
<td>1400</td>
<td>504</td>
<td>504</td>
<td>504</td>
</tr>
<tr>
<td>Effective cross section area (mm²)</td>
<td>311</td>
<td>460</td>
<td>450</td>
<td>311</td>
<td>460</td>
<td>450</td>
</tr>
<tr>
<td>Mean magnetic path length (mm)</td>
<td>170</td>
<td>212</td>
<td>227</td>
<td>170</td>
<td>170</td>
<td>170</td>
</tr>
<tr>
<td>Winding</td>
<td>Copper foil 0.6 x 22 mm</td>
<td>Copper foil 0.3 x 32 mm</td>
<td>Litz wire 4x5x5x0.3mm</td>
<td>Copper foil 0.6 x 22 mm</td>
<td>Copper foil 0.6 x 22 mm</td>
<td>Copper foil 0.6 x 22 mm</td>
</tr>
<tr>
<td>No of turns</td>
<td>16</td>
<td>22</td>
<td>28</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Air gap per leg</td>
<td>2 mm</td>
<td>1 mm</td>
<td>0</td>
<td>1 mm</td>
<td>1 mm</td>
<td>1 mm</td>
</tr>
<tr>
<td>Inductance (μH)</td>
<td>55</td>
<td>125</td>
<td>125</td>
<td>90</td>
<td>70</td>
<td>66</td>
</tr>
<tr>
<td>Input/output voltage</td>
<td>65 V/130 V</td>
<td>125 V/250 V</td>
<td>125 V/250 V</td>
<td>125 V/250 V</td>
<td>125 V/250 V</td>
<td>125 V/250 V</td>
</tr>
<tr>
<td>Inductor avg. current (A)</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>
5.2.1. Low to Medium Frequency

Three magnetic materials are compared in the low-to-medium frequency experiment: amorphous metal 2605SA1, silicon steel 10JNHF600 and powder core Mega Flux 60 summarized in Table 5.2 as Inductor 1, Inductor 2, and Inductor 3, respectively. The inductor cores are of different geometry due to availability and their details are provided in Table 5.1. In this test, the inductors are examined with a constant inductance and varied frequency from 15 kHz to 30 kHz in steps of 5 kHz.

Figure 5.4 and Table 5.3 shows the theoretical and experimental core temperature rises above ambient for the iron-based amorphous metal, silicon-steel and powder core inductors. As expected, the measured and theoretical temperature rises of the cores decrease with increasing frequency. The theoretical predictions are generated by the algorithm developed in Chapter 4. Since the same inductor is used across the frequency range (15-30 kHz), the flux density amplitude decreases as frequency increases, and the peak ac flux density and resulting core power loss decrease with frequency.

The experimental results are in good agreement with the theoretical predictions, which over estimates the temperature rise by up to 15 %. The amorphous metal and silicon steel inductors are operating with the same flux density amplitude while the Mega Flux 60 inductor operates with about 80 % of the flux density amplitude of the other two inductors. The detailed experimental results are presented in Appendix D, Table D.1.

As predicted, the silicon steel core temperature rise is twice that of amorphous metal for the same excitation. The powdered core has comparable temperatures to the silicon steel but is running at lower flux than the silicon steel. As predicted, the silicon steel core has a temperature rises twice that of amorphous metal for the same excitation. The powdered core has comparable temperatures to the silicon steel but is running at lower flux than the silicon steel. As noted earlier, as the frequency increases, decreasing the flux level, the powder core loss reduces significantly.

During the experimental testing, a multi-cut amorphous metal core showed excessive power loss. This anomaly is consistent for this core and it is a side effect of the cutting process as the core laminations become shorted at the cutting surfaces. The anticipated and measured temperature rise is shown in Figure 5.5 and in Table 5.4. The power loss generated in the core is provided in Table 5.4. The multi-cut core power loss is twice that expected. This issue is known and documented in [100], where it is pointed out that manufacturing may degrade the amorphous material core loss by 68 %. The complementary experimental data are presented in Appendix D, Table D.2.
Figure 5.4. Inductor temperature rise vs. low to medium frequency range for constant inductance.

Table 5.3. Losses and temperature rise for constant inductance in low to medium frequency range

<table>
<thead>
<tr>
<th>Material</th>
<th>$f$ (kHz)</th>
<th>$P_{core}$ (W)</th>
<th>$P_{Cu}$ (W)</th>
<th>$P_{tot}$ (W)</th>
<th>$\Delta T_{th}$ (K)</th>
<th>$\Delta T_{exp}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2605SA1</td>
<td>15</td>
<td>12.1</td>
<td>10.2</td>
<td>22.3</td>
<td>64</td>
<td>61</td>
</tr>
<tr>
<td>2605SA1</td>
<td>20</td>
<td>10.7</td>
<td>8</td>
<td>18.7</td>
<td>55</td>
<td>52</td>
</tr>
<tr>
<td>2605SA1</td>
<td>25</td>
<td>10</td>
<td>6.7</td>
<td>16.7</td>
<td>50</td>
<td>47</td>
</tr>
<tr>
<td>2605SA1</td>
<td>30</td>
<td>10.3</td>
<td>5.3</td>
<td>15.6</td>
<td>45</td>
<td>44</td>
</tr>
<tr>
<td>10JNHF600</td>
<td>15</td>
<td>42</td>
<td>8.1</td>
<td>50.1</td>
<td>122</td>
<td>122</td>
</tr>
<tr>
<td>10JNHF600</td>
<td>20</td>
<td>40</td>
<td>7.2</td>
<td>47.2</td>
<td>112</td>
<td>110</td>
</tr>
<tr>
<td>10JNHF600</td>
<td>25</td>
<td>39</td>
<td>6.5</td>
<td>45.5</td>
<td>106</td>
<td>102</td>
</tr>
<tr>
<td>10JNHF600</td>
<td>30</td>
<td>38</td>
<td>5.7</td>
<td>43.7</td>
<td>100</td>
<td>95</td>
</tr>
<tr>
<td>Mega Flux 60</td>
<td>15</td>
<td>40</td>
<td>16</td>
<td>56</td>
<td>137</td>
<td>131</td>
</tr>
<tr>
<td>Mega Flux 60</td>
<td>20</td>
<td>31</td>
<td>11.5</td>
<td>42.5</td>
<td>113</td>
<td>107</td>
</tr>
<tr>
<td>Mega Flux 60</td>
<td>25</td>
<td>25.5</td>
<td>10</td>
<td>35.5</td>
<td>99</td>
<td>92</td>
</tr>
<tr>
<td>Mega Flux 60</td>
<td>30</td>
<td>22</td>
<td>8.5</td>
<td>30.5</td>
<td>89</td>
<td>80</td>
</tr>
</tbody>
</table>
Figure 5.5. Multi-cut amorphous metal-based inductor temperature rise anomalies in low to medium frequency range for constant inductance.

Table 5.4. Losses and temperature rise for constant inductance in low to medium frequency range for single- and multi-cut amorphous metal-based inductors

<table>
<thead>
<tr>
<th>Material</th>
<th>$f$ (kHz)</th>
<th>$P_{\text{core th}}$ (W)</th>
<th>$P_{\text{core exp}}$ (W)</th>
<th>$P_{\text{Cu}}$ (W)</th>
<th>$\Delta T_{\text{th}}$ (K)</th>
<th>$\Delta T_{\text{exp}}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2605SA1 single-cut</td>
<td>15</td>
<td>13.4</td>
<td>12.1</td>
<td>10.2</td>
<td>64</td>
<td>61</td>
</tr>
<tr>
<td>2605SA1 single-cut</td>
<td>20</td>
<td>11.9</td>
<td>10.7</td>
<td>8</td>
<td>55</td>
<td>52</td>
</tr>
<tr>
<td>2605SA1 single-cut</td>
<td>25</td>
<td>11.2</td>
<td>10</td>
<td>6.7</td>
<td>50</td>
<td>47</td>
</tr>
<tr>
<td>2605SA1 single-cut</td>
<td>30</td>
<td>10.6</td>
<td>10.3</td>
<td>5.3</td>
<td>45</td>
<td>44</td>
</tr>
<tr>
<td>2605SA1 multi-cut</td>
<td>15</td>
<td>22.8</td>
<td>42.4</td>
<td>11.7</td>
<td>75</td>
<td>113</td>
</tr>
<tr>
<td>2605SA1 multi-cut</td>
<td>20</td>
<td>19.5</td>
<td>37.8</td>
<td>9.5</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>2605SA1 multi-cut</td>
<td>25</td>
<td>17.3</td>
<td>33.5</td>
<td>8.2</td>
<td>57</td>
<td>89</td>
</tr>
<tr>
<td>2605SA1 multi-cut</td>
<td>30</td>
<td>16.2</td>
<td>30.0</td>
<td>6.8</td>
<td>52</td>
<td>80</td>
</tr>
</tbody>
</table>
5.2.2. Medium to High Frequency

Three almost identical inductors were built to compare the JFE prototype silicon steel core with single-cut 2605SA1 amorphous metal and 10JNHF600 silicon steel core ‘II’ specified in Table 5.1 and in Table 5.2 as Inductor 4 to 6, respectively. The inductors are tested in the soft-switched half-bridge boost converter introduced in Chapter 2. The temperature rise, in the natural convection cooled system, is observed for three frequency points: 50 kHz, 100 kHz and 150 kHz. The experimental results are shown in Figure 5.6 and Table 5.5 and corresponding complete experimental data points are shown in Appendix D, Table D.3.

As expected, the estimated and experimental temperature rise of the core decrease with increasing frequency. The silicon steel 10JNHF600 shows 55 to 79 % higher power loss than the single-cut amorphous metal while the JFE prototype core losses are 24 to 43 % higher than single cut amorphous metal. The JFE prototype is built of thinner laminations than 10JNHF600 which result in a lower eddy current loss in the material. In general, the experimental results show a consistent power loss relation between the magnetic materials across the low to high frequency range.

The multi-cut core, shown in Figure 5.7, displays a similar discrepancy with the theoretical predictions as for the lower frequency range as shown in Figure 5.4. The multi-cut core uses 22 turns winding with 0.3 mm foil of 32 mm width. The single-cut amorphous metal inductor is built with 16 turns winding. The corresponding data points and power loss breakdown for Figure 5.7 are shown in Table 5.6.

It is remarkable that the multi-cut core temperature rise discrepancy decreases as the frequency increases. The reduced flux density amplitude results in lower eddy currents in the shorted core cutting surfaces. The multi-cut core power loss is 20 to 60 % higher than theoretical predictions.
Figure 5.6. Inductor temperature rise vs. medium to high frequency range for constant inductance.

Table 5.5. Losses and temperature rise for constant inductance in medium to high frequency range

<table>
<thead>
<tr>
<th>Material</th>
<th>$f$ (kHz)</th>
<th>$P_{core}$ (W)</th>
<th>$P_{Cu}$ (W)</th>
<th>$P_{tot}$ (W)</th>
<th>$\Delta T_{th}$ (K)</th>
<th>$\Delta T_{exp}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2605SA1</td>
<td>50</td>
<td>28.7</td>
<td>0.59</td>
<td>29.3</td>
<td>96</td>
<td>93</td>
</tr>
<tr>
<td>2605SA1</td>
<td>100</td>
<td>24.9</td>
<td>0.36</td>
<td>25.2</td>
<td>68</td>
<td>64</td>
</tr>
<tr>
<td>2605SA1</td>
<td>150</td>
<td>22.8</td>
<td>0.33</td>
<td>23.2</td>
<td>63</td>
<td>57</td>
</tr>
<tr>
<td>10JNHF600</td>
<td>50</td>
<td>51.5</td>
<td>0.73</td>
<td>52.2</td>
<td>131</td>
<td>128</td>
</tr>
<tr>
<td>10JNHF600</td>
<td>100</td>
<td>39.0</td>
<td>0.46</td>
<td>39.5</td>
<td>102</td>
<td>99</td>
</tr>
<tr>
<td>10JNHF600</td>
<td>150</td>
<td>35.4</td>
<td>0.41</td>
<td>35.8</td>
<td>93</td>
<td>88</td>
</tr>
<tr>
<td>JFE prototype</td>
<td>50</td>
<td>41.2</td>
<td>0.77</td>
<td>42.0</td>
<td>107</td>
<td>105</td>
</tr>
<tr>
<td>JFE prototype</td>
<td>100</td>
<td>31.2</td>
<td>0.41</td>
<td>31.6</td>
<td>84</td>
<td>80</td>
</tr>
<tr>
<td>JFE prototype</td>
<td>150</td>
<td>28.3</td>
<td>0.35</td>
<td>28.7</td>
<td>76</td>
<td>71</td>
</tr>
</tbody>
</table>
Figure 5.7. Multi-cut amorphous metal-based inductor temperature rise anomalies in medium to high frequency range for constant inductance.

Table 5.6. Losses and temperature rise for constant inductance in medium to high frequency range for single- and multi-cut amorphous metal-based inductors

<table>
<thead>
<tr>
<th>Material</th>
<th>$f$ (kHz)</th>
<th>$P_{core, th}$ (W)</th>
<th>$P_{core, exp}$ (W)</th>
<th>$P_{Cu}$ (W)</th>
<th>$\Delta T_{th}$ (K)</th>
<th>$\Delta T_{exp}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2605SA1 single-cut</td>
<td>50</td>
<td>28.7</td>
<td>35.3</td>
<td>0.79</td>
<td>96</td>
<td>93</td>
</tr>
<tr>
<td>2605SA1 single-cut</td>
<td>100</td>
<td>24.9</td>
<td>23.4</td>
<td>0.63</td>
<td>68</td>
<td>64</td>
</tr>
<tr>
<td>2605SA1 single-cut</td>
<td>150</td>
<td>22.8</td>
<td>20.6</td>
<td>0.60</td>
<td>63</td>
<td>57</td>
</tr>
<tr>
<td>2605SA1 multi-cut</td>
<td>50</td>
<td>43.7</td>
<td>69.4</td>
<td>0.59</td>
<td>94</td>
<td>143</td>
</tr>
<tr>
<td>2605SA1 multi-cut</td>
<td>100</td>
<td>37.8</td>
<td>51.4</td>
<td>0.36</td>
<td>82</td>
<td>109</td>
</tr>
<tr>
<td>2605SA1 multi-cut</td>
<td>150</td>
<td>34.7</td>
<td>41.3</td>
<td>0.33</td>
<td>76</td>
<td>89</td>
</tr>
</tbody>
</table>
5.3. DC-Bias Effect on the Core Power Loss

The magnetic material permeability varies with magnetic field and it is a function of frequency, dc bias and flux density amplitude and temperature. The permeability change of the materials presented is negligible in the frequency range of interest [72]-[80]. The magnetic material permeability generally decreases with the applied dc-magnetizing force [72][76][80][100]. Note that the dc effect exists in all of the magnetic materials and usually is controlled by the dominant air-gap reluctance. The power loss generated in the core at constant flux density magnitude is not constant and depends on the dc magnetizing force applied to the core, as discussed in [99] and [101] for ferrites.

Three inductors were built and tested in order to investigate the power loss generated in the amorphous metal and two silicon steel cores as function of the dc bias. The inductors, based on amorphous metal 2605SA1 and silicon steel 10JNHF600 II core and JFE prototype core, presented in Table 5.1, are built without an air gap and are examined at 100 kHz operating frequency in a 1.25 kW soft-switched boost converter. The high frequency provides a low current ripple resulting in a low winding ac power loss. This allows the core power loss to be the dominant source of power loss and temperature rise. The amorphous metal based inductor winding power loss is about 10 % of the total component power loss and is small in comparison to the core losses. The silicon steel based inductor winding power loss is about 25 % of the total component power loss and its effect is noticeable.

The magnetic cores are almost identical, but the amorphous metal inductor has a 30-turn winding while the silicon steel inductor has a 50-turn winding. This is due to materials’ dc bias characteristics as the silicon steel core with a 30-turn winding would not enter into deep saturation. Thus, the amorphous metal core operates at 35 mT and the silicon steel core at operates at 20 mT across the wide range of the dc magnetizing force. Natural convection cooling is used and the system is run until the inductor reaches a steady state temperature.

Figure 5.8 shows the inductor temperature rise above the ambient and the theoretical B-H curve for the amorphous metal 2605SA1 inductor. Figure 5.9 shows the associated inductance measurement and the theoretical B-H. The related data points and power loss are presented in Table 5.7 and in Appendix D, Table D.5.

As the dc magnetizing force increases, the inductor operates at elevated flux density. The measured temperature rise is nearly constant and close to the calculated temperature rise in the first region of the curve and then increases significantly as the dc bias increases beyond the knee point of about 0.6 kA/m and 1.2 T. The theoretical model clearly underestimates the core power loss at elevated dc-bias.
The core power loss starts to increase at a B-H curve knee point, which corresponds to about a 50% drop of the inductance as shown in Figure 5.9. This effect may be critical for the high-current inductor where the magnetizing force applied to the core may be relatively large and inductance roll-off is allowed. The power loss increase due to dc bias should be considered for the minimum size inductor design as it may be one of the limiting factors in the inductor minimization.
Similar behaviour is observed in Figure 5.10 and Figure 5.11 for the 10JNHF600 core and in Figure 5.12 and Figure 5.13 for the JFE prototype core. Due to the dc bias characteristics both silicon steel cores use 50-turn windings, which result in a lower flux density amplitude and higher winding power loss than for the amorphous metal inductor as shown in Table 5.7. Thus, the core power loss is not as well refined as for amorphous metal. However, Figure 5.10 and Figure 5.12 show the general trend of the core power loss increasing at elevated dc bias. Note that silicon steel has softer dc bias characteristics than amorphous metal because the B-H curve is not as sharp as for amorphous metal.
It is critical for the inductor to keep its desired inductance over the required operating range. As is shown in Figure 5.8, Figure 5.10 and Figure 5.12 operation at elevated dc bias results in increased power loss. The other effect of dc bias is an inductance drop shown in Figure 5.9, Figure 5.11 and Figure 5.13. The air gap increases the core dc bias capability at the expense of lower inductance. The gapless core is usually not designed with a discrete air gap. Some low-permeability material (usually known as a gapless material) based inductor designs do have a discrete air gap for the usual reasons of linearizing the inductance characteristic and
higher energy storage for a given flux density. Additionally, because the higher-permeability powder cores display lower specific core losses than lower-permeability powder cores, it may be more efficient to use a high-permeability core with an air gap. The gapless material’s B-H curve is not as steep as for amorphous metal and silicon steel materials. The magnetization curves for amorphous metal, silicon steel and powder core are shown in Figure 5.14.

As can be seen from Figure 5.8, the maximum dc bias for 2605SA1 that is not causing elevated power loss is 1.2 T, and is a reasonable de-rating at about 75 % from the nominal saturation flux density of 1.56 T at 25 °C. The silicon steel 10JNHF600 and JFE prototype has a softer magnetization curve as shown in Figure 5.10 and Figure 5.12, respectively; but also experiences core loss increase with dc bias. A 75 % de-rating for silicon steel suggests a design maximum of 1.41 T vs. the nominal saturation level of 1.88 T. The powder core design uses the \( \mu \)-H material characteristic; thus, some inductance roll-off is allowed. A maximum 30 % powder core-based inductor inductance roll-off is recommended by manufacturers [76][78][79].

<table>
<thead>
<tr>
<th>Material</th>
<th>( I_c ) (A)</th>
<th>( H ) (kA/m)</th>
<th>( B_0 ) (T)</th>
<th>( L ) (mH)</th>
<th>( P_{core} ) (W)</th>
<th>( P_{cuse} ) (W)</th>
<th>( P_{tot} ) (W)</th>
<th>( P_{totexp} ) (W)</th>
<th>( \Delta T_{th} ) (K)</th>
<th>( \Delta T_{exp} ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2605SA1</td>
<td>0.62</td>
<td>0.115</td>
<td>0.54</td>
<td>1.955</td>
<td>8.05</td>
<td>0.0057</td>
<td>0.05253</td>
<td>8.11</td>
<td>8.18</td>
<td>24.3</td>
</tr>
<tr>
<td></td>
<td>3.11</td>
<td>0.546</td>
<td>1.15</td>
<td>0.92</td>
<td>8.05</td>
<td>0.1200</td>
<td>0.2598</td>
<td>8.43</td>
<td>9.10</td>
<td>25.2</td>
</tr>
<tr>
<td></td>
<td>7.10</td>
<td>1.249</td>
<td>1.41</td>
<td>0.45</td>
<td>8.05</td>
<td>0.6274</td>
<td>1.09131</td>
<td>9.77</td>
<td>14.65</td>
<td>28.8</td>
</tr>
<tr>
<td></td>
<td>9.99</td>
<td>1.759</td>
<td>1.50</td>
<td>0.25</td>
<td>8.05</td>
<td>1.2520</td>
<td>2.7578</td>
<td>12.06</td>
<td>18.52</td>
<td>34.9</td>
</tr>
<tr>
<td>10JNHF600</td>
<td>0.41</td>
<td>0.120</td>
<td>0.47</td>
<td>2.87</td>
<td>3.90</td>
<td>0.0038</td>
<td>0.0268</td>
<td>3.93</td>
<td>2.62</td>
<td>12.6</td>
</tr>
<tr>
<td></td>
<td>1.53</td>
<td>0.455</td>
<td>0.97</td>
<td>2.51</td>
<td>3.90</td>
<td>0.0555</td>
<td>0.0319</td>
<td>3.99</td>
<td>3.12</td>
<td>12.8</td>
</tr>
<tr>
<td></td>
<td>2.99</td>
<td>0.886</td>
<td>1.19</td>
<td>1.74</td>
<td>3.90</td>
<td>0.2098</td>
<td>0.0718</td>
<td>4.18</td>
<td>4.35</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>6.00</td>
<td>1.771</td>
<td>1.36</td>
<td>1.07</td>
<td>3.90</td>
<td>0.8379</td>
<td>0.1864</td>
<td>4.92</td>
<td>6.65</td>
<td>15.4</td>
</tr>
<tr>
<td></td>
<td>9.92</td>
<td>2.908</td>
<td>1.46</td>
<td>0.65</td>
<td>3.90</td>
<td>2.2518</td>
<td>0.5539</td>
<td>6.71</td>
<td>8.33</td>
<td>20.5</td>
</tr>
<tr>
<td>JFE prototype</td>
<td>0.39</td>
<td>0.115</td>
<td>0.46</td>
<td>3.58</td>
<td>2.99</td>
<td>0.0035</td>
<td>0.0179</td>
<td>3.01</td>
<td>1.52</td>
<td>9.9</td>
</tr>
<tr>
<td></td>
<td>1.49</td>
<td>0.436</td>
<td>0.95</td>
<td>2.45</td>
<td>2.99</td>
<td>0.0505</td>
<td>0.0374</td>
<td>3.07</td>
<td>2.19</td>
<td>10.1</td>
</tr>
<tr>
<td></td>
<td>2.94</td>
<td>0.859</td>
<td>1.18</td>
<td>1.66</td>
<td>2.99</td>
<td>0.1966</td>
<td>0.0800</td>
<td>3.26</td>
<td>3.05</td>
<td>10.6</td>
</tr>
<tr>
<td></td>
<td>6.12</td>
<td>1.795</td>
<td>1.36</td>
<td>0.91</td>
<td>2.99</td>
<td>0.8580</td>
<td>0.2714</td>
<td>4.12</td>
<td>5.40</td>
<td>13.1</td>
</tr>
<tr>
<td></td>
<td>9.96</td>
<td>2.920</td>
<td>1.46</td>
<td>0.50</td>
<td>2.99</td>
<td>2.2704</td>
<td>0.8518</td>
<td>6.11</td>
<td>7.27</td>
<td>18.8</td>
</tr>
</tbody>
</table>
5.4. Duty Cycle Effect on the Core Power Loss

The duty cycle directly influences the volt-seconds applied to the inductor and results in magnetic flux change. The rate of change is proportional to the applied voltage. However, the same volt-seconds applied in different conditions may result in a different flux change rate; as the exact shape of the B-H characteristic is dependent on the excitation, and is difficult to predict for arbitrary waveforms. Publications based on ferrite [88][97][101][102] show elevated power loss in the ferrite when subjected to asymmetrical flux change patterns. Such conditions are common for boost and buck converter operation on low or high duty cycles. Similar results have been demonstrated in [103] for nanocrystalline material along with the development of an empirical core loss calculation method using a waveform-coefficient Steinmetz equation (WcSE).

There is little published on duty-cycle effects on the high-flux lossy materials under investigation in this section. In order to examine this effect two laminated cores and one powder core inductors were built and tested. The core’s geometry specification is shown in Table 5.1. Again, the single-cut amorphous metal and silicon steel 10JNHF600 ‘II’ laminated core inductors are very similar. The 16 turn winding is distributed evenly, 8 turns on each core leg. The copper foil is 22 mm width and 0.6 mm thick. The amorphous metal and silicon steel materials have different fill factors with effective cross-sectional areas of 311 mm$^2$ and 337 mm$^2$, respectively. Both laminated inductors have two 1 mm air gaps, one in each leg centre. The third inductor is based on the Mega Flux 60 powder core without an air gap. The core
The effective cross-sectional area is 450 mm\(^2\). The 28 turn winding is made of Litz wire with 100 strands of 0.3 mm diameter and distributed evenly on the core legs.

All cores are examined in a boost converter which operates at frequency of 10 kHz. The flux density amplitude in the core is kept constant across the duty cycle range from 0.2 to 0.5 and is 0.15 T for all inductors. The convection-cooled inductors were placed in thermal chamber and run until steady state was reached.

The experimental temperature rise is compared with calculations, which uses the inductor design flowchart presented in Chapter 4. The Steinmetz equation, \(SE\), and its modified version, \(MSE\), together with waveform-coefficient Steinmetz equation, \(WcSE\), are used for calculation. The basic empirical Steinmetz equation predicts a specific power loss generated in the core and provides a high accuracy for a sinusoidal flux waveforms and good accuracy for a symmetrical triangular waveforms and it is given as follows:

\[
P_{\text{exp}} = k \cdot f^m \cdot B_{ac}^n
\]  

(5.1)

where \(k\), \(m\), \(n\) are the Steinmetz equation factors, \(f\) is the switching frequency and \(B_{ac}\) is the ac flux density amplitude. However, when exposed to extreme duty cycles the standard equation underestimates the generated power loss. The improved formula of the Steinmetz equation which extends it over non-sinusoidal waveforms is presented in [97] as follows:

\[
P_{MSE} = \left( k \cdot f_{eq}^{m-1} \cdot B_{ac}^n \right) f
\]  

(5.2)

where the equivalent sinusoidal frequency, \(f_{eq}\), can be calculated from the averaged remagnetization rate and normalized by constant \(2/(\Delta B \pi^2)\) as follows:

\[
f_{eq} = \frac{2}{\Delta B^2 \pi^2} \int_0^T \left( \frac{dB}{dt} \right)^2 dt
\]  

(5.3)

where \(\Delta B\) is complete magnetization change from minimum to maximum and \(T\) is the equivalent period. The modified Steinmetz equation has proven its accuracy for ceramic ferrites as shown in [88][97]. The derivation of the \(MSE\) equation is presented in Appendix D, Section D.3.1.

The waveform-coefficient Steinmetz equation provides an intuitive approach to the non-sinusoidal waveforms by correlating them to the standard Steinmetz equation. As shown in [103], the original Steinmetz equation is completed by introduction of the flux waveform coefficient, \(FWC\), which for square-wave voltages equals \(\pi/4\).

\[
P_{WcSE} = FWC k \cdot f^m \cdot B_{ac}^n
\]  

(5.4)
The experimental and predicted temperature rises using the standard Steinmetz equation and the modified Steinmetz equation MSE and the waveform-coefficient Steinmetz equation WcSE are presented for amorphous metal, silicon steel and powder core in Figure 5.15, Figure 5.16 and Figure 5.17, respectively. The corresponding data points are shown in Table 5.8 while experimental data is provided in Table D.6. It is clear that in all cases the material core loss and temperature increase for the reduced duty cycles and that this increase is reasonably predicted by both improved versions of the Steinmetz equation. Note that the prediction for the powder material shows some deviation which may indicate a different power loss mechanisms than in the laminated cores. The discussion related to the limitation of the WcSE is provided in [103].
Figure 5.17. Comparison between measurement and calculated temperature rise as a function of duty cycle for powder material.

Table 5.8. Power loss generated in the inductor and temperature rise for duty cycle effect analysis

<table>
<thead>
<tr>
<th>Material</th>
<th>D</th>
<th>$P_{SE}$</th>
<th>$P_{MSE}$</th>
<th>$P_{WCSE}$</th>
<th>$P_{SE}$</th>
<th>$P_{MSE}$</th>
<th>$P_{WCSE}$</th>
<th>$P_{coop}$</th>
<th>$\Delta T_{SE}$</th>
<th>$\Delta T_{MSE}$</th>
<th>$\Delta T_{WCSE}$</th>
<th>$\Delta T_{exp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2605SA1</td>
<td>0.20</td>
<td>4.30</td>
<td>9.37</td>
<td>6.85</td>
<td>1.06</td>
<td>3.49</td>
<td>8.85</td>
<td>13.92</td>
<td>11.4</td>
<td>8.98</td>
<td>19.9</td>
<td>29.0</td>
</tr>
<tr>
<td></td>
<td>0.30</td>
<td>4.26</td>
<td>5.03</td>
<td>4.06</td>
<td>1.06</td>
<td>3.25</td>
<td>8.57</td>
<td>9.35</td>
<td>8.37</td>
<td>7.53</td>
<td>19.3</td>
<td>20.8</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>4.47</td>
<td>4.39</td>
<td>3.81</td>
<td>1.07</td>
<td>3.14</td>
<td>8.67</td>
<td>8.60</td>
<td>8.01</td>
<td>7.28</td>
<td>19.5</td>
<td>19.4</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>4.37</td>
<td>4.09</td>
<td>3.44</td>
<td>1.06</td>
<td>3.06</td>
<td>8.49</td>
<td>8.21</td>
<td>7.56</td>
<td>6.59</td>
<td>19.2</td>
<td>18.7</td>
</tr>
<tr>
<td>100NH400</td>
<td>0.20</td>
<td>9.57</td>
<td>13.72</td>
<td>13.47</td>
<td>1.12</td>
<td>3.89</td>
<td>14.58</td>
<td>18.73</td>
<td>18.48</td>
<td>13.58</td>
<td>30.1</td>
<td>36.4</td>
</tr>
<tr>
<td></td>
<td>0.30</td>
<td>9.40</td>
<td>10.49</td>
<td>8.89</td>
<td>1.12</td>
<td>3.58</td>
<td>14.11</td>
<td>15.19</td>
<td>13.59</td>
<td>11.23</td>
<td>29.3</td>
<td>30.6</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>9.14</td>
<td>8.98</td>
<td>7.57</td>
<td>1.12</td>
<td>3.35</td>
<td>13.60</td>
<td>13.45</td>
<td>12.</td>
<td>9.83</td>
<td>28.4</td>
<td>27.8</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>9.90</td>
<td>9.29</td>
<td>6.82</td>
<td>1.12</td>
<td>3.54</td>
<td>14.56</td>
<td>13.94</td>
<td>11.48</td>
<td>10.32</td>
<td>30.1</td>
<td>28.2</td>
</tr>
<tr>
<td>Mega Flux 60</td>
<td>0.20</td>
<td>21.51</td>
<td>33.80</td>
<td>34.11</td>
<td>7.70</td>
<td>9.53</td>
<td>38.73</td>
<td>51.03</td>
<td>51.3</td>
<td>45.38</td>
<td>82.5</td>
<td>103.5</td>
</tr>
<tr>
<td></td>
<td>0.30</td>
<td>21.35</td>
<td>24.38</td>
<td>22.27</td>
<td>7.70</td>
<td>9.43</td>
<td>38.48</td>
<td>41.50</td>
<td>39.4</td>
<td>43.78</td>
<td>81.8</td>
<td>85.7</td>
</tr>
<tr>
<td></td>
<td>0.40</td>
<td>19.53</td>
<td>19.02</td>
<td>16.47</td>
<td>7.70</td>
<td>8.68</td>
<td>35.91</td>
<td>35.40</td>
<td>32.5</td>
<td>40.58</td>
<td>76.0</td>
<td>74.2</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>20.80</td>
<td>19.21</td>
<td>16.33</td>
<td>7.70</td>
<td>9.16</td>
<td>37.66</td>
<td>36.07</td>
<td>33.2</td>
<td>40.05</td>
<td>78.5</td>
<td>75.5</td>
</tr>
</tbody>
</table>
5.5. Air Gap Effect

The air gap and associated fringing flux has a significant effect on the power losses generated in the inductor. The air gap is a necessary feature of the inductor based on the high permeability magnetic materials as it allows for operation under elevated dc-bias. In this section the air gap effects on the core and winding power loss are investigated. The windings shielding effect is also demonstrated.

5.5.1. Air Gap Effect on the Core

In this section the power loss in the core due to the air gap fringing flux is investigated. It is reported in the literature, [89], [98] and [100], that laminated materials can have significant additional eddy-current core loss due to the air gap fringing flux. These core losses due to the size of the air gap are caused by magnetic flux fringing around the gap re-entering the core in a direction of high loss. As the air gap increases, some of the fringing flux strikes the core perpendicular to the laminations and sets up eddy currents causing additional loss. The gap power loss was introduced in [98] and provided in [89] by following equation:

\[ P_g = k_i \cdot l_i \cdot l_g \cdot f \cdot B_{ac}^2 \]  

(5.5)

where \( k_i \) is the core constant (e.g. 0.388 for CC core), \( l_i \) is the lamination width in mm, \( l_g \) is the total air gap length in mm, \( f \) is the frequency in kHz, and \( B_{ac} \) is the flux density amplitude in T.

The inductor design software available from Metglas [72] uses equation (5.5) to estimate gap power loss. The gap power losses are also reported in [100]. However, in this study it is shown that the core air gap loss equation (5.5) provided by [89], [98] leads to significant overestimation of this phenomenon.

Further publications [104] and [105] show that power loss generated by the eddy current in the air gap vicinity can cause a substantial power loss increase. However, the area affected by the fringing flux is rather small; therefore, the gap loss may induce a local hotspot, but the absolute air gap heating is a rather small contributor to the overall core losses. The results shown in [104] suggest that the eddy current amplitude generated at higher frequency is larger, but it does not penetrate the material as deep as for lower frequency current. In general, the air gap fringing flux should not generate substantial power loss in a large laminated core as it is suggested in [89] and [98].
An experimental investigation was undertaken to determine the core associated power loss due to air gap fringing flux. Two inductors were built based on the same 2605SA1 AM core as shown in Figure 5.18.

The window area, core cross-sectional area and mean magnetic path length are 504 mm$^2$, 375 mm$^2$, and 170 mm, respectively. The core dimensions are specified in Table 5.1. The inductors have 10-turn windings, 5 turns on each leg made of Litz wire of 0.3 mm diameter and 5x5 strands. The Litz wire minimizes the winding power loss due to eddy currents [87]-[89]. One inductor has a winding placed far away from the air gap while the other inductor’s winding is placed around the air gap. The inductors are examined in the dc-dc boost converter at a constant operating frequency of 50 kHz and constant flux density amplitude of 150 mT. The air gap was varied from 0 to 2 mm with 0.5 mm steps. Natural convection cooling was used and the inductors run until steady state was reached. The thermocouples were attached to the core and winding as shown in Figure 5.18. The core temperature was measured in the leg centre and on the side in the air gap vicinity while winding hotspot was measured between turns.

The winding placed around the air gap is shaping the air gap fringing flux and so the air gap cross-sectional area is limited by the winding. The fringing flux is not able to close its path outside the winding and it is said that the air gap is shielded. The inductances of the shielded and unshielded inductors are plotted in Figure 5.19. The shielded winding has significantly lower inductance of about 30 % lower than the unshielded inductor as shown in Figure 5.19. Shielding is a very important feature, which helps to minimize magnetic field generated outside the inductor.
The dc flux fringes through the winding and increases the bias. Some high frequency inductors may experience significant difference between dc and ac inductance due to the ac shielding effect.

The experimental and theoretical inductor temperature rises for the shielded and unshielded inductors are shown in Figure 5.20 and Figure 5.21 and Table 5.9, respectively. The experimental data is provided in Table D.7. The temperature rise is largely determined by core losses as the winding losses are minimal. The unshielded experimental inductor shows a good correlation with the theoretical predictions which do not use the air gap fringing core power loss formula (5.5). If the air gap fringing core power loss formula is used, then the core power loss and temperature are significantly overestimated. The same applies for the shielded inductor. The shielded inductor has a lower inductance and a higher current ripple with higher ac copper loss. These results show clearly that the formula (5.5) presented in [89] and [98] overestimates the air gap power loss in the amorphous metal core.

The advanced magnetic materials such as amorphous metal and 6.5% silicon steel are intended for use at higher frequencies; thus, the material’s resistivity is increased and thin laminations are used. The high-frequency fringing flux induces eddy currents on the outer surface of the core and transverse fringing flux does not penetrate the core.

The authors have continued to investigate this topic using finite element analysis. These as yet unpublished results suggest that while the air gap fringing core loss is real, the loss tends to be insignificant for these types of inductors with very thin laminations and high resistivity. Similar results are reported in [103], which observes that air gap fringing core loss is only a minor factor for nanocrystalline material.
Figure 5.20. Core temperature rise vs. shielded gap length for constant frequency 50 kHz.

Figure 5.21. Core temperature rise vs. unshielded gap length for constant frequency 50 kHz.
Table 5.9. Power loss, temperature rise and inductance change in a relation to winding placement and air gap length

<table>
<thead>
<tr>
<th>Material</th>
<th>$l_g$ (mm)</th>
<th>$P_{core}$ (W)</th>
<th>$P_{gap}$ (W)</th>
<th>$L_{th}$ (μH)</th>
<th>$L_{exp}$ (μH)</th>
<th>$\Delta T_{th-no gap loss}$ (K)</th>
<th>$\Delta T_{th-gap loss}$ (K)</th>
<th>$\Delta T_{exp}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2605SA1 Shielded</td>
<td>0.5</td>
<td>38.34</td>
<td>1.07</td>
<td>6.49</td>
<td>37.4</td>
<td>37.0</td>
<td>102.7</td>
<td>118.4</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>38.34</td>
<td>2.43</td>
<td>12.99</td>
<td>23.6</td>
<td>24.0</td>
<td>106.0</td>
<td>135.0</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>38.34</td>
<td>3.94</td>
<td>19.48</td>
<td>17.8</td>
<td>19.3</td>
<td>109.0</td>
<td>153.0</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>38.34</td>
<td>5.50</td>
<td>25.98</td>
<td>14.6</td>
<td>16.0</td>
<td>112.2</td>
<td>168.9</td>
</tr>
<tr>
<td>2605SA1 Unshielded</td>
<td>0.5</td>
<td>38.34</td>
<td>0.45</td>
<td>6.49</td>
<td>37.4</td>
<td>55.0</td>
<td>102.5</td>
<td>117.6</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>38.34</td>
<td>1.02</td>
<td>12.99</td>
<td>23.6</td>
<td>36.0</td>
<td>103.2</td>
<td>133.1</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>38.34</td>
<td>1.65</td>
<td>19.48</td>
<td>17.8</td>
<td>29.0</td>
<td>104.1</td>
<td>148.5</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>38.34</td>
<td>2.30</td>
<td>25.98</td>
<td>14.6</td>
<td>24.0</td>
<td>105.0</td>
<td>163.6</td>
</tr>
</tbody>
</table>

5.5.2. Air Gap Effect on the Winding

A method of reducing air gap fringing copper loss is to distribute the air gap into several smaller air gaps. In this section, the effect of the multiple gaps on the winding is investigated for amorphous metal and silicon steel. The investigation uses QuickField a 2D finite element solver for electromagnetic, heat transfer and stress analysis [107].

Figure 5.22 shows a finite-element simulation for a single-gapped inductor core. By distributing a single gap into several smaller gaps the fringing flux is significantly reduced as seen in Figure 5.23. If the low permeability powder core is used an additional power loss in the winding is generated by the stray flux, which fringes outside the core as shown in Figure 5.24. The corresponding FEA model details are presented in Table 5.10.

Figure 5.25 shows finite element simulation results for the foil copper windings power loss as a function of the distance from the core for three air gap arrangements: single 3 mm air gap, 2 gaps of 1.5 mm and 3 gaps of 1 mm, and the gapless powder core, respectively. The corresponding data points are shown in Table 5.11. As expected, the losses in the copper are decreased by distributing the air gap and with the distance increase from the core.

The winding around the single air gap gives a power loss of 56.9 W where placed close to the core, but the power loss reduces as distance from the core increases and yields 35.7 W, 23 W, 16.2 W and 12.1 W for distances of 1 mm, 2 mm, 3 mm, 4 mm, respectively. A similar power loss reduction with the distance from the core is observed for the other air gap arrangements. However, the winding placed around the gapless core does not record the power loss increase when close to the core.
Figure 5.22. FEA of a single 3 mm inductor air gap per leg.

Figure 5.23. FEA of distributed inductor air gap per leg (3 x 1mm).

Table 5.10. FEA analysis model parameters

<table>
<thead>
<tr>
<th>a (mm)</th>
<th>b (mm)</th>
<th>c (mm)</th>
<th>d (mm)</th>
<th>N</th>
<th>$I_{pk}$ (A)</th>
<th>f (kHz)</th>
<th>$\mu_{gapped}$</th>
<th>$\mu_{gapless}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>20</td>
<td>38</td>
<td>20</td>
<td>22 (2 x 11)</td>
<td>18.6</td>
<td>30</td>
<td>1000</td>
<td>31</td>
</tr>
</tbody>
</table>
The distributed air gap reduces the winding loss significantly, e.g. at 3 mm distance from the core the single gapped core records 16 W while two and three air gaps records 7 W and 4 W, respectively. The copper loss at distance 3 mm from the core is approx. 5 W with a gapless core.

The gapless core produces the lowest winding power loss if placed close to the core, while gapped designs suffer a significant power loss due to fringing flux. The distributed air gap helps to reduce the ac winding power loss and the power loss for 3 air gaps at the distance 2 mm from the core is similar to the gapless core. Note that in a practical high power design a 2 mm distance from the core is very common due to insulation requirements and manufacturing assembly.

The air gap arrangement and the distance between winding and the core have an effect on the inductance as shown in Figure 5.26 and Table 5.11. The winding placed further away from the air gap does not provide significant fringing flux shaping and the equivalent air gap area increases; thus, reluctance decreases. If the winding is close to the core, the air gap area is reduced and inductance drops. On the other hand the distributed air gap results in many small air gaps; therefore, the fringing flux range area is decreased by the structure, which results in a higher equivalent reluctance than for a single air gap. The winding distance increase from the multi gaped core causes the inductance to rise as area for the fringing flux extends. However, the inductance increase is lower than for a single gapped core. The gapless core inductance rise due to the distance rise between core and winding is marginal.

As expected, the winding placed further from the core results in the inductance increase by 5% to 8% for distributed gap and single gap, respectively.

The air gap distribution results in a lower inductance as shown in Figure 5.26. Some graph inconsistency results from the FEA solver resolution, which was a compromise between accuracy and time required for evaluation. However, it is clear that multi gapping results in an inductance reduction by approximately 5%.
Figure 5.25. FEA foil winding ac power loss of distributed inductor air gap as function of the distance between the winding and the core.

Table 5.11. FEA ac power loss in foil winding and inductance for various air gaps and distances between winding and core

<table>
<thead>
<tr>
<th>Distance from the core (mm)</th>
<th>$P_{ac}$ (W)</th>
<th>$L$ (μH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 x 3mm</td>
<td>56.91</td>
<td>114.4</td>
</tr>
<tr>
<td>2 x 1.5mm</td>
<td>46.29</td>
<td>114.3</td>
</tr>
<tr>
<td>3 x 1mm</td>
<td>37.30</td>
<td>114.0</td>
</tr>
<tr>
<td>1 x 3mm</td>
<td>35.79</td>
<td>118.8</td>
</tr>
<tr>
<td>2 x 1.5mm</td>
<td>20.73</td>
<td>116.8</td>
</tr>
<tr>
<td>3 x 1mm</td>
<td>13.70</td>
<td>115.4</td>
</tr>
<tr>
<td>1 x 3mm</td>
<td>23.06</td>
<td>121.0</td>
</tr>
<tr>
<td>2 x 1.5mm</td>
<td>11.18</td>
<td>117.9</td>
</tr>
<tr>
<td>3 x 1mm</td>
<td>6.72</td>
<td>116.9</td>
</tr>
<tr>
<td>1 x 3mm</td>
<td>16.21</td>
<td>121.8</td>
</tr>
<tr>
<td>2 x 1.5mm</td>
<td>6.98</td>
<td>120.0</td>
</tr>
<tr>
<td>3 x 1mm</td>
<td>4.25</td>
<td>117.9</td>
</tr>
<tr>
<td>1 x 3mm</td>
<td>12.12</td>
<td>123.6</td>
</tr>
<tr>
<td>2 x 1.5mm</td>
<td>4.91</td>
<td>120.4</td>
</tr>
<tr>
<td>3 x 1mm</td>
<td>3.34</td>
<td>120.7</td>
</tr>
<tr>
<td>Low permeability core without gapping</td>
<td>-</td>
<td>5.25</td>
</tr>
<tr>
<td>-</td>
<td>5.30</td>
<td>120.8</td>
</tr>
<tr>
<td>-</td>
<td>5.26</td>
<td>121.0</td>
</tr>
<tr>
<td>-</td>
<td>5.20</td>
<td>121.2</td>
</tr>
<tr>
<td>-</td>
<td>5.15</td>
<td>121.3</td>
</tr>
</tbody>
</table>
An experimental test was carried out to investigate the fringing flux effects of the distributed gap. Three cores sets were tested: three-cuts-per-leg amorphous metal and silicon steel and single-cut-per-leg amorphous metal.

The total gap length per leg is 2.625 mm and the frequency is kept constant at 30 kHz. The effects of splitting this single gap into two and three smaller gaps are separately tested. For the first test, a single gap of 2.625 mm is located in the centre of the leg for the iron-based amorphous and the silicon steel cores. For the second test featuring only the multi-cut cores, there are two gaps in each leg with lengths of 1.625 mm and 1 mm respectively. The gaps are located at an equal distance from the core end sections for both materials. For the third test, again featuring only the multi-cut cores, there are three gaps in each leg with lengths of 1 mm, 1 mm, and 0.625 mm respectively. The gaps are located equally along the core leg for the iron-based amorphous core, but the silicon steel core, because of its manufacturing process, has a 0.625 mm gap at one end of the core leg. This affects the experimental results as is discussed below.

Figure 5.27 and Table 5.12 show the experimental temperatures of the cores and the copper windings decrease with the number of gaps for the three different core sets. The corresponding experimental data is shown in Appendix D, Table D.8. As expected, the core and copper temperatures drop significantly, e.g. 18 °C for the multi-cut amorphous metal copper windings. The core for the multi-cut silicon steel only drops 7 °C because the gap located at the end of the core leg generates less winding power loss. The single-cut amorphous metal is obviously only tested for a single gap. An interesting anomaly in this testing is that the multi-cut amorphous metal core is significantly hotter than the single-cut amorphous metal core for the
single gap test point. Generally, amorphous metal has significantly lower core loss than silicon steel. The single-cut standard amorphous metal core is operating at approx. half the temperature rise of the multi-cut amorphous metal core as shown in Section 5.2.

The multi-cut amorphous metal inductor tested in these experiments used a custom core with machined segments for use with the gaps. The cutting process appeared to cause shorts between the laminations and significantly increased the core heating and temperature rise as this multi-cut amorphous metal core is operating significantly hotter than predicted. In general, silicon steel allows easier generation of segments and multiple cuts than amorphous metal due to the manufacturing process. A similar increase in core power loss and performance degradation was observed in [103] for nanocrystalline cut cores compared to the raw material.

References [88][106] provide quantitative loss predictions for air gap fringing copper losses in the foil winding.

![Temperature Rise vs. Number of Gaps](image.png)

**Figure 5.27.** Reduced core and winding temperature due to distributed air gaps.

**Table 5.12.** Temperature rise reduction due to multi gap core

<table>
<thead>
<tr>
<th>Material</th>
<th>$f$ (kHz)</th>
<th>$l_g$ (mm)</th>
<th>$\Delta T_{core}$ (K)</th>
<th>$\Delta T_{winding}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2605SA1</td>
<td>30</td>
<td>single cut 1 x 3 mm</td>
<td>43</td>
<td>40</td>
</tr>
<tr>
<td>2605SA1</td>
<td>30</td>
<td>1 x 3 mm</td>
<td>91</td>
<td>80</td>
</tr>
<tr>
<td>2605SA1</td>
<td>30</td>
<td>1 x 1.625 mm, 1 x 1 mm</td>
<td>81</td>
<td>70</td>
</tr>
<tr>
<td>2605SA1</td>
<td>30</td>
<td>2 x 1 mm, 1 x 0.625 mm</td>
<td>76</td>
<td>62</td>
</tr>
<tr>
<td>10JNHF600</td>
<td>30</td>
<td>1 x 3mm</td>
<td>90</td>
<td>78</td>
</tr>
<tr>
<td>10JNHF600</td>
<td>30</td>
<td>1 x 1.625 mm, 1 x 1 mm</td>
<td>84</td>
<td>70</td>
</tr>
<tr>
<td>10JNHF600</td>
<td>30</td>
<td>2 x 1 mm, 1 x 0.625 mm</td>
<td>83</td>
<td>60</td>
</tr>
</tbody>
</table>
5.6. Thermal Configuration

In this section the inductor core temperature rise variation with thermal conductivity and lamination direction is investigated. The temperature rise, $\Delta T$, of a material is proportional to the power loss, $P$, and thermal path, $h$, and is inversely proportional to the thermal conductivity, $\lambda$, and surface area, $A$ [71].

$$\Delta T = \frac{P h}{\lambda A} \tag{5.6}$$

The lamination direction has a significant impact on the thermal conductivity and subsequent heating of the inductor core.

Figure 5.28 shows the core segments for silicon steel, amorphous metal and the powder core. The silicon steel material is developed using a stamping process. The thermal conductivity of the material is 18.6 W·m$^{-1}$·K$^{-1}$ along the lamination [74] as shown in Figure 5.28. However, the thermal conductivity against the lamination is much less (approx. 1 W·m$^{-1}$·K$^{-1}$). The iron-based amorphous metal is developed using a winding process. The thermal conductivity of this material is 10 W·m$^{-1}$·K$^{-1}$ along the lamination and only 0.5 W·m$^{-1}$·K$^{-1}$ against the lamination [72]. The powder material is bulk and has the same thermal conductivity in both directions. The manufacturer does not provide thermal conductivity for Mega Flux 60. However, similar cores from Magnetics Inc. are specified at 8 W·m$^{-1}$·K$^{-1}$.

![Figure 5.28. Magnetic core segments.](image)

The lamination direction is a critical parameter regarding the inductor mounting as it affects both thermal conductivity and the length of the thermal path. The iron-based amorphous metal must be mounted horizontally to ensure the thermal conductivity along the lamination is used. Horizontal mounting also reduces the length of thermal path for regular inductor cores. The silicon steel material should be mounted vertically to ensure thermal conduction along the lamination direction unless another cooling path is provided for the core. The vertically mounting method increases the length of thermal path for most inductor cores.
For the experimental thermal comparisons an aluminium thermal bracket is designed as shown in Figure 5.29. The thermal bracket ensures that the surface area, \( A \), and thermal path, \( h \), in (5.6) are equal for both materials. The other two parameters of (5.6) are dependent on the core material. The inductor cores are mounted horizontally.

The copper winding is isolated from the inductor core using a Teflon bobbin. The thermal conductivity of Teflon (0.02 W-m\(^{-1}\)-K\(^{-1}\)) ensures that the heat distribution to the core from the copper is low. The aluminium bracket has a thermal conductivity of 206 W-m\(^{-1}\)-K\(^{-1}\) [88], and extracts the heat out of the inductor core both along and against the lamination direction.

![Figure 5.29. Aluminium thermal jig.](image)

The test is carried at 30 kHz and inductors from Section 5.2.1 are used. Three thermal conditions are tested. Firstly, heat is extracted from the cores optimally in the \( x-y \) directions. The silicon steel has the lowest temperature rise due to its higher thermal conductivity. The powder material has the highest temperature rise although lowest power loss. This is influenced by a lower thermal conductivity and a longer core. The experimental results are shown in Figure 5.30 and Table 5.13.

In the second test, heat is extracted along the \( x \) direction only as a Teflon barrier is used to block heat flow in the \( y \) direction. There is only a relatively small increase in temperature for the silicon steel core as the heat is still been extracted along the lamination. However, there is a larger increase in temperature for the iron-based amorphous core because the heat flow is against the lamination using the poorer thermal conductivity. The powder core temperature increases slightly as the heat exchange area decreases.

In the final test, heat is pulled out in the \( y \) direction only and a Teflon barrier is used to block heat flow in the \( x \) direction. This test is almost optimum for the amorphous metal but is against the lamination for silicon steel resulting in a significant temperature increase due to the poorer thermal conductivity. The powder core temperature rise is similar to \( x \) direction.
There is a small reduction in area, $A$, in (5.6), available for heat transfer when the Teflon barriers are introduced, introducing a minor experimental error.

In general, the experimental results correlate well with the specified thermal conductivities for the various materials and highlight the critical factor of lamination direction.

![Figure 5.30. Heat flow considerations.](image)

Table 5.13. Conduction cooled inductor cores temperature rise

<table>
<thead>
<tr>
<th>Material</th>
<th>2605SA1</th>
<th>10JNHF600</th>
<th>Mega Flux 60</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direction</td>
<td>$x$</td>
<td>$y$</td>
<td>$xy$</td>
</tr>
<tr>
<td>$\Delta T_{core}$ (K)</td>
<td>38</td>
<td>32</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>$x$</td>
<td>$y$</td>
<td>$xy$</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>42</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>$x$</td>
<td>$y$</td>
<td>$xy$</td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>44</td>
<td>40</td>
</tr>
</tbody>
</table>
5.7. Summary

The practical effects of frequency, dc-bias and duty cycle on core power loss, air-gap fringing on the core and winding losses, and the core conduction cooling are experimentally investigated for the Fe-amorphous metal, 6.5% silicon steel and powder core.

The variation of the core loss with frequency for the various materials is approximately as predicted by the specifications and algorithm developed in Chapter 4. The multi-cut core displays elevated power loss due to manufacturing.

As it is shown, all materials can experience increased core losses with dc bias and appropriate de-rating should be used when operating high on the magnetization curve. The investigation suggests de-rating at about 75 % of the nominal saturation flux density at 25 °C. Similarly, asymmetric duty cycles result in increased core losses. The modified Steinmetz equations are a useful predictor of these increased losses.

It has been suggested in the literature [89][98] that increased core loss can occur due to air gap fringing. Testing in this study suggests that these effects can be insignificant for these cores with thin laminations and high resistivity. The distributed air gap and sufficient distance between winding and the core are efficient ways for winding ac power loss minimization. Added cuts to the core can result in core degradation for amorphous metal.

Finally, it is demonstrated that lamination direction is key to optimum thermal cooling path for the laminated gapped cores.
Chapter 6
Conclusions and Future Work

6.1. Thesis Summary

The thesis has focused on the development of a bi-directional dc-dc converter with soft-switching cell in the first part, and magnetic material comparison and analysis for the high-current inductor design in the second part. A custom inductor design flowchart is developed and practical design aspects are investigated.

Chapter 1 sets the thesis background. The research motivation and application area is identified and design constraints are outlined. The dc-dc converters topologies are presented and briefly contrasted. The state-of-art in power semiconductors is presented and general information about magnetic component and capacitors is provided. The extended magnetic materials comparison is presented in Chapter 3.

In Chapter 2 a novel bi-directional soft-switched dc-dc converter is presented and analysed. Novel expressions have been derived for the current gain characteristics of the converter in the buck and boost modes of operation and these have been validated both by simulation and by experimental results. It is shown that the auxiliary pole assists in achieving soft-switching over the full load range. As expected, the soft-switching boosts efficiency to more than 97 % over a wide load range in the practical converter. This is achieved at the expense of increased circuit complexity. On the other hand the topology which has been presented is extremely robust and operates to a large extent in a self-protected mode in which the well known shoot-through fault phenomenon cannot occur. It is also interesting to note that the auxiliary circuit does not contain a direct shoot-through path consisting of two active devices connected directly across the bus.

An investigation of performance factors for magnetic components is presented in Chapter 3 and novel performance factors are introduced. The well-established and intuitive performance factor approach has been extended to factor in the effects of saturation flux density.
and thermal conductivity. Thus, the performance factors can now be used to aid in the selection of the optimum material for a dc inductor with ac ripple for convection or conduction cooling.

In general, the optimum materials change with specific power loss. There is a significant difference between the air-cooled and conduction-cooled performance factor as conduction-cooling can enable a very efficient heat removal and size reduction.

The conduction-cooled inductor performance factor chart highlights the capability of the material to remove heat together with saturation capability. The most suitable materials for a high-power-density inductor are those with high thermal conductivity and high saturation flux density. The optimum selection is strongly related to the thermal path length.

In general, the traditional laminated materials such as amorphous metal and silicon-steel are most suitable for a dc inductor with lower-frequency ac component while powder materials display advantages at higher frequencies. The ferrite material is best suited for ac designs and is severely penalized for dc applications due to low $B_{sat}$.

Technically, the nanocrystalline material has the best overall characteristics in almost all cases, but presently is significantly more expensive than the other materials. The cost and power loss of the nanocrystalline material increases further due to the manufacturing process required to cut the material. The best solution for an air-cooled ac inductor or transformer may be the ferrite material as it combines low power loss and low overall cost.

Although powerful, the performance factors are not the ultimate comparison methods as they do not consider the core geometry, winding arrangement, or efficiency. Nevertheless, the performance factor aids the material selection process by narrowing down the number of options. However, the final selection should be underpinned by the dedicated design comparison.

In Chapter 4 a novel approach to the inductor design algorithm is presented and used in order to compare the various magnetic materials over a range of frequencies, ripple ratios, two cooling methods and efficiency. The inductor design is considered as a multivariable function; therefore, the solution can be easily adjusted towards the design requirement. The modular structure of the design procedure allows for rapid design of any inductor with given constraints set.

As shown by the analysis the inductor size varies with current ripple for a given frequency. The minimum size is achieved for the design which meets temperature rise and flux density limitation at the same time. As the operating frequency increases, the current-ripple ratio for minimum size decreases. In general, the inductor size decreases as the frequency increases in the considered frequency range. The conduction-cooled design allows for very efficient cooling and significant size reduction can be achieved with respect to the air-cooled design. However, an
efficiency constraint can disturb this relation and cause inductor size to increase.

The analysis indicates that the right choice of the magnetic material results in the most optimum design size. The design constraints are operating frequency, current ripple, dc-bias, cooling method, maximum temperature rise, and efficiency.

In general inductor size decreases as frequency increases in the considered frequency range. The optimum current ripple decreases as frequency increases for a minimum area product analysis. This means that the component size decreases with frequency and the current ripple decreases as well. Since the minimum size at a given frequency is an unique property of the material with respect to the current ripple the most suitable material can be selected for the anticipated current ripple ratio.

In Chapter 5 the practical effects of frequency, dc-bias and duty cycle on core power loss, air-gap fringing on the core and winding losses, and core conduction cooling are experimentally investigated for the Fe-amorphous metal, 6.5% silicon steel and powder core.

The variation of the core loss of the various materials with frequency range is close to predictions by the specifications and algorithm developed in Chapter 4. The multi cut core displays elevated power loss due to manufacturing process.

All materials can experience increased core losses with dc bias and appropriate de-rating should be used when operating high on the magnetization curve. The investigation suggests de-rating at about 75 % of the nominal saturation flux density at 25 °C. Similarly, an asymmetric duty cycles result in increased core losses. The modified Steinmetz equation is a useful predictor of these increased losses.

It has been suggested in the literature [89][98] that increased core loss can occur due to air gap fringing. Testing is this study suggests that these effects can be insignificant for these cores with thin laminations and high resistivity. Distributing the air gap is shown to result in reduced copper losses, but added cuts can result in material degradation for amorphous metal

Finally, it is demonstrated than lamination direction is key to an optimum cooling path for the laminated gapped cores.
6.2. Future Work

Future work on the project may be divided into a number of areas all of which represent work outside the scope of the present thesis.

- **Interleaved converter with integrated magnetic**

  The hard-switched magnetic coupled dc-dc converter is increasingly pursued in recent years mainly by automakers as a main powertrain converter. The work on the magnetically-coupled dc-dc converter is continued in UCC and has already resulted in an APEC conference publication [68].

  In order to extend the power range, the soft-switching converter investigated in Chapter 2 may be configured into an interleaved topology with a coupled transformer and input inductor in order to reduce the size.

- **Wide band gap semiconductors**

  New wide band gap materials are characterised by low switching power loss and allow for a high switching frequency. The analysis conducted here in Chapters 3, 4, and 5 can be reproduced to determine the optimum materials at high frequencies.

- **Powder materials with an air gap**

  The design flowcharts are used for gapped materials with fixed permeability and for gapless materials with permeability as a function of dc-bias. Further development would be a design of a flowchart for powder inductor with an air gap as high permeability powder core displays lower power loss.

- **Optimum winding structures**

  The flowchart and analysis presented in Chapter 4 is based on the foil winding. Further work should be addressed to determine optimum winding structures for low to high frequency designs. This should include such effects as the core window fill factor, fringing flux effect on the winding power loss, proximity and skin effect, and thermal path.
• **Conduction cooling 2-D model**

  The flowchart presented in Chapter 4 uses a simplified 1-D cooling model. Future work should be addressed to increase model accuracy and development of the 2-D analytical model.

• **Improved performance factors**

  The various performance factors presented in Chapter 3 should be reviewed and investigated to possibly generate a more optimum version.
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Appendix A

Soft-Switched DC-DC Converter

A.1. Transformer Current Transient Between Modes 5 and 6

A current in the transformer primary winding changes its direction as the auxiliary switch is turned off at the end of mode 5. The primary winding is in series with the resonant inductance $L_r$. The converter's operation during mode 5 is shown in Figure A.1. The cell resonant current is closing through the upper auxiliary switch and resonant inductor and main switch. The switching cell equivalent circuit in mode 5 is shown in Figure A.2. Since the equivalent series resistance is neglected, the same voltage is applied across the resonant circuit and the resonant and magnetizing currents are constant. At time when switch $S_{sw}$ opens the circuit equilibrium shown in Figure A.2 is disturbed. The circuit transient is shown in Figure A.3. The current in the circuit changes in time and is transferred through transformers coupling. The resonant and magnetizing inductance energy is changing in pursuit of a new equilibrium. Laplace transformation is employed and initial conditions for resonant current $i_r(0)$ and magnetizing current $i_{m}(0)$ are given in mode 5. The voltage $V_X$ induced across the switch and magnetizing current after transient is pursued.

Figure A.1. Mode 5 circuit operation.
From the Figure A.3 can be written:

\[
\begin{align*}
V_X(s) &= L_m i_m(0) - s L_m i_m(s) \\
V_X(s) &= L_r i_r(0) - s L_r i_r(s) + a V_X(s) \\
i_r(s) + i_m(s) &= a i_r(s) \\
i_m(0) &= a i_r(0)
\end{align*}
\]

(A.1)

and results in following solution:

\[
\begin{align*}
V_X(s) &= \frac{(2a - 1)}{a} \frac{L_m i_m(0)}{L_r - L_m (1-a)^2} \\
i_m(s) &= \frac{(1-a)}{s} \frac{(1-a) L_m i_m(0) - L_r i_r(0)}{L_r + (1-a)^2 L_m}
\end{align*}
\]

(A.2)

Finally in time domain:

\[
\begin{align*}
V_X(t) &= L^{-1} \{ V_X(s) \} = \delta(t) \\
i_m(t) &= L^{-1} \{ i_m(s) \} = (1-a) \frac{(1-a) L_m i_m(0) - L_r i_r(0)}{L_r + (1-a)^2 L_m}
\end{align*}
\]

(A.3)

As expected, the voltage is represented by Dirac function or a voltage spike. The magnetizing current change depends on the resonant and magnetizing inductance ratio. The current change is related to the energy stored in the inductor given by (A.4).
\[ E = \frac{1}{2} LI^2 \] (A.4)

If the energy stored in magnetizing inductance is greater than in resonant inductor, which is the usual case, the current in the resonant inductor change its flow direction rapidly accompanied by the voltage spike. In real circuit, part of transition energy is dissipated in cells ESR and transistor itself. This has its effect in the auxiliary switch power loss and may affect reliability if left unattended. In order to limit sudden voltage increase the transistor switching process is slowed, which is common practice. It is safe and convenient solution as auxiliary cell switching current is rather low. The magnetizing and resonant current are constant after transient as circuits resistance is neglected.

The transformer current in the mode 6 reaches its new equilibrium as shown in Figure A.4. The current change is given by:

\[ i_r(t) = \frac{i_m(t)}{1 - a} \] (A.5)

![Figure A.4. Cell current distribution in mode 6.](image)

**A.2. Main Switch Turn-off Assisted by Soft-Switching Cell**

The soft switched dc-dc converter main transistor turn-off may be assisted by soft-switching cell; otherwise the turn-off is in a hard switching mode softened by the output capacitive snubber. The classical capacitance assisted turn-off is presented in number of publications as [49][87][93] and turn-off time \( t_{off} \) is a function of the output capacitance \( C_{out} \), transistor current \( I_{off} \) and off voltage \( V_{off} \).

\[ t_{off} = \frac{C_{out} V_{off}}{I_{off}} \] (A.6)

Since the turn off transient time depends on the transistor current it will take a significant time to recharge capacitor at low current, while the turn-off time will reduce at high current.

The soft-switching cell allows for controlled capacitance recharge. The turn-off time is dependent on the transistor current; however, a low current switching time is reduced by the soft-switching cell.
The soft-switching cell assisted turn-off process involves resonant transient in a similar fashion as turn-on, but with a different initial conditions. The resonant capacitance is already charged and turn-off process is aimed to discharge the capacitance. The buck and boost mode equivalent circuits for initial conditions are shown in Figure A.5 and Figure A.7, while the transient Laplace equivalent circuits are shown in Figure A.6 and Figure A.8, respectively.

The presented equivalent circuit shows capacitors with non-zero initial conditions. The transformer with accompanying circuitry was simplified to a voltage source. Input filter inductor and voltage source $V_I$ is substituted by a current source $I_f(s)$. Equivalent circuit resistances $R_1$ and $R_2$ are considered. The transformer magnetizing current is neglected.

![Figure A.5. Buck mode main transistor turn-off initial conditions.](image1)

![Figure A.6. Buck mode transient circuit for the main transistor turn-off.](image2)
The transient solution for buck and boost is similar. Following calculations are provided for a boost mode.

Circuit is assumed to be symmetrical $C_1 = C_2$. The initial conditions for a boost mode are following: $V_{01}(s) = V_h(s), V_{02}(s) = 0$, where $V_h(s) = V_{h2}(s) + R_2 I_2(s)$. From KVL it can be written:

$$sL_r I_r(s) + aV_h(s) - V_{01}(s) + \frac{1}{sC_1} I_e(s) = 0 \quad \text{(A.7)}$$

since

$$I_e(s) = 0.5\left[I_1(s) + I_r(s)\right] \quad \text{(A.8)}$$

and

$$I_2(s) = 0.5\left[I_1(s) - I_r(s)\right] \quad \text{(A.9)}$$

After transformations the resonant current is found as

$$I_r(s) = \frac{1}{L_r} \left[\frac{V_{01}(s) - aV_2(s) - 0.5aR_2 I_1(s)}{s^2 - a \frac{R_2}{2L_r} s + \frac{1}{2L_r C_r}}\right] - \frac{1}{2L_r C_1} I_1(s) \quad \text{(A.10)}$$
And can be written as:

\[
I_r(s) = \frac{N_1}{D} - \frac{N_2}{sD}
\]  
(A.11)

The characteristic equation has following complex solution

\[
s^2 - a \frac{R_2}{2L_r}s + \frac{1}{2L_rC_r} = 0
\]  
(A.12)

\[
\Delta = \left( \frac{aR_2}{2L_r} \right)^2 - \frac{2}{L_rC_r}s^2 < 0
\]  
(A.13)

\[
s_1, s_2 = \frac{aR_2}{4L_r} \pm \sqrt{\left( \frac{aR_2}{4L_r} \right)^2 - \frac{1}{2L_rC_r}} = \alpha \pm j\omega_0
\]  
(A.14)

Where

\[
\omega_0 = \sqrt{\alpha^2 - \omega_n^2}, \quad \omega_n = \frac{1}{\sqrt{2L_rC_r}}
\]  
(A.15)

The back transformation:

\[
i_r(t) = L^{-1} \{ I_r(s) \} = \\
= \left[ \text{res}_{s = s_1} N_1 e^{s_1t} (s - s_1)^{-1} + \text{res}_{s = s_2} N_1 e^{s_2t} (s - s_2)^{-1} \right] \\
- \left[ \text{res}_{s = s_2} N_2 e^{s_2t} (s - s_2)^{-1} + \text{res}_{s = s_1} N_2 e^{s_1t} (s - s_1)^{-1} + \text{res}_{s = 0} N_2e^{0st} \right]
\]  
(A.16)

Finally

\[
i_r(t) = \frac{N_1 e^{s_1t}}{s_1 - s_2} + \frac{N_1 e^{s_2t}}{s_2 - s_1} \left[ \frac{N_2 e^{s_2t}}{s_2(s_2 - s_1)} + \frac{N_2 e^{s_1t}}{s_1(s_1 - s_2)} + \frac{N_2}{s_1s_2} \right]
\]  
(A.17)

Neglecting resistance the resonant current equals:

\[
i_r(t) = \frac{(1 - a)V_2}{Z_0} \sin \omega_0t + I_1(\cos \omega_0t - 1)
\]  
(A.18)

The associated capacitor voltage is given by

\[
V_{C1}(s) = V_{01} - V_C'(s)
\]  
(A.19)

\[
V_C'(s) = \frac{1}{sC_1} I_C(s)
\]  
(A.20)

Substituting (A.8) and (A.10) the capacitor voltage is

\[
V_{C1}(s) = \frac{I_1}{2s^2C_1} + \frac{1}{2L_2C_1} \left[ V_{01} - aV_2 - 0.5aR_2I_1 \right] - \frac{1}{4L_2C_1^2} I_1
\]  
(A.21)
The back transformation has three components:

\[
V_{C_1}'(s) = L^{-1}\left[\frac{I_1}{2s^2C_1}\right] + L^{-1}\left[\frac{1}{2L_r C_1}\frac{V_{01} - aV_2 - 0.5aR_2 I_1}{s(s - s_1)(s - s_2)}\right] - L^{-1}\left[\frac{1}{4L_r C_1^2} I_1\right] (s - s_1)(s - s_2) \tag{A.22}
\]

Because components of characteristic equations contain multiple poles a differential residuum theorem is employed [67]:

\[
\text{res}_{s=s_k}\left[F(s)e^{st}\right] = \frac{1}{(\alpha_k - 1)!s - s_k}\left[t^{\alpha_k-1}\frac{d^{\alpha_k-1}}{dt^{\alpha_k-1}}F(s)(s - s_k)^{\alpha_k}e^{st}\right] \tag{A.23}
\]

where \(\alpha_k\) - pole \(s_k\) multiplicity of function \(F(s)\)

Hence first component of (A.22) is as follows

\[
L^{-1}\left[\frac{I_1}{2s^2C_1}\right] = \text{res}_{s=0}\left[\frac{1}{s^2} I_1 2C_1 e^{st}\right] = \lim_{s \to 0}\left[\frac{d}{dt} I_1 2C_1 e^{st}\right] = \lim_{s \to 0}\left[\frac{I_1}{2C_1}te^{st}\right] = \frac{I_1}{2C_1} \tag{A.24}
\]

The second component of (A.22) is found in a similar way to the resonant current in (A.16)

\[
L^{-1}\left[\frac{1}{2L_r C_1}\frac{V_{01} - aV_2 - 0.5aR_2 I_1}{s(s - s_1)(s - s_2)}\right] = \frac{N_1e^{st}}{s_1(s_1 - s_2)} + \frac{N_1e^{st}}{s_2(s_2 - s_1)} + \frac{N_1}{s_1 s_2} \tag{A.25}
\]

Where \(N_1\) is the nominator of a left hand side.

The last component of (A.22) employs differential residuum theorem and theorems of derivative of product of two functions and derivative of quotient of two functions shown in (A.26) and (A.27), respectively.

\[
\begin{bmatrix} g(x) \\ h(x) \end{bmatrix}' = g'(x)h(x) + g(x)h'(x) \tag{A.26}
\]

\[
\begin{bmatrix} g(x) \\ h(x) \end{bmatrix}' = g'(x)h(x) - g(x)h'(x) \left[ h(x) \right]^2 \tag{A.27}
\]

Hence the following solution

\[
L^{-1}\left[\frac{1}{4L_r C_1^2} I_1\right] = \frac{N_2 t}{s_1 s_2} + \frac{N_2}{s_1 s_2} + \frac{N_2e^{st}}{s_1(s_1 - s_2)} + \frac{N_2}{s_1(s_1 - s_2)} + \frac{N_2e^{st}}{s_2(s_2 - s_1)} \tag{A.28}
\]

where \(N_2\) is the nominator of left hand side.
Finally the capacitor voltage change is given as follows:

\[
V'_c(t) = \frac{I_1}{2C_1} t + \frac{N_1 e^{st}}{s_1(s_1 - s_2)} + \frac{N_1 e^{st}}{s_2(s_2 - s_1)} + \frac{N_1}{s_1 s_2} \left[- \frac{N_2 t}{s_1 s_2} + \frac{N_2}{s_1 s_2} + \frac{N_2 e^{st}}{s_1^2} + \frac{N_2 e^{st}}{s_2^2(s_2 - s_1)} \right]
\]  
(A.29)

where

\[
N_1 = \frac{1}{2L_r C_1} [V_{01} - a V_2 - 0.5 a R_2 I_1]
\]  
(A.30)

\[
N_2 = \frac{1}{4L_r C_1^2} I_1
\]  
(A.31)

\[
s_1, s_2 = \frac{a R_2}{4L_r} \pm \sqrt{\left(\frac{a R_2}{4L_r}\right)^2 - \frac{1}{2L_r C_1}}
\]  
(A.32)

The capacitor voltages are given as follows:

\[
V_{c1}(t) = V_{01} - V'_c(t)
\]  
(A.33)

\[
V_{c2}(t) = V_h - V_{c1}(t)
\]  
(A.34)

Neglecting the resistance and assuming the circuit symmetry \((C_1 = C_2 = C_r\) and \(V_{01} = V_{02} = V_2\)) the capacitor voltage change given by (A.29) can be reduced to:

\[
V'_c(t) = \frac{I_1}{2C_r} t - (1 - a) V_2 (\cosh s_1 t - 1) - \frac{I_1}{4L_r C_r^2} \frac{\sinh s_1 t - t}{s_1^2}
\]  
(A.35)

Since

\[
s_1, s_2 = \pm \sqrt{-\frac{1}{2L_r C_1}} = \pm j \omega_0
\]  
(A.36)

\[
s_1^* = s_2, \quad s_0^* = s_1^* = \omega_0
\]  
(A.37)

and

\[
\cosh j \omega t = \cos \omega t, \quad \sinh j \omega t = j \sin \omega t
\]  
(A.38)

Finally the following capacitor voltage can be found

\[
V_{c1}(t) = (1 - a) V_2 (1 - \cos \omega_0 t) + Z_0 I_1 \sin \omega_0 t
\]  
(A.39)

Thus the buck and boost mode pole voltage change during the main transistor turn off can be found. Since the boost pole voltage change from 0 to \(V_2\) a rise time can be found from the equality:

\[
V_2 = (1 - a) V_2 (1 - \cos \omega_0 t) + Z_0 I_1 \sin \omega_0 t
\]  
(A.40)
Finally the time duration is given

\[
t = \frac{1}{\omega_0} \arccos \frac{-a(1-a) V_2^2 + Z_0 I_1 \sqrt{V_2^2 (1 - 2a) + Z_0^2 I_1^2}}{(1-a)^2 V_2^2 + Z_0^2 I_1^2}
\]  

(A.41)

Note that for a very small current the solution limit is the turn on resonant swing time:

\[
\lim_{I_1 \to 0} \left\{ \frac{1}{\omega_0} \arccos \frac{-a(1-a) V_2^2 + Z_0 I_1 \sqrt{V_2^2 (1 - 2a) + Z_0^2 I_1^2}}{(1-a)^2 V_2^2 + Z_0^2 I_1^2} \right\} = \frac{1}{\omega_0} \arccos \left( \frac{-a}{1-a} \right)
\]  

(A.42)

When compared to capacitive snubber, the soft-switching cell reduces turn-off time at low current as shown in Figure A.9. The turn-off time difference vanishing as current increase. This soft-switching cell property allows for a soft switching in the entire region of converters operation.

Figure A.9. The capacitor voltage fall time as a function of the inductor current.
A.3. PSpice Simulation Schematic of the Soft-Switching Converter
A.4. Resonant Cell ESR Effect on Transformers Voltage Ratio

This section provides detailed solution of the 2\textsuperscript{nd} order resonance with a low damping factor. The soft switching cell equivalent circuit in Mode 2 is shown in Figure A.10.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{resonant_cell.eps}
\caption{Resonant mode equivalent circuit.}
\end{figure}

The solution is a total of steady-state and transient analysis:

\begin{equation}
V_c(t) = v_a(t) + v_{es}(t)
\end{equation}

(A.43)

The steady-state solution is following

\begin{equation}
v_a(t) = V_a \quad \text{and} \quad i(t) = 0
\end{equation}

(A.44)

The transient analysis require to solve 2\textsuperscript{nd} order differential equation. From KVL we can write:

\begin{equation}
v_c(t) + L_r \frac{di(t)}{dt} + R_d i(t) = V_a
\end{equation}

(A.45)

knowing that

\begin{equation}
i(t) = C \frac{dv_c(t)}{dt}
\end{equation}

(A.46)

And substituting into (A.45) we get

\begin{equation}
v_c(t) + L_r C \frac{d^2v_c(t)}{dt^2} + R_d C \frac{dv_c(t)}{dt} = V_a
\end{equation}

(A.47)

The characteristic equation

\begin{equation}
L_r C \frac{d^2v_c(t)}{dt^2} + R_d C \frac{dv_c(t)}{dt} + v_c(t) = 0
\end{equation}

(A.48)

Introducing differential operator $p$ it can be written as

\begin{equation}
L_r C p^2 + R_d C p + 1 = 0
\end{equation}

(A.49)

and result in following solution

\begin{equation}
p_{1,2} = -\frac{R_d}{2L_r} \pm \left( \frac{R_d}{2L_r} \right)^2 - \frac{1}{L_r C} = -\alpha \pm \sqrt{\alpha^2 - \omega_0^2}
\end{equation}

(A.50)

where $\alpha$ is a damping factor and $\omega_0$ is a pulsation of $L_r C$ oscillation.

For $\alpha < \omega_0$ and $\Delta < 0$ the solution has two conjugated poles and the circuit is oscillating:

\begin{equation}
p_1 = -\alpha + j\omega, \quad p_2 = -\alpha - j\omega = p_1, \quad \omega = \sqrt{\omega_0^2 - \alpha^2}
\end{equation}

(A.51)
The transient voltage

\[ v_c(t) = A_1 e^{p_1 t} + A_2 e^{p_2 t} \]  \hspace{1cm} (A.52)

Substituting (A.44) and (A.52) into (A.43)

\[ V_c(t) = V_a + A_1 e^{p_1 t} + A_2 e^{p_2 t} \]  \hspace{1cm} (A.53)

And solving

\[
\begin{align*}
V_c(0) &= V_a + A_1 + A_2 \\
\frac{dV_c(t)}{dt}\bigg|_{t=0} &= A_1 p_1 + A_2 p_2 \\
V_2 &= aV_2 + A_1 + A_2 \\
0 &= A_1 p_1 + A_2 p_2
\end{align*}
\]  \hspace{1cm} (A.54)

\[
\begin{align*}
A_1 &= (1-a)V_2 \frac{p_2}{p_1 - p_2} \\
A_2 &= (1-a)V_2 \frac{p_1}{p_1 - p_2}
\end{align*}
\]  \hspace{1cm} (A.55)

Finally

\[ V_c(t) = aV_2 + (1-a)V_2 \left[ \frac{\alpha + j\omega}{2j\omega} e^{(-\alpha+j\omega)t} + \frac{-\alpha - j\omega}{2j\omega} e^{(-\alpha-j\omega)t} \right] \]  \hspace{1cm} (A.57)

Having known

\[ \sin \omega t = \frac{e^{j\omega t} - e^{-j\omega t}}{2j} \quad \text{and} \quad \cos \omega t = \frac{e^{j\omega t} + e^{-j\omega t}}{2} \]  \hspace{1cm} (A.58)

The (A.57) can be written as

\[ V_c(t) = aV_2 + (1-a)V_2 e^{-\alpha t} \left( \frac{\alpha}{\omega} \sin \omega t + \cos \omega t \right) \]  \hspace{1cm} (A.59)
Figure A.11. Main TMS320F2808 connection schematic.
Figure A.12. Power supply and decoupling capacitors.
Figure A.13. PWM outputs with tranzistor drivers. Upper 3 channels with a zero voltage detection.
Figure A.14. PWM outputs with transistor drivers. Lower 3 channels with a zero voltage detection.
Figure A.15. Communication interfaces, digital I/O, LCD interface, signal diodes, keyboard.
Figure A.16. Analog inputs: 6 voltage inputs, 2 voltage differential inputs, 2 high sensitivity current shunt inputs and 2 potentiometers.
Appendix B

Performance Factor

B.1. Steinmetz Parameters

The curves of anticipated power loss generated in a magnetic material are published in datasheets [72]-[80]; the curves are provided for specific conditions as constant frequency or constant flux density amplitude. The power loss generated at other frequencies and flux density amplitude than provided can be found by the Steinmetz equation [87]-[89]:

\[
P_f = k f^m B_{ac}^n
\]  

(B.1)

where \(k, m, n\) are Steinmetz parameters. The power loss can be expressed either in gravimetric or volumetric units. The volumetric power loss in mW/cm\(^3\) is the unit of choice for this work; however, it is easy to convert into W/kg just by dividing the volumetric power loss by the materials density. Steinmetz equation parameters are evaluated from the available datasheets for various materials at specified frequency and materials density. The parameters are provided in Table B.1 and continued in Table B.2. The parameters for powdered cores are selected from Mag. Inc. as a representative sample with an exception to the proprietary Crystal-X core from Arnold Magnetics. Note that parameters provided in Table B.1 and Table B.2 results in volumetric power loss in mW/cm\(^3\) (kW/m\(^3\)) for frequency \(f\) given in kilohertz’s and flux density amplitude \(B_{ac}\) in Tesla’s.
Table B.1. Steinmetz equation parameters

<table>
<thead>
<tr>
<th>Material</th>
<th>Density</th>
<th>Steinmetz Parameters for $P_i$ in mW/cm³</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\rho_m$</td>
<td>f</td>
</tr>
<tr>
<td>2605SA1 Metglas</td>
<td>7.18 g/cm³</td>
<td>k</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n</td>
</tr>
<tr>
<td>2605S3A Metglas</td>
<td>7.29 g/cm³</td>
<td>f</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m</td>
</tr>
<tr>
<td>10JNHF600 JFE</td>
<td>7.53 g/cm³</td>
<td>f</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n</td>
</tr>
<tr>
<td>JFE Prototype JFE</td>
<td>7.53 g/cm³</td>
<td>f</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m</td>
</tr>
<tr>
<td>Vitroperm 500F VAC</td>
<td>7.3 g/cm³</td>
<td>f</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n</td>
</tr>
<tr>
<td>3C93 Ferroxcube</td>
<td>4.8 g/cm³</td>
<td>f</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n</td>
</tr>
<tr>
<td>Mix -26 Micrometals</td>
<td>7 g/cm³</td>
<td>f</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m</td>
</tr>
<tr>
<td>MPP 60 Magnetics</td>
<td>8.2 g/cm³</td>
<td>f</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m</td>
</tr>
<tr>
<td>High Flux 60 Magnetics</td>
<td>7.7 g/cm³</td>
<td>f</td>
</tr>
<tr>
<td></td>
<td></td>
<td>k</td>
</tr>
<tr>
<td></td>
<td></td>
<td>m</td>
</tr>
</tbody>
</table>
Table B.2. Steinmetz equation parameters

<table>
<thead>
<tr>
<th>Material</th>
<th>Density</th>
<th>Steinmetz Parameters for $P_V$ in mW/cm$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$f$ 20 kHz 50 kHz 100 kHz 200 kHz 300 kHz</td>
</tr>
<tr>
<td>Kool Mu 60 Magnetics</td>
<td>$\rho_m = 6.8$ g/cm$^3$</td>
<td>$k$ 157.682 65.339 179.394 85.000 275.440</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$m$ 1.322 1.585 1.354 1.485 1.261</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n$ 2.000 2.009 2.023 2.000 1.960</td>
</tr>
<tr>
<td>Xflux 60 Magnetics</td>
<td>$\rho_m = 7.5$ g/cm$^3$</td>
<td>$k$ 744.503 877.724 58.078 239.776 316.916</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$m$ 1.031 1.000 1.659 1.475 1.475</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n$ 1.912 1.943 1.737 2.041 2.162</td>
</tr>
<tr>
<td>Crystal-X 60 Arnold</td>
<td>not available</td>
<td>$k$ 771.330 1004.470 1040.350 788.513 874.432</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$m$ 1.176 1.120 1.102 1.155 1.155</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n$ 2.391 2.427 2.412 2.398 2.443</td>
</tr>
</tbody>
</table>
Appendix C

Area Product Analysis

In this section the procedure presented in Chapter 0 is used to analyse an inductor area product vs. current ripple for 1 kW and 10 kW boost converters and 20 to 150 kHz. The following materials presented in Table 3.1 are investigated: 2605SA1, 10JNHF600, JFE Prototype, Vitroperm 500F, 3C93, MPP 60, High Flux 60, KoolMu 60 and Xflux 60. The following are the electrical specifications for a boost converter: $V_{in}/V_{out} = 200/400$ V/V, $P = 1$ kW and 10 kW, inductor efficiency 99 %. The switching frequency is increased from 20 to 150 kHz in the following steps: 20, 50, 100 and 150 kHz. The ambient or cold-plate temperature is set at 70 °C. The maximum temperature rise allowed for each material is dependent on the continuous operating temperature of the material shown in Table 3.1.

The CC core is assumed. The core profile ratio, $r_c$, is allowed to change in the range between 0.5 and 2, the core window ratio, $r_w$, is allowed to vary between 0.5 and 2. The air gap is limited to 3 mm per leg. The permeability of powder materials is allowed to decrease down to 50 % of its initial value but, designs show that effective permeability roll-off is about 30 %. The winding interlayer insulation is assumed as 0.1 mm and the distance between the core and winding tips is set to 4 mm, while the distance between windings is 2.4 mm.
C.1. 1 kW Area Product vs. Current Ripple

Figure C.1. AP vs. current ripple with frequency as a parameter for 2605SA1 1 kW gapped inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.

Figure C.2. AP vs. current ripple with frequency as a parameter for 10JNHF600 1 kW gapped inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.

Figure C.3. AP vs. current ripple with frequency as a parameter for JFE Prototype 1 kW gapped inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.
Figure C.4. \( AP \) vs. current ripple with frequency as a parameter for Vitroperm 500F 1 kW gapped inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.

Figure C.5. \( AP \) vs. current ripple with frequency as a parameter for 3C93 1 kW gapped inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.

Figure C.6. \( AP \) vs. current ripple with frequency as a parameter for MPP 60 1 kW gapless inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.
Figure C.7. AP vs. current ripple with frequency as a parameter for High Flux 60 1 kW gapless inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.

Figure C.8. AP vs. current ripple with frequency as a parameter for KoolMu 60 1 kW gapless inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.

Figure C.9. AP vs. current ripple with frequency as a parameter for XFlux 60 1 kW gapless inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.
C.2. 10 kW Area Product vs. Current Ripple

Figure C.10. AP vs. current ripple with frequency as a parameter for 2605SA1 10 kW gapped inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.

Figure C.11. AP vs. current ripple with frequency as a parameter for 10JNHF600 10 kW gapped inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.

Figure C.12. AP vs. current ripple with frequency as a parameter for JFE Prototype 10 kW gapped inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.
Figure C.13. AP vs. current ripple with frequency as a parameter for Vitroperm 500F 10 kW gapped inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.

Figure C.14. AP vs. current ripple with frequency as a parameter for 3C93 10 kW gapped inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.

Figure C.15. AP vs. current ripple with frequency as a parameter for MPP 60 10 kW gapless inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.
Figure C.16. \(AP\) vs. current ripple with frequency as a parameter for High Flux 60 kW gapless inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.

Figure C.17. \(AP\) vs. current ripple with frequency as a parameter for KoolMu 60 kW gapless inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.

Figure C.18. \(AP\) vs. current ripple with frequency as a parameter for XFlux 60 kW gapless inductor design: (a) natural convection-cooling, (b) cold-plate conduction-cooling.
C.3. Minimum Area Product Analysis

Table C.1. Minimum \( AP \) vs. frequency for gapped materials (1 kW, 99% efficient), convection-cooling and conduction-cooling

<table>
<thead>
<tr>
<th>Material</th>
<th>( f )</th>
<th>( I_{pk-pk}/I_{dc} )</th>
<th>( AP_{min} ) (cm(^4))</th>
<th>( 20 ) kHz</th>
<th>( 50 ) kHz</th>
<th>( 100 ) kHz</th>
<th>( 150 ) kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>2605SA1</td>
<td></td>
<td></td>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.3</td>
<td>8.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.15</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10JNHF600</td>
<td></td>
<td></td>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.15</td>
<td>21.8</td>
<td>0.15</td>
<td>0.1</td>
<td>0.075</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JFE Prototype</td>
<td></td>
<td></td>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.17</td>
<td>12.9</td>
<td>0.17</td>
<td>0.12</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vitroperm 500F</td>
<td></td>
<td></td>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>3.3</td>
<td>1</td>
<td>0.55</td>
<td>0.35</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3C93</td>
<td></td>
<td></td>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.9</td>
<td>7.5</td>
<td>1.9</td>
<td>1.8</td>
<td>1.9</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Table C.2. Minimum \( AP \) vs. frequency for gapped materials (10 kW, 99% efficient), convection-cooling and conduction-cooling

<table>
<thead>
<tr>
<th>Material</th>
<th>( f )</th>
<th>( I_{pk-pk}/I_{dc} )</th>
<th>( AP_{min} ) (cm(^4))</th>
<th>( 20 ) kHz</th>
<th>( 50 ) kHz</th>
<th>( 100 ) kHz</th>
<th>( 150 ) kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>2605SA1</td>
<td></td>
<td></td>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.25</td>
<td>36.0</td>
<td>0.25</td>
<td>0.1</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10JNHF600</td>
<td></td>
<td></td>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.15</td>
<td>54.0</td>
<td>0.15</td>
<td>0.3</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JFE Prototype</td>
<td></td>
<td></td>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>47.7</td>
<td>0.1</td>
<td>0.1</td>
<td>0.05</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vitroperm 500F</td>
<td></td>
<td></td>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.7</td>
<td>19.6</td>
<td>0.7</td>
<td>1.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3C93</td>
<td></td>
<td></td>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.6</td>
<td>31.3</td>
<td>1.6</td>
<td>1.6</td>
<td>0.8</td>
<td>0.6</td>
</tr>
</tbody>
</table>
Figure C.19. Minimum $AP$ vs. frequency for gapless materials (1 kW, 99% efficient): (a) convection-cooling and (b) conduction-cooling.

Table C.3. Minimum $AP$ vs. frequency for gapless materials (1 kW, 99% efficient), convection-cooling and conduction-cooling

<table>
<thead>
<tr>
<th>Material</th>
<th>$f$</th>
<th>20 kHz</th>
<th>50 kHz</th>
<th>100 kHz</th>
<th>150 kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
</tr>
<tr>
<td>MPP 60</td>
<td>$I_{pk-pk}/I_{dc}$</td>
<td>1.7</td>
<td>1.7</td>
<td>1.55</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>$AP_{min}$ (cm$^3$)</td>
<td>8.4</td>
<td>8.4</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>High Flux 60</td>
<td>$I_{pk-pk}/I_{dc}$</td>
<td>0.9</td>
<td>0.9</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>$AP_{min}$ (cm$^3$)</td>
<td>13.6</td>
<td>13.6</td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td>KoolMu 60</td>
<td>$I_{pk-pk}/I_{dc}$</td>
<td>1.4</td>
<td>1.4</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>$AP_{min}$ (cm$^3$)</td>
<td>15.7</td>
<td>15.7</td>
<td>4.6</td>
<td>4.6</td>
</tr>
<tr>
<td>X Flux 60</td>
<td>$I_{pk-pk}/I_{dc}$</td>
<td>0.7</td>
<td>0.7</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>$AP_{min}$ (cm$^3$)</td>
<td>22.1</td>
<td>22.1</td>
<td>8.9</td>
<td>8.9</td>
</tr>
</tbody>
</table>
Figure C.20. Minimum $AP$ vs. frequency for gapless materials (10 kW, 99% efficient): (a) convection-cooling and (b) conduction-cooling.

Table C.4. Minimum $AP$ vs. frequency for gapless materials (10 kW, 99% efficient), convection-cooling and conduction-cooling

<table>
<thead>
<tr>
<th>Material</th>
<th>$f$</th>
<th>20 kHz</th>
<th>50 kHz</th>
<th>100 kHz</th>
<th>150 kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td>MPP 60</td>
<td>I_{ph-pd}/I_{dc}</td>
<td>1.6</td>
<td>2</td>
<td>0.9</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>$AP_{min}$ (cm$^2$)</td>
<td>25.0</td>
<td>11.5</td>
<td>13.1</td>
<td>4.4</td>
</tr>
<tr>
<td>High Flux 60</td>
<td>I_{ph-pd}/I_{dc}</td>
<td>0.9</td>
<td>1</td>
<td>0.7</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>$AP_{min}$ (cm$^2$)</td>
<td>30.9</td>
<td>16.7</td>
<td>18.0</td>
<td>6.6</td>
</tr>
<tr>
<td>KoolMu 60</td>
<td>I_{ph-pd}/I_{dc}</td>
<td>1.2</td>
<td>1.6</td>
<td>1</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>$AP_{min}$ (cm$^2$)</td>
<td>29.6</td>
<td>19.4</td>
<td>19.5</td>
<td>6.9</td>
</tr>
<tr>
<td>XFlux 60</td>
<td>I_{ph-pd}/I_{dc}</td>
<td>0.6</td>
<td>1</td>
<td>0.4</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>$AP_{min}$ (cm$^2$)</td>
<td>38.7</td>
<td>19.2</td>
<td>26.2</td>
<td>7.8</td>
</tr>
</tbody>
</table>
C.4. Efficiency Effect on the Inductor Size

Table C.5. \( AP \) for 100 μH gapped inductor with and without efficiency restriction

<table>
<thead>
<tr>
<th>Material</th>
<th>( f )</th>
<th>20 kHz</th>
<th>50 kHz</th>
<th>100 kHz</th>
<th>150 kHz</th>
<th>( AP_{\text{lim}} ) (cm(^4))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td>2605SA1</td>
<td>AP (cm(^4))</td>
<td>53.3</td>
<td>7.1</td>
<td>39.1</td>
<td>4.6</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>( AP_{\text{lim}} ) (cm(^4))</td>
<td>68.4</td>
<td>38.6</td>
<td>39.1</td>
<td>15.5</td>
<td>32</td>
</tr>
<tr>
<td>10JNHF600</td>
<td>AP (cm(^4))</td>
<td>76.9</td>
<td>6.7</td>
<td>51.3</td>
<td>3.8</td>
<td>41.4</td>
</tr>
<tr>
<td></td>
<td>( AP_{\text{lim}} ) (cm(^4))</td>
<td>-</td>
<td>19@50 kHz</td>
<td>62.0</td>
<td>10@75 kHz</td>
<td>43.6</td>
</tr>
<tr>
<td>JFE Prototype</td>
<td>AP (cm(^4))</td>
<td>67.1</td>
<td>5.8</td>
<td>44.4</td>
<td>3.5</td>
<td>35.9</td>
</tr>
<tr>
<td></td>
<td>( AP_{\text{lim}} ) (cm(^4))</td>
<td>199.5</td>
<td>24@30 kHz</td>
<td>49.7</td>
<td>12.3</td>
<td>36.8</td>
</tr>
<tr>
<td>Vitroperm 500F</td>
<td>AP (cm(^4))</td>
<td>20.7</td>
<td>8.9</td>
<td>16.6</td>
<td>6.2</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>( AP_{\text{lim}} ) (cm(^4))</td>
<td>20.7</td>
<td>8.9</td>
<td>16.6</td>
<td>6.3</td>
<td>12.5</td>
</tr>
<tr>
<td>3C93</td>
<td>AP (cm(^4))</td>
<td>31.4</td>
<td>31.1</td>
<td>23.7</td>
<td>21.4</td>
<td>21.6</td>
</tr>
<tr>
<td></td>
<td>( AP_{\text{lim}} ) (cm(^4))</td>
<td>34.7</td>
<td>35.0</td>
<td>26.5</td>
<td>25.1</td>
<td>23.0</td>
</tr>
</tbody>
</table>

Figure C.21. \( AP \) vs. frequency for a 100 μH gapless inductor (10 kW, 99% efficient): (a) convection-cooling and (b) conduction-cooling.
Figure C.22. $AP$ vs. frequency for a 100 $\mu$H gapless inductor (10 kW, no efficiency restriction): (a) convection-cooling and (b) conduction-cooling.

Table C.6. $AP$ for 100 $\mu$H gapless inductor with and without efficiency restriction 10 kW.

<table>
<thead>
<tr>
<th>Material</th>
<th>$f$</th>
<th>20 kHz</th>
<th>50 kHz</th>
<th>100 kHz</th>
<th>150 kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>conv</td>
<td>cond</td>
<td>conv</td>
<td>cond</td>
</tr>
<tr>
<td>MPP 60</td>
<td>$AP$ (cm$^4$)</td>
<td>31.9</td>
<td>16.2</td>
<td>25.5</td>
<td>14.8</td>
</tr>
<tr>
<td></td>
<td>$AP_{lim}$ (cm$^4$)</td>
<td>31.9</td>
<td>21.3</td>
<td>25.5</td>
<td>17.5</td>
</tr>
<tr>
<td>High Flux 60</td>
<td>$AP$ (cm$^4$)</td>
<td>26.3</td>
<td>14.2</td>
<td>17.8</td>
<td>11.5</td>
</tr>
<tr>
<td></td>
<td>$AP_{lim}$ (cm$^4$)</td>
<td>26.3</td>
<td>16.5</td>
<td>17.8</td>
<td>13.0</td>
</tr>
<tr>
<td>KoolMu 60</td>
<td>$AP$ (cm$^4$)</td>
<td>30.0</td>
<td>10.6</td>
<td>20.4</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>$AP_{lim}$ (cm$^4$)</td>
<td>37.5</td>
<td>23.1</td>
<td>20.4</td>
<td>10.0</td>
</tr>
<tr>
<td>XFlux 60</td>
<td>$AP$ (cm$^4$)</td>
<td>38.3</td>
<td>10.6</td>
<td>25.5</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>$AP_{lim}$ (cm$^4$)</td>
<td>33@30  kHz</td>
<td>41.3</td>
<td>25.9</td>
<td>10.0</td>
</tr>
</tbody>
</table>
Appendix D

Experimental Analysis

The following appendix presents tabulated experimental results for Chapter 5.

D.1. Frequency Effect Analysis

Table D.1. Experimental data for a low to medium frequency effect analysis

<table>
<thead>
<tr>
<th>Material</th>
<th>2605SA1</th>
<th>10JNHF600</th>
<th>Mega Flux 60</th>
</tr>
</thead>
<tbody>
<tr>
<td>f (kHz)</td>
<td>15</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>$V_i$ (V)</td>
<td>63.4</td>
<td>63.4</td>
<td>64.6</td>
</tr>
<tr>
<td>$V_o$ (V)</td>
<td>126.4</td>
<td>127.2</td>
<td>130.2</td>
</tr>
<tr>
<td>$P_i$ (kW)</td>
<td>1.24</td>
<td>1.26</td>
<td>1.32</td>
</tr>
<tr>
<td>$P_o$ (kW)</td>
<td>1.19</td>
<td>1.20</td>
<td>1.26</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.96</td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td>$\Delta I_p$ (A)</td>
<td>38.8</td>
<td>28.4</td>
<td>24</td>
</tr>
<tr>
<td>N (turns)</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>L (μH)</td>
<td>54.3</td>
<td>56.0</td>
<td>54.3</td>
</tr>
<tr>
<td>$\Delta B_p$ (T)</td>
<td>0.42</td>
<td>0.32</td>
<td>0.26</td>
</tr>
<tr>
<td>$\Delta T_{exp}$ (K)</td>
<td>61</td>
<td>52</td>
<td>47</td>
</tr>
</tbody>
</table>
Table D.2. Experimental data for a low to medium frequency effect analysis on single- and multi-cut amorphous metal core

<table>
<thead>
<tr>
<th>Material</th>
<th>2605SA1 single-cut</th>
<th>2605SA1 multi-cut</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>f (kHz)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15  20  25  30</td>
<td>15  20  25  30</td>
</tr>
<tr>
<td>$V_n$ (V)</td>
<td>63.4 63.4 64.6 63.7</td>
<td>125.6 125.5 124.6 123.5</td>
</tr>
<tr>
<td>$V_e$ (V)</td>
<td>126.4 127.2 130.2 128.8</td>
<td>253.3 254.6 254.9 254.5</td>
</tr>
<tr>
<td>$I_n$ (A)</td>
<td>19.59 19.82 20.43 20.45</td>
<td>19.59 19.79 20.11 20.31</td>
</tr>
<tr>
<td>$P_n$ (kW)</td>
<td>1.24 1.26 1.32 1.30</td>
<td>2.45 2.48 2.51 2.51</td>
</tr>
<tr>
<td>$P_e$ (kW)</td>
<td>1.19 1.20 1.26 1.24</td>
<td>2.36 2.39 2.39 2.39</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.96 0.96 0.95 0.95</td>
<td>0.96 0.96 0.95 0.95</td>
</tr>
<tr>
<td>$\Delta I_{pp}$ (A)</td>
<td>38.8 28.4 24 20</td>
<td>34.5 26 21.2 17.6</td>
</tr>
<tr>
<td>$N$ (turns)</td>
<td>16 16 16 16</td>
<td>22 22 22 22</td>
</tr>
<tr>
<td>$L$ ($\mu$H)</td>
<td>54.3 56.0 54.3 53.7</td>
<td>122.4 122.4 120.2 120.4</td>
</tr>
<tr>
<td>$\Delta B_{pp}$ (T)</td>
<td>0.42 0.32 0.26 0.22</td>
<td>0.46 0.35 0.28 0.23</td>
</tr>
<tr>
<td>$\Delta T_{exp}$ (K)</td>
<td>61 52 47 44</td>
<td>113 100 89 80</td>
</tr>
</tbody>
</table>

Table D.3. Experimental data for a medium to high frequency effect analysis

<table>
<thead>
<tr>
<th>Material</th>
<th>2605SA1</th>
<th>10JNHF600</th>
<th>JFE prototype</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>f (kHz)</td>
<td>50  100  150</td>
<td>50  100  150</td>
</tr>
<tr>
<td></td>
<td>$V_n$ (V)</td>
<td>125.1 125.1 125.3</td>
<td>125.4 125.4 125.3</td>
</tr>
<tr>
<td></td>
<td>$V_e$ (V)</td>
<td>250.9 250.4 252.7</td>
<td>252.9 249.8 251.0</td>
</tr>
<tr>
<td></td>
<td>$I_n$ (A)</td>
<td>10.02 10.03 10.02</td>
<td>10.00 10.03 9.93</td>
</tr>
<tr>
<td></td>
<td>$I_e$ (A)</td>
<td>4.79 4.89 4.78</td>
<td>4.74 4.85 4.73</td>
</tr>
<tr>
<td></td>
<td>$P_n$ (W)</td>
<td>1251 1248 1253</td>
<td>1247 1252 1250</td>
</tr>
<tr>
<td></td>
<td>$P_e$ (W)</td>
<td>1194 1201 1201</td>
<td>1175 1189 1183</td>
</tr>
<tr>
<td></td>
<td>$\eta$</td>
<td>0.955 0.962 0.959</td>
<td>0.942 0.950 0.946</td>
</tr>
<tr>
<td></td>
<td>$\Delta I_{pp}$ (A)</td>
<td>14.18 6.94 4.66</td>
<td>18.2 8.9 5.94</td>
</tr>
<tr>
<td></td>
<td>$N$ (turns)</td>
<td>16 16 16</td>
<td>16 16 16</td>
</tr>
<tr>
<td></td>
<td>$L$ ($\mu$H)</td>
<td>88.5 90.2 90.4</td>
<td>69.5 70.2 70.4</td>
</tr>
<tr>
<td></td>
<td>$\Delta B_{pp}$ (T)</td>
<td>0.25 0.13 0.08</td>
<td>0.23 0.12 0.08</td>
</tr>
<tr>
<td></td>
<td>$\Delta T_{exp}$ (K)</td>
<td>93 64 57</td>
<td>128 99 88</td>
</tr>
</tbody>
</table>
Table D.4. Experimental data for a medium to high frequency effect analysis on single- and multi-cut amorphous metal core

<table>
<thead>
<tr>
<th>Material</th>
<th>2605SA1 single-cut</th>
<th>2605SA1 multi-cut</th>
</tr>
</thead>
<tbody>
<tr>
<td>f (kHz)</td>
<td>50 100 150</td>
<td>50 100 150</td>
</tr>
<tr>
<td>$V_{in}$ (V)</td>
<td>125.1 125.1 125.3</td>
<td>125.0 125.3 125.5</td>
</tr>
<tr>
<td>$V_o$ (V)</td>
<td>250.9 250.4 252.7</td>
<td>252.6 252.4 248.7</td>
</tr>
<tr>
<td>$I_n$ (A)</td>
<td>10.02 10.03 10.02</td>
<td>9.95 9.95 9.94</td>
</tr>
<tr>
<td>$I_o$ (A)</td>
<td>4.79 4.89 4.78</td>
<td>4.65 4.75 4.78</td>
</tr>
<tr>
<td>$P_{in}$ (W)</td>
<td>1251 1248 1253</td>
<td>1242 1241 1245</td>
</tr>
<tr>
<td>$P_o$ (W)</td>
<td>1194 1201 1201</td>
<td>1168 1175 1182</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.955 0.962 0.959</td>
<td>0.940 0.947 0.949</td>
</tr>
<tr>
<td>$\Delta I_{pp}$ (A)</td>
<td>14.18 6.94 4.66</td>
<td>10.72 5.61 3.8</td>
</tr>
<tr>
<td>N (turns)</td>
<td>16 16 16</td>
<td>12 12 12</td>
</tr>
<tr>
<td>$L$ ($\mu$H)</td>
<td>88.5 90.2 90.4</td>
<td>117.8 112.5 109.1</td>
</tr>
<tr>
<td>$\Delta B_{pp}$ (T)</td>
<td>0.25 0.13 0.08</td>
<td>0.25 0.13 0.08</td>
</tr>
<tr>
<td>$\Delta T_{exp}$ (K)</td>
<td>93 64 57</td>
<td>143 109 89</td>
</tr>
</tbody>
</table>

D.2. DC-Bias Effect on the Core Power Loss

Table D.5. Experimental data for dc-bias analysis

<table>
<thead>
<tr>
<th>Material</th>
<th>2605SA1</th>
<th>10JNHF600</th>
<th>JFE Prototype</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{in}$ (V)</td>
<td>126</td>
<td>126</td>
<td>126</td>
</tr>
<tr>
<td>$V_o$ (V)</td>
<td>251</td>
<td>250</td>
<td>251</td>
</tr>
<tr>
<td>$I_n$ (A)</td>
<td>0.62</td>
<td>3.11</td>
<td>7.10</td>
</tr>
<tr>
<td>$I_o$ (A)</td>
<td>0.29</td>
<td>1.49</td>
<td>3.41</td>
</tr>
<tr>
<td>$t_{on}$ ($\mu$s)</td>
<td>4.90 4.99 5.07</td>
<td>4.99 5.00 4.99</td>
<td>5.01 5.06</td>
</tr>
<tr>
<td>$P_{in}$ (W)</td>
<td>77.9</td>
<td>391</td>
<td>890</td>
</tr>
<tr>
<td>$P_o$ (W)</td>
<td>72.8</td>
<td>373</td>
<td>853</td>
</tr>
<tr>
<td>$\Delta I_{pp}$ (A)</td>
<td>0.315 0.684 1.42</td>
<td>2.45 0.22 0.25 0.36</td>
<td>0.59 0.96 0.18 0.26 0.38 0.69</td>
</tr>
<tr>
<td>N (turns)</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$L$ ($\mu$H)</td>
<td>1955</td>
<td>917</td>
<td>448</td>
</tr>
<tr>
<td>$H_0$ (kA/m)</td>
<td>0.115</td>
<td>0.546</td>
<td>1.249</td>
</tr>
<tr>
<td>$B_s$ (T)</td>
<td>0.54</td>
<td>1.15</td>
<td>1.41</td>
</tr>
<tr>
<td>$\Delta B_{pp}$ (T)</td>
<td>0.066 0.067 0.068</td>
<td>0.068 0.037 0.037</td>
<td>0.037 0.037 0.038 0.037 0.037</td>
</tr>
<tr>
<td>$\Delta T_{exp}$ (K)</td>
<td>24.5 27 41.6 51.5</td>
<td>8.7 10.2 13.8</td>
<td>20.3 24.9 5.3 7.4 10 16.8 22</td>
</tr>
</tbody>
</table>
D.3. Duty Cycle Effect on the Core Power Loss

D.3.1. Modified Steinmetz Equation

It is reported in [88][97][101] and [102] that ferrite power loss for triangular remagnetisation depends on the duty cycle. The symmetrical waveforms of duty cycle 0.5 displays similar power loss to the sinusoidal remagnetisation. However, the extreme duty cycles below 0.3 and above 0.7 produce elevated power loss. Thus, a modified Steinmetz equation is introduced in order to facilitate the power loss increase at extreme duty cycles.

Presented calculation is based on [97] where the Steinmetz parameters are only used without employment of any other parameters. The procedure presented in [97] assumes the averaging of the induction change rate \( \frac{dB}{dt} \) over a complete remagnetisation cycle \( T \), thus from maximum induction \( B_{\text{max}} \) down to its minimum \( B_{\text{min}} \) and back

\[
\dot{B} = \frac{1}{\Delta B} \int_0^T \left( \frac{dB}{dt} \right)^2 dt,
\]

\( \Delta B = B_{\text{max}} - B_{\text{min}} \) ........................................ (D.1)

The integral (D.1) can be transformed

\[
\dot{B} = \frac{1}{\Delta B} \int_0^T \left( \frac{dB}{dt} \right)^2 dt
\]

\( \Delta B = B_{\text{max}} - B_{\text{min}} \) ........................................ (D.2)

The following step is to find the relationship between the remagnetisation frequency \( f \) and the averaged remagnetisation rate \( \dot{B} \). The equation (D.2) can be normalized with respect to a sinusoidal case. From the averaged remagnetisation rate an equivalent frequency \( f_{eq} \) can be calculated using the normalization constant \( 2/(\Delta B \pi^2) \)

\[
f_{eq} = \frac{2}{\Delta B \pi^2} \int_0^T \left( \frac{dB}{dt} \right)^2 dt
\]

\( \Delta B = B_{\text{max}} - B_{\text{min}} \) ........................................ (D.3)

Similar to the empirical formula of Steinmetz the specific energy loss \( w_V \) of every remagnetisation cycle can be determined using this equivalent frequency

\[
w_V = k f_{eq}^{m-1} B_{ac}^n
\]

where \( B_{ac} \) is the remagnetisation amplitude, \( B_{ac} = \Delta B/2 \). If the demagnetization is repeated with the period \( T_r = 1/f_r \), the power losses are

\[
P_V = k f_{eq}^{m-1} B_{ac}^n f_r
\]

\( k \) is a constant and \( m, n \) are empirical constants. 

\( m, n \) are empirical constants.
The triangular remagnetisation waveform, normalized to its amplitude, for two duty cycles 0.25 and 0.5 is presented in Figure D.1. Where the duty cycle $D$ is a ratio of rise time and period $T_r$ of the base waveform. A waveform for duty cycle 0.5 is symmetrical where falling and rising edge has the same rate of change. The asymmetrical waveform is produced for other duty cycles as shown for duty cycle 0.25. The rising edge rate of change is three times of the falling edge.

The waveform asymmetry causes the equivalent frequency to differ for rising and falling remagnetisation components. The equivalent remagnetisation waveforms for normalized induction rise and fall are presented in Figure D.2 and Figure D.3, respectively. In this case, the induction rise equivalent frequency is two times higher than base waveform frequency while induction fall frequency is 1.5 times lower.

The equivalent magnetization waveforms are triangular and symmetrical with respective frequencies for rise and fall and they can be written as

$$B(t) = \frac{\Delta B}{DT_r} t, \quad B(t) = \frac{\Delta B}{(1-D)T_r} t$$  \hspace{1cm} (D.6)

Hence, differencing (D.6) and substituting into (D.3) the equivalent frequency for triangular waveform rise and fall is found:

$$f_{eq} = \frac{2}{\pi^2} \frac{1}{D^2 2DT_r}, \quad f_{eq} = \frac{2}{\pi^2} \frac{1}{(1-D)^2 2(1-D)T_r}$$  \hspace{1cm} (D.7)

Finally, the power loss generated in the magnetic material due to asymmetric triangular
waveform can be calculated from (D.5) as:

\[ P_v = \left( 0.5 k_r \int_{eqr}^{nr-1} B_{ac}^{nr} + 0.5 k_f \int_{eqr}^{mf-1} B_{ac}^{mf} \right) f_r \]  \hspace{1cm} (D.8)

The equation above has two components whose are corresponding to the rise and fall part of the waveform.

Figure D.2. Rising edge equivalent demagnetization waveform.

Figure D.3. Falling edge equivalent demagnetization waveform.
D.3.2. Experimental Results

Table D.6. Experimental data for duty cycle effect on the core power loss

<table>
<thead>
<tr>
<th>Material</th>
<th>2605SA1</th>
<th>10JNHF600</th>
<th>Mega Flux 60</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{in}$ (V)</td>
<td>82</td>
<td>55</td>
<td>39</td>
</tr>
<tr>
<td>$V_{o}$ (V)</td>
<td>102</td>
<td>82</td>
<td>64</td>
</tr>
<tr>
<td>$I_{in}$ (A)</td>
<td>19.8</td>
<td>19.8</td>
<td>19.8</td>
</tr>
<tr>
<td>$I_{o}$ (A)</td>
<td>15.6</td>
<td>13.6</td>
<td>9.7</td>
</tr>
<tr>
<td>$t_{on}$ (μs)</td>
<td>20</td>
<td>30</td>
<td>50</td>
</tr>
<tr>
<td>$D$</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
</tr>
<tr>
<td>$P_{in}$ (W)</td>
<td>1628</td>
<td>1080</td>
<td>830</td>
</tr>
<tr>
<td>$P_{o}$ (W)</td>
<td>1586</td>
<td>1043</td>
<td>794</td>
</tr>
<tr>
<td>$\Delta I_{pp}$ (A)</td>
<td>26.6</td>
<td>26.2</td>
<td>26.2</td>
</tr>
<tr>
<td>$N$ (turns)</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>$L$ (μH)</td>
<td>60</td>
<td>60</td>
<td>59</td>
</tr>
<tr>
<td>$\Delta B_{pp}$ (T)</td>
<td>0.274</td>
<td>0.272</td>
<td>0.279</td>
</tr>
<tr>
<td>$\Delta T_{exp}$ (K)</td>
<td>26.5</td>
<td>22.6</td>
<td>21.9</td>
</tr>
</tbody>
</table>

D.4. Air Gap Effect

Table D.7. Experimental data for air gap effect on the core

<table>
<thead>
<tr>
<th>Material</th>
<th>2605SA1 Shielded</th>
<th>2506SA1 Unshielded</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{o}$ (mm)</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$V_{in}$ (V)</td>
<td>93.5</td>
<td>93.3</td>
</tr>
<tr>
<td>$V_{o}$ (V)</td>
<td>186</td>
<td>185</td>
</tr>
<tr>
<td>$I_{in}$ (A)</td>
<td>0.74</td>
<td>0.90</td>
</tr>
<tr>
<td>$I_{o}$ (A)</td>
<td>0.13</td>
<td>0.1</td>
</tr>
<tr>
<td>$t_{on}$ (μs)</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$P_{in}$ (W)</td>
<td>69</td>
<td>102.5</td>
</tr>
<tr>
<td>$P_{o}$ (W)</td>
<td>25</td>
<td>106.0</td>
</tr>
<tr>
<td>$\Delta I_{pp}$ (A)</td>
<td>24.5</td>
<td>32.3</td>
</tr>
<tr>
<td>$N$ (turns)</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$L$ (μH)</td>
<td>37.0</td>
<td>36.2</td>
</tr>
<tr>
<td>$\Delta B_{pp}$ (T)</td>
<td>0.300</td>
<td>0.300</td>
</tr>
<tr>
<td>$\Delta T_{exp}$ (K)</td>
<td>100.4</td>
<td>98.2</td>
</tr>
</tbody>
</table>
### Table D.8. Experimental data for air gap effect on the winding

<table>
<thead>
<tr>
<th>Material</th>
<th>2605SA1</th>
<th>10JNH600</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f (kHz) )</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>No. of gaps</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>( I_g , (mm) )</td>
<td>1 x 3</td>
<td>1 x 1.625, 1 x 1</td>
</tr>
<tr>
<td>( V_{in} , (V) )</td>
<td>123.4</td>
<td>123.7</td>
</tr>
<tr>
<td>( V_{o} , (V) )</td>
<td>252.7</td>
<td>253.3</td>
</tr>
<tr>
<td>( I_{in} , (A) )</td>
<td>20.27</td>
<td>20.26</td>
</tr>
<tr>
<td>( I_{o} , (A) )</td>
<td>9.31</td>
<td>9.32</td>
</tr>
<tr>
<td>( P_{in} , (kW) )</td>
<td>2.502</td>
<td>2.508</td>
</tr>
<tr>
<td>( P_{o} , (kW) )</td>
<td>2.355</td>
<td>2.362</td>
</tr>
<tr>
<td>( \eta )</td>
<td>94.13</td>
<td>94.18</td>
</tr>
<tr>
<td>( \Delta I_{pp} , (A) )</td>
<td>38.8</td>
<td>40.4</td>
</tr>
<tr>
<td>( N , (turns) )</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>( L , (\mu H) )</td>
<td>53.0</td>
<td>51.0</td>
</tr>
<tr>
<td>( \Delta T_{core} , (K) )</td>
<td>91</td>
<td>81</td>
</tr>
<tr>
<td>( \Delta T_{winding} , (K) )</td>
<td>80</td>
<td>70</td>
</tr>
</tbody>
</table>

### D.5. Thermal Configuration

### Table D.9. Experimental data for thermal configuration analysis

<table>
<thead>
<tr>
<th>Material</th>
<th>2605SA1</th>
<th>10JNH600</th>
<th>Mega Flux 60</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f (kHz) )</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Direction</td>
<td>x</td>
<td>y</td>
<td>xy</td>
</tr>
<tr>
<td>( V_{in} , (V) )</td>
<td>123.6</td>
<td>123.6</td>
<td>123.2</td>
</tr>
<tr>
<td>( V_{o} , (V) )</td>
<td>253.6</td>
<td>253.4</td>
<td>252.6</td>
</tr>
<tr>
<td>( I_{in} , (A) )</td>
<td>20.29</td>
<td>20.28</td>
<td>20.30</td>
</tr>
<tr>
<td>( I_{o} , (A) )</td>
<td>9.34</td>
<td>9.34</td>
<td>9.31</td>
</tr>
<tr>
<td>( P_{in} , (kW) )</td>
<td>2.514</td>
<td>2.507</td>
<td>2.500</td>
</tr>
<tr>
<td>( P_{o} , (kW) )</td>
<td>2.369</td>
<td>2.367</td>
<td>2.351</td>
</tr>
<tr>
<td>( \eta )</td>
<td>94.23</td>
<td>94.42</td>
<td>94.04</td>
</tr>
<tr>
<td>( \Delta I_{pp} , (A) )</td>
<td>33.6</td>
<td>33.6</td>
<td>33.2</td>
</tr>
<tr>
<td>( N , (turns) )</td>
<td>22</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>( L , (\mu H) )</td>
<td>61.3</td>
<td>61.3</td>
<td>61.9</td>
</tr>
<tr>
<td>( \Delta T_{core} , (K) )</td>
<td>38</td>
<td>32</td>
<td>29</td>
</tr>
<tr>
<td>( \Delta T_{winding} , (K) )</td>
<td>45</td>
<td>44</td>
<td>40</td>
</tr>
</tbody>
</table>