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Nonlinear Analysis of the Colpitts Oscillator and Applications to Design

Gian Mario Maggio, Student Member, IEEE, Oscar De Feo, and Michael Peter Kennedy, Fellow, IEEE

Abstract—This paper reports a methodological approach to the analysis and design of sinusoidal oscillators based on bifurcation analysis. The simple Colpitts oscillator is taken as an example to demonstrate this nonlinear approach for both the nearly sinusoidal and chaotic modes of operation. In particular, it is shown how regular and irregular (chaotic) oscillations can be generated, depending on the circuit parameters.

Index Terms—Bifurcations, chaos, coexistence of solutions, Colpitts oscillator, continuation methods.

I. INTRODUCTION

The aim of this paper is to show how bifurcation analysis can be employed as a tool for designing oscillators in order to obtain either a nearly sinusoidal oscillation or chaotic behavior.

Bifurcation analysis has already been used in the past, albeit implicitly, in the design of oscillators. In fact, in most sinusoidal oscillator configurations, the oscillation condition coincides with the Hopf bifurcation condition: usually a supercritical bifurcation for which an equilibrium point loses its stability and a stable limit cycle is generated [1]. Moreover, the locus of the first period-doubling bifurcation in parameter space is often computed with harmonic balance methods [2]–[4], in order to bound the region of nearly sinusoidal behavior.

Today, with a view to developing design techniques for chaos generation, there is a definite need to characterize the complex behavior exhibited by oscillators for some combinations of the circuit parameters. From this perspective, it should be noted that by moving the control parameters away from the oscillation condition many different kinds of complex behavior may arise. These include chaotic behavior or even more complex situations associated with coexisting attractors.

While a huge research effort has been invested in the last decade in the investigation of chaotic dynamics, the specialized literature does not report much about the implications of the coexistence of different attractors. The latter phenomenon can indeed be significant in applications. In practice, the coexistence of attractors implies that trajectories starting close to an attractor may suddenly jump (catastrophically) to a different attractor. Even more intriguing is the situation in which coexisting attractors possess fractal or intermingled basin of attractions. In this case, due to physical noise, the observed signal may be the result of a random switching of the system trajectory between two or more attractors.

On the other hand, with the aim of characterizing the statistical properties of the signal generated, it is useful to classify the chaotic signal depending on the mechanism which led to chaos. In fact, the spectrum of a chaotic signal can vary significantly, depending on the principal mechanism governing its dynamics; for instance, whether it is the result of a classical Feigenbaum cascade or if it is associated with a Shil’nikov homoclinic loop.

In this work we consider the Colpitts oscillator as a paradigm for sinusoidal oscillation, with the aim of drawing some general conclusions about the design of this type of oscillator. The motivations for considering this circuit are many, including the following.

• The Colpitts oscillator is a single-transistor implementation of a sinusoidal oscillator which is widely used in electronic devices and communication systems.
• The frequency of operation can vary from a few hertz up to the microwave region (gigahertz), depending on the technology.
• The system possesses an intrinsic nonlinearity given by the exponential characteristic of the active device.
• The system is nonsymmetric and therefore generic.
• The Colpitts oscillator exhibits rich dynamical behavior like many other third-order oscillator configurations analyzed in the literature [5]–[7]. In particular, for the Colpitts oscillator there is extensive numerical and experimental evidence of chaotic behavior [8]–[10].

The approach that we will follow in our analysis is in the context of the qualitative theory of nonlinear dynamical systems [11], [12]. We emphasize that, in general, nonlinear dynamical systems cannot be solved analytically. In many cases, extensive simulations have been used to study numerically the behavior of these systems. However, in many applications it is not sufficient to look at a single trajectory. Usually a large amount of computer time is required to gain a more general (but often incomplete) idea of the behavior of a system. Hence, the importance of qualitative analysis.
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In particular, we are interested in the qualitative analysis of time-invariant sets in the state space. Examples of these invariant sets include steady states, periodic solutions, and strange attractors.

Qualitative analysis is concerned mainly with the investigation of the stability of the invariant sets with respect to small perturbations, and their dependence on the model parameters. In particular, a bifurcation occurs when there exists a perturbation such that the invariant set exhibits different qualitative properties. Thus, the qualitative analysis of a dynamical system can lead to the analysis of the bifurcation that the system undergoes, as the control parameters are varied.

For the Colpitts oscillator, by making use of bifurcation analysis and other nonsimulative techniques (in contrast with linear analysis and numerical time-domain simulations), we illustrate how a complete picture of the dynamical behavior of the circuit as a function of its parameters can be obtained. In particular, we show how regular and irregular (chaotic) oscillations can be generated and how the parameter space is organized in terms of local and global bifurcations.

The paper’s structure is as follows. In Section II we introduce the circuit model for the Colpitts oscillator. We illustrate its dynamical behavior in Section III. In Section IV we introduce continuation methods (versus simulation) in order to carry out a bifurcation analysis of the system. The results of the bifurcation analysis for the sinusoidal and the highly nonlinear regions of operation of the Colpitts are presented in Sections V and VI, respectively. In Section VII we discuss a robustness analysis of the circuit model. Finally, design aspects are outlined in Section VIII.

II. COLPITTS OSCILLATOR

A. Circuit Model

We consider the classical configuration of the Colpitts oscillator containing a bipolar junction transistor (BJT) as the gain element and a resonant network consisting of an inductor and a pair of capacitors, as illustrated in Fig. 1(a). Note that the bias is provided by the current source $I_0$, characterized by a Norton-equivalent conductance $G_0$. According to the qualitative theory in nonlinear dynamics, we select a minimal model for the circuit. The idea here is to consider as simple a circuit model as possible which maintains the essential features exhibited by the real Colpitts oscillator. This requires of course an a posteriori robustness analysis of the model in order to validate the results. In fact, as was already pointed out, a rigorous (even if numerically supported) bifurcation analysis of a simpler model can provide much more insight than extensive simulations of a more complete circuit model.

Namely, we make the following simplifying hypotheses.

1) (H.1) Ideal bias circuit, i.e., the bias current on the emitter (E) is provided by an ideal current source, $I_0$, with $G_0 = 0$.
2) (H.2) Ideal linear passive and reactive elements;
3) (H.3) The transistor $T$ is modeled simply by a (voltage-controlled) nonlinear resistor $R_E$ and a linear current-controlled current source, as shown in Fig. 1(b). Moreover, the following applies.

a) (H.3a) We model the $V-I$ characteristic of $R_E$ with an exponential function, namely

$$I_E = I_s \left[ \exp \left( \frac{V_{BE}}{V_T} \right) - 1 \right]$$

$$\approx I_s \left[ \exp \left( \frac{V_{BE}}{V_T} \right) \right], \quad \text{if } V_{BE} \gg V_T$$

where $I_s$ is the inverse saturation current and $V_T \simeq 26$ mV at room temperature.

b) (H.3b) We assume $\alpha_F = 1$ where $\alpha_F$ is the common-base forward short-circuit current gain. This corresponds to neglecting the base current.

c) (H.3c) Parasitic dynamics of the transistor are neglected.$^1$

We emphasize that the key element in the transistor model is the nonlinear resistor (modeling the B-E junction) which is responsible for most of the phenomena illustrated in this work. The neglected elements have only a scaling effect on the observed behavior. In other words, more complete models do

$^1$Note that the parasitic capacitors $C_{bs}$ and $C_{re}$ add in parallel with $C_2$ and $C_1$, respectively.
not affect the qualitative dynamics of the circuit, as discussed in Section VII, only their position in the parameter space.

B. State Equations

The state equations for the schematic in Fig. 1(a) are the following:

\[
\begin{align*}
C_1 \frac{dV_{C_1}}{dt} &= -f(V_{C_2}) + I_L \\
C_2 \frac{dV_{C_2}}{dt} &= I_L - I_0 \\
L \frac{dI_L}{dt} &= -V_{C_1} - V_{C_2} - RI_L + V_{CC}
\end{align*}
\]

(2)

where \( f(\cdot) \) is the driving-point characteristic of the nonlinear resistor. This characteristic can be expressed in the form \( I_E = f(V_{C_2}) = f(-V_{BE}) \) and, in particular, from (1) it follows that

\[
f(V_{C_2}) = I_S \exp \left( \frac{-V_{C_2}}{V_T} \right)
\]

C. Normalization and Parameters

We now introduce a set of dimensionless state variables \((x_1, x_2, x_3)\) and we choose the operating point of (2) to be the origin of the new coordinate system. In particular, we normalize voltages, currents, and time with respect to \( V_{ref} = V_t, I_{ref} = I_0, \) and \( t_{ref} = 1/\omega_0 \), respectively, where \( \omega_0 = \sqrt{L(C_1C_2/C_1 + C_2)} \) is the resonant frequency of the unloaded \( L-C \) tank circuit.

The state equations (2) of the Colpitts oscillator can then be rewritten in the form

\[
\begin{pmatrix}
x_1 \\ x_2 \\ x_3
\end{pmatrix} = \begin{pmatrix}
g^* / Q(1-k)[-n(x_2) + x_3] \\ g^* / Qk x_3 \\ -Qk(1-k) / g^*[x_1 + x_2] - 1 / Q x_3
\end{pmatrix}
\]

(3)

where

\[
n(x_2) = \exp(-x_2) - 1
\]

and \( k = C_2/(C_1 + C_2) \).

Note the remarkable simplicity of the (smooth) nonlinearity of the model. Indeed, in system (3), only the first equation contains the nonlinear term \( n(x_2) \) which, in turn, depends only on one of the state variables, namely \( x_2 \). Also, it should be noted that the dynamical behavior of the system (3) depends only on the following two parameters:

- \( g^* \), the loop gain of the oscillator;
- \( Q = (\omega_0 L/R) \), the quality factor of the (unloaded) tank circuit,

while \( k \) has just a scaling effect on the state variables.

The parameter \( g^* \) represents the (open) loop gain of the oscillator when the phase condition of the Barkhausen criterion [13] is satisfied. We will show in Section V that a (supercritical) Hopf bifurcation occurs at \( g^* = 1 \), giving birth to a nearly-sinusoidal oscillation.

III. DYNAMICAL BEHAVIOR

A. State Space Representation

In Fig. 2, we show the (normalized) state space \((x_1, x_2, x_3)\) associated with the Colpitts oscillator. The origin, which is the only equilibrium point of the system, corresponds to the operating point of the circuit. Moreover, the state space can be split into two distinct regions which correspond to the modes of operation of the BJT. Note that for \( x_2 \leq 1 \) the transistor works in its forward active region while for \( x_2 > 1 \) it is cut off.

The orbit sketched in Fig. 2 represents a limit cycle in state space corresponding to a nearly-sinusoidal oscillation. We can conceive a geometrical interpretation of this class-C mode of operation of the Colpitts oscillator. Namely, by drawing a mechanical analogy, in the forward active region the system trajectories are accelerated by the energy provided by the active device (BJT). On the other hand, in the cut-off region the trajectory evolves freely according to the natural mode of oscillation of the \( L-C \) network the unloaded \( L-C \) tank circuit. A more detailed description of the qualitative dynamics of the Colpitts oscillator, referring to a piecewise-linear model, is reported in [14].

B. Periodic Solutions

An example of an actual nearly-sinusoidal oscillation for the Colpitts oscillator is presented in Fig. 3(a) and (b) where projections of the state space and the time evolution \( x_3(t) \) are shown, respectively.

In the sequel we will refer to this kind of orbit as the fundamental (nearly) sinusoidal solution of the Colpitts oscillator. We will show in Section V that a (supercritical) Hopf bifurcation occurs at \( g^* = 1 \), giving birth to a nearly-sinusoidal oscillation. In fact, for higher values of the loop gain \( g^* \), the oscillations can deviate significantly from nearly sinusoidal behavior. Fig. 3(c) and (d) shows an example of such a complicated periodic orbit, for parameter values for which strong nonlinear effects predominate. From Fig. 3(c), we can observe that in this case the orbit in state space exhibits several oscillations.
in the cut-off region \((x_2 > 1)\) that manifest themselves as a sequence of pulses in the corresponding time series \(x_3(t)\), as shown in Fig. 3(d).

Simulations of the circuit suggest that there exists an infinity of families of periodic solutions characterized by an increasing number of oscillations in the cut-off region.

A more detailed discussion about the solution families for the Colpitts oscillator will be presented in Section VI-A, where we will discuss the bifurcations of the limit cycles associated with each periodic solution.

C. Simulation Results

1) Bifurcation Diagram: Fig. 4(a) shows a simulated two-parameter bifurcation diagram illustrating the dependence of the dynamical behavior of the Colpitts oscillator on the two control parameters \(Q\) and \(g^4\). This bifurcation diagram has been obtained by brute force time-domain simulation of the system throughout the parameter space \((Q, g^4)\). The resulting trajectories are analyzed\(^2\) in order to establish whether the system, at steady state, settles to an equilibrium point, a limit cycle, or a chaotic attractor.

In practice, for each parameter combination, the system is simulated by numerical integration for a sufficiently long time and the transient is discarded. The resulting attractor on a properly chosen Poincaré section \((x_2 = 1)\) is then analyzed by evaluating the distance between successive intersections and, finally, the period is estimated.

In Fig. 4(a) different behaviors are denoted by different gray levels. The white area indicates a period-one solution, like the one corresponding to a nearly-sinusoidal oscillation of the Colpitts oscillator, illustrated in Fig. 3(a) and (b). The darker regions correspond to orbits of increasing period. Finally, for the black area, no periodic behavior was detected, and so we associate chaotic behavior with the corresponding region.

In particular, from Fig. 4(a) we note the presence of a large region of complex behavior in the parameter space in which the system undergoes several bifurcations when varying either of the parameters \(g^4\) and \(Q\). This is clearly visible in Fig. 4(b) which shows a one-parameter bifurcation diagram corresponding to the horizontal line segment \(A \rightarrow B\) in Fig. 4(a). Feigenbaum period-doubling cascades,
chaotic regions, and periodic windows are clearly visible in Fig. 4(b).

2) Limitations of Simulation Methods: At this point in the discussion we would like to emphasize the limitations of simulation techniques.

First, it should be noted that the results shown so far depend on the choice of the Poincaré section adopted for carrying out the period classification. Namely, different Poincaré sections give rise to different diagrams, providing different kinds of information. It follows that simulation results may be only partial and sometimes misleading. Also, we remark that in Fig. 4(a) a change in color might correspond to a real bifurcation or to a jump to a coexisting attractor. It is impossible to distinguish between these different situations by relying only on the results of simulations.

In the next section we will discuss how to overcome such limitations through a computer assisted bifurcation analysis of the system and we will compare the results with those obtained by brute-force simulation.

IV. BIFURCATION ANALYSIS

A. Introduction

In this section we illustrate the methodology and the techniques employed for carrying out a bifurcation analysis of (our model of) the Colpitts oscillator.

In particular, we consider continuation techniques, instead of simulation, to perform bifurcation analysis. Continuation methods allow one to translate the bifurcation analysis of equilibria and cycles into the solution of an implicit algebraic equation which can be computed systematically. Hence, the bifurcation analysis is reduced to locating the zeroes of some functions, which can be found, with the desired precision, by using Newton-based algorithms.

B. Continuation Methods

Continuation methods permit the analysis of the dependence of system invariants (like equilibria or cycles) on the control parameters. Namely, given a dynamical system, for instance an ODE

$$\dot{x} = F(x; \mu), \quad x \in \mathbb{R}^n, \quad \mu \in \mathbb{R}^p$$

where $x$ is the state vector and $\mu$ represents the parameter set, we are interested in how the qualitative properties of the system invariants change when we vary the parameters. For example, we might be interested in changes of the stability of an equilibrium point, depending on the parameters.

For certain invariants, namely equilibria and cycles, it is possible to express their existence in an algebraic implicit form of the kind

$$G(X) = 0$$

where $X$ is a suitable space that, in general, is obtained by combining the control parameters, the state variables, and the dummy\textsuperscript{3} variables [15]–[17].

The defining function $G$ can be very simple (for equilibria)

$$G(x) = F(x; \mu), \quad X \equiv (x; \mu)$$

or incredibly complex (for cycles) and can be obtained by special procedures, such as collocation methods [15]. In the case of cycles the $X$ space is constructed by extending the $(x; \mu)$ space with variables obtained from the discretization of the cycle itself.

However, the main point is that given an initial solution (e.g., an equilibrium or a cycle), by using an appropriate continuation algorithm (usually based upon prediction-correction methods for locating zeroes of functions) it is possible to vary one parameter $\mu_k$ and to follow the locus in the $X$ space satisfying the condition $G(X) = 0$. In other words, this process consists of determining how the invariant moves and deforms with variations of one parameter. Furthermore, it is possible to monitor, along the continuation path, a certain number of so-called test functions [16] whose zeroes correspond to bifurcations of the invariants.

\textsuperscript{3}Auxiliary variables used in the continuation process either for discretization or monitoring purposes.
There are several advantages to using continuation methods as opposed to simulation in systems analysis.

- The solutions can be followed in the parameter space even if they are unstable: by contrast, simulation allows the observation of stable solutions only. In this regard, it should be noted that unstable periodic orbits and, in particular saddles, are involved in many bifurcation phenomena. Furthermore, the saddles’ invariants separate the basins of attraction of different attractors.
- There is no need to wait for transients to settle before studying the invariants.
- The results are independent of the choice of Poincaré section.
- Numerical problems associated with sensitivity to the initial conditions are avoided.
- Continuation makes it possible to detect hysteretic phenomena due to coexisting attractors. This is difficult to achieve by simulation methods.

### C. Application to the Colpitts Oscillator

In this work we used the AUTO97 [18] and CONTENT [19] continuation packages for carrying out a bifurcation analysis of the Colpitts oscillator with respect to the parameters \( Q \) and \( g^* \).

In particular, we distinguish between a sinusoidal region, i.e., the region of the parameter space where the oscillation of the Colpitts is nearly-sinusoidal, and a nonlinear region where strongly nonlinear effects predominate and the oscillation deviates significantly from sinusoidal behavior.

The sinusoidal region includes the area in the parameter space close to the locus \( g^* = 1 \) (\( \log_{10}(g^*) = 0 \)), where the Barkhausen criterion is satisfied. However, if the quality factor \( Q \) is high enough, the sinusoidal region can extend to relatively large values of the loop gain \( g^* \). This will be discussed in more detail in Section VIII, where the parameter space will be characterized in terms of the total harmonic distortion (THD) of the signal generated.

### V. Sinusoidal Region

In this section we consider the nearly sinusoidal mode of operation of the Colpitts oscillator. In particular, we will show that, for the circuit model considered, the sinusoidal oscillation observed in the Colpitts oscillator is associated with a (supercritical) Hopf bifurcation.

#### A. Oscillation Condition

For the model of the Colpitts oscillator that we consider, application of the Barkhausen criterion provides the oscillation condition \( g^* = 1 \) (\( \log_{10}(g^*) = 0 \)). We now show that actually, for this model, a Hopf bifurcation occurs for \( g^* = 1 \). Correspondingly, the equilibrium point \( O \equiv (0, 0, 0) \) admits a pair of pure imaginary eigenvalues \( \pm \omega_H \).

To verify what we stated above, we consider the linearization (i.e., the Jacobian) of the vector field (3) at the equilibrium point \( O \)

\[
A = J|_O = \begin{pmatrix}
g^*/(Q(1-k)) & g^*/(Q(1-k)) \\
0 & Q(1-k) \\
0 & g^*/Q \\
Q(k(1-k))/g^* & -Q(k(1-k))/g^* \\
0 & 1/Q \\
g^*/(Q(1-k)) & g^*/(Q(1-k))
\end{pmatrix}.
\]

The corresponding characteristic equation, \( \det(A - \lambda I) = 0 \) is given by

\[
\lambda^3 + \frac{1}{Q} \lambda^2 + \lambda + \frac{g^*}{Q} = 0.
\]

By imposing \( \lambda = \omega_H \) it follows that

\[
\begin{cases}
g^* = 1 \\
\omega_H = 1
\end{cases}
\]

confirming that for \( g^* = 1 \) the equilibrium \( O \) of (3) is characterized by a pair of purely imaginary eigenvalues with unitary angular frequency (due to the normalization) \( \lambda_{1,2} = \pm \omega_H \). Substituting into (5) it follows also that \( \lambda_3 = -1/Q \).

On the other hand, according to [17], the first Lyapunov coefficient, \( I_1 \), which determines whether the Hopf bifurcation is subcritical or supercritical turns out to be

\[
I_1 = \frac{-Q^5}{16(1+4Q^2)(1+Q^2)^2}.
\]

It follows that for the Colpitts oscillator: \( I_1(Q) < 0, \forall Q > 0 \).

Hence, for the model considered, the Hopf bifurcation at \( g^* = 1 \) is always nondegenerate \( (I_1 \neq 0) \) and, in particular it is always supercritical, thus giving birth to a stable limit cycle.

### VI. The Nonlinear Region

In this section we illustrate the bifurcation phenomena occurring in the parameter region of the Colpitts oscillator where strongly nonlinear effects predominate, so that the behavior is far from sinusoidal.

#### A. Families of Solutions and Their Bifurcations

As was previously mentioned, the Colpitts oscillator admits different periodic solutions which are characterized by an increasing number of oscillations in the cut-off region of the BJT or, equivalently, by an increasing number of pulses in the corresponding time series \( x_3(t) \) (see Fig. 3). In the following, we will classify as an \( n \)-pulse solution a periodic solution exhibiting \( n \) pulses \(^4\) (per period) in the waveform \( x_3(t) \) or, equivalently, characterized by \( n \) oscillations in the cut-off

\[^4\text{More precisely, the number of pulses for } x_3(t) \text{ is defined as the number of intersections (per period) of the waveform with the axis } x_3 = 0 \text{ (with } x_3 < 0)\].
region. According to the definition above, the fundamental nearly-sinusoidal solution corresponds to a one-pulse solution.

It can be shown that the limit cycles associated with each periodic solution will undergo several bifurcations when varying the parameters. Namely, the following,

- **Flip** (or period-doubling) bifurcations when the cycle loses its stability and a cycle with double period appears instead.
- **Tangent** (or fold) bifurcations when two cycles with different stability properties collide and disappear;
- **Homoclinic** bifurcations, where a cycle collides with an equilibrium point, giving rise to a solution which is bi-asymptotic to the equilibrium point itself. When the equilibrium has a pair of complex eigenvalues the homoclinic bifurcation is said to be of the Shil'nikov type.

We emphasize that the invariants generated by the bifurcations described above exhibit similar geometrical features to the $n$-pulse solution from which they originated. In that sense, they can be considered part of the same family of solutions, i.e., relatives of the $n$-pulse solution.

This concept is illustrated in the case of a period-doubling sequence of bifurcations leading to a Feigenbaum-like strange attractor, as shown in Fig. 5. Similarly, Fig. 6(b) shows the Shil’nikov-type strange attractor associated with the homoclinic orbit for the nearly-sinusoidal solution reported in Fig. 6(a).

### B. Bifurcation Diagram

Even though the bifurcation diagram for the Colpitts oscillator, with respect to the parameters $Q$ and $g^*$ is quite complex, we will show how it can be decomposed in terms of simpler bifurcation structures. The overall structures can be exposed by identifying the bifurcation structures associated with each $n$-pulse solution.

1) **Basic Bifurcation Structure:** Fig. 7 reports the bifurcation structure corresponding to the one-pulse solution (i.e., the nearly-sinusoidal oscillation).

In Section VI-B.2, we will show that the generic $n$-pulse solution admits an almost identical bifurcation structure. Thus, in the following, even if Fig. 7 refers to the one-pulse solution, we will refer to it as the bifurcation structure associated with the generic $n$-pulse solution.

The notation system adopted henceforth for the single, $n$, and double $(q,n)$ subscripts, will be such that the index $n$ refers to the solution family ($n$ pulse), while the index $q$ is used

---

*A detailed description of the bifurcation diagram is beyond the scope of this paper. It will be published elsewhere.*
for enumeration purposes in the case of multiple occurrences of the same type of bifurcation.

Substructure I: Homoclinic Bifurcation Structure

The first substructure we discuss is that associated with the Shil'nikov homoclinic bifurcation (curve $H_1$ in Fig. 7).

The bifurcations associated with a homoclinic bifurcation have been completely characterized theoretically [20], [21]. Namely, the scenario includes an infinity of flip and tangent bifurcations accumulating toward the homoclinic locus $H_1$. Moreover, each tangent bifurcation curve admits two points of cusp degeneracy. For the sake of clarity, in Fig 7 we reported only the first two flip bifurcations ($F_{1,1}$ and $F_{2,1}$) and the first tangent ($T_{1,1}$) bifurcation, respectively. As can be seen from Fig. 7, the latter admits two cusp degeneracy points ($C_{1,1}^{(1)}$ and $C_{2,1}^{(2)}$).

A cusp degeneracy occurs when three invariants (cycles) collide and disappear. This degenerate situation is illustrated in Fig. 8, where the geometry of the corresponding cycle manifold is shown. Here $p_1$ and $p_2$ indicate two generic control parameters, while $x$ is the state space. The surface represents how the system invariants depend upon the parameters. Outside the cusp region there is only one invariant (for instance a cycle). Inside the cusp region there are three different coexisting invariants. The outer invariants have opposite stability properties with respect to the middle one. For instance the outer ($T_1$ and $T_2$) are stable (attractors) and the middle one ($T_2$) is a saddle. Because of the folding of the invariant manifold, a change in the parameters can give rise to different effects. Namely, by moving the parameters from $M$ to $N$ along path $m$, the corresponding attractor is deformed smoothly. On the other hand, hysteretic phenomena associated with a sudden (catastrophic) change of attractor are observed when moving the parameters along the path $n$.
For the model of the Colpitts oscillator, we expect coexistence of solutions and, thus, hysteretic behavior when varying a parameter forward and backward transversely to the tangent bifurcation curve \( T_{1,1} \) near the cusp points. We refer to this situation as a local \((l)\) coexistence (in contrast with the global one discussed later) associated with Shil’nikov homoclinic bifurcations.

Having identified the homoclinic scenario allows us to exploit the theory for classifying the type of attractor, depending on the parameters values. In particular, we can use the first flip and tangent bifurcations to bound the regions with different dynamical behavior. The theory [21] predicts that, for instance, the area enclosed between the curves \( F_{1,1} \) and \( F_{2,1} \) is characterized by a (one-pulse) Feigenbaum strange attractor [see Fig. 5(d)]. On the other hand, the region within the curve \( T_{1,1} \) corresponds to a (one-pulse) Shil’nikov type chaotic attractor [see Fig. 6(b)]. Finally, the remaining area within \( F_{0,1} \) is characterized by the existence of subharmonics of the one-pulse solution, due to the period-doubling cascade opened by \( F_{0,1} \).

**Substructure II**

We now discuss the other bifurcation substructure which is visible in Fig. 7, namely, the one comprising the two bifurcations curves \( T_2 \) and \( F_1 \) corresponding to tangent and flip bifurcations, respectively. In contrast to the previous one, this structure is not implied by the theory of homoclinic systems and its existence should be seen as a peculiarity of this system, even though it is a relatively common structure [22], [23].

We emphasize that the substructure described above organizes the coexistence of (two or more) attractors belonging to different solution families. In fact, as discussed in detail in the next section, for some regions of the parameter space the bifurcation structures associated with different solution families may overlap. In such regions, two or more attractors coexist. This coexistence can be observed for example at the cusp degeneracy points \( C_1 \) and \( C_2 \). The situation is similar to that previously described for cusp bifurcations (see Fig. 8).

However, in this case, on the two floors of the cycle manifold there exist solutions belonging to different families. Because this coexistence is not predicted by any local theory, we refer to it as a global \((g)\) coexistence.

2) **General Bifurcation Diagram:** As already mentioned, we can generalize the results obtained for bifurcations of the one-pulse solution to the generic \( n \)-pulse solution family. Namely, it can be shown that the \( n \)-pulse solutions exhibit an almost identical bifurcation structure to that shown in Fig. 7 but, obviously, for different values of the parameters. Technically, the only difference is the fact that the bifurcations of the one-pulse solution are bounded by the curve \( F_{0,1} \), which is a flip bifurcation while, for the remaining \( n \)-pulse \((n \geq 2)\) solutions, the corresponding bifurcation structures are bounded by tangent bifurcation curves \( T_{0,n} \).

The situation is illustrated in Fig. 9. For clarity we show only the main bifurcation curves corresponding to the fundamental nearly-sinusoidal solution (cf., Fig. 7), the two- and three-pulse solutions. The self-similar structure exhibited by the bifurcation diagram reflects the fact that the different families of periodic solutions share the same basic bifurcation structure.

**C. Coexistence of Attractors**

Summarizing, we have identified two possible types of coexistence of solutions within the complex bifurcation diagram of the Colpitts oscillator, namely, the following.

- Local coexistence, related to cusp bistabilities occurring near the homoclinic bifurcation loci in the parameter space.
- Global coexistence, meaning the multistabilities due to overlapping of the bifurcation structures associated with different families of periodic solutions.

A few relevant examples of coexisting attractors are reported in Fig. 10(a)–(d), corresponding to the points \( a, b, c, \) and \( d \) in Fig. 9, respectively. In particular, Fig. 10(a) shows two coexisting limit cycles belonging to two different families of periodic solutions. In Fig. 10(b), a limit cycle coexisting with a chaotic attractor resulting from a Feigenbaum cascade are shown. Fig. 10(c) shows coexistence of a limit cycle and a chaotic attractor of the Shil’nikov type. Finally, in Fig. 10(d) we report the case of two coexisting chaotic attractors, of Feigenbaum and Shil’nikov type, respectively.

**D. Comparison with Simulation**

Fig. 9 shows the results of the bifurcation analysis superimposed on the simulation results, for comparison purposes. We emphasize the following.

1) Simulation failed to distinguish between the different bifurcation structures associated with different families of solutions.

2) Simulation did not reveal the bifurcation structures that are visible outside the grey area, such as the Feigenbaum cascades associated with \( T_{0,2} \) and \( T_{0,3} \) on the right-hand side and with \( T_{1,2} \) and \( T_{3,2} \) on the left-hand side. The fact that these solutions were not observed by simulation is related to their relatively small basins of attraction.

3) Finally, simulation is unlikely to detect coexisting attractors.
VII. VERIFICATION OF THE MODEL

A robustness analysis of the circuit model has been carried out with respect to the hypotheses (H.1)–(H.3) introduced in Section II-A.

Most of the nonidealities neglected (on purpose) during the modeling process introduce only quantitative differences, but the qualitative behavior with respect to the parameters is maintained.

However, regarding (H.1) concerning the ideal bias circuit, we would like to point out the main differences related to the birth of the oscillation when considering a real current source which has finite output resistance. In particular, we consider the nonzero conductance \( G_0 \) in parallel with \( I_0 \), as shown in Fig. 1(a). In this case, the normalized state equations [cf., (3)] of the Colpitts oscillator become

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} = \begin{bmatrix}
g^* \\
\frac{g^*}{Q_3} [(1 - \alpha_F) n(x_2) + x_3] - \frac{Q_3 (1 - k)x_2}{Q}
\end{bmatrix},
\]

where

\[
n(x_2) = \exp(-x_2) - 1
\]

and we have relaxed the hypothesis (H.3b) as well. We define

\[
Q_0 = \omega_0 L G_0,
\]

while \( g^*, Q_0, k \) are defined as in Section II-A.

The new loop gain, \( g^* \), for which the phase condition of the Barkhausen criterion is satisfied, is given (for values of \( \alpha_F \) sufficiently close to unity) by

\[
g^* \approx \frac{g^*}{1 + (1 - k)(Q_0/Q) + (1 - k)^2 Q_0^2 (1 + Q_0/Q)}.
\]

where \( g_0^* \to g^* \) when \( Q_0 \to 0 \) (\( \Rightarrow G_0 \to 0 \)).

The Barkhausen criterion for this circuit configuration is then satisfied for \( g^*_0 = 1 \). In order to make a comparison with the ideal case \((G_0 = 0)\), we now consider the locus where the Barkhausen criterion is satisfied in the original parameter space \((Q, g^*)\) for a fixed value of \( Q_0 \). This situation is summarized in Fig. 11, where the Hopf bifurcation locus computed numer-
Fig. 10. Oscillation conditions for the model (7) in the plane $(Q, q^*)$
for $k = 0.5$, $\alpha_F = 0.99$, and $Q_0 = 0.15$. The solid line is the
oscillation condition provided by the Barkhausen criterion, while the dashed
line corresponds to the actual Hopf bifurcation curve. The Hopf bifurcation is
supercritical on the branch $H^-$ and subcritical on the branch $H^+$. At the point
$DH$ the first Lyapunov coefficient $l_1$ goes to zero and the Hopf bifurcation
is degenerate. Note that the Barkhausen criterion fails for low values of $Q$.

VIII. DESIGN CONSIDERATIONS

Fig. 12 summarizes the results of our bifurcation analysis in a form that is suitable for design purposes. In particular, according to Section VI-B it is possible to identify regions in the parameter space characterized by the same (qualitative) dynamical behavior and bounded by well-defined bifurcation curves.

We note that a period-one orbit can be guaranteed by setting the control parameters, $Q$ and $g^*$ outside the domain $D$, corresponding to the nonlinear region in Fig. 12. Referring to Figs. 7 and 9, this domain $D$ is bounded by the outermost curves $F_{011}, T_{012}, T_{623}$, and $T_{631}$ on the right-hand side and by the curves $F_{011}$ and $T_1$ on the left-hand side.

However, if a sinusoidal oscillation is required, we need to guarantee that the distortion of the signal generated does not exceed a certain threshold. For this reason, we have characterized the parameter space in terms of the THD$^6$ of the output signal $x_2(t)$. In particular, in Fig. 12 we show the isodistortion curves for values of THD lower than 1%. We note that, for low values of $Q$, these curves converge toward the line at $\log_{10} g^* = 0$ ($\Leftrightarrow g^* = 1$) where the Barkhausen criterion is satisfied. Conversely, for higher values of $Q$ the region of nearly sinusoidal behavior extends to relatively high values of $g^*$, as can be seen in Fig. 12. This is not surprising because if the quality factor is high enough, the loop gain can be increased without significant distortion.

On the other hand, from the point of view of chaos generation we have found that, in contrast to what had been hypothesized originally, homoclinic bifurcations are not the main sources of chaos in the Colpitts oscillator. In fact, Shil’nikov chaos is present only in narrow bands around the homoclinic loci $H_n$, while most of the chaotic regions that are visible in Fig. 4 are related to Feigenbaum cascades.

From an application point of view, in order to produce a robust chaotic oscillation Feigenbaum regions $(F_{gh})$ are preferable to Shil’nikov regions $(S_n)$ because the latter are

---

$^6$Recall that the THD of a waveform is defined as the ratio of the root-mean-square (rms) amplitude of the sum of the upper harmonics to the amplitude of the fundamental.

Finally, further investigations reveal that for low values of $Q$, the birth of the oscillation may be associated with a subcritical Hopf bifurcation, but this will be addressed elsewhere as it is beyond the scope of this paper.
characterized by so-called Newhouse regions [24] which make the system extremely sensitive to parameter variations.

Also, the designer should be aware of the possible coexistence of periodic solutions for the Colpitts oscillator. This could be a global phenomenon, as at the cusp points denoted by $C_2$ in Fig. 12, or local coexistence as described in the previous section.

Finally, Fig. 12 shows experimentally observed Lissajous figures for a practical implementation of the Colpitts oscillator [8], illustrating the main types of behavior analyzed in this paper.

IX. CONCLUSIONS

In this work we have shown how bifurcation analysis and continuation techniques can be exploited in a systematic way for designing both sinusoidal and chaotic oscillators. In addition, we have emphasized that results of simulations are often incomplete and thus should be treated with caution by a circuit designer. We have summarized our results with a parameter space design chart.
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