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Abstract

This thesis presents several routes towards achieving artificial opal templates by colloidal self-assembly of polystyrene (PS) or poly(methyl methacrylate) (PMMA) spheres and the use of these template for the fabrication of V$_2$O$_5$ inverse opals as cathode materials for lithium ion battery applications. First, through the manipulation of different experimental factors, several methods of affecting or directing opal growth towards realizing different structures, improving order and/or achieving faster formation on a variety of substrates are presented. The addition of the surfactant sodium dodecyl sulphate (SDS) at a concentration above the critical micelle concentration for SDS to a 5 wt% solution of PMMA spheres before dip-coating is presented as a method of achieving ordered 2D PhC monolayers on hydrophobic Au-coated silicon substrates at fast and slow rates of withdrawal. The effect that the degree of hydrophilicity of glass substrates has on the ordering of PMMA spheres is next investigated for a slow rate of withdrawal under noise agitation. Heating of the colloidal solution is also presented as a means of affecting order and thickness of opal deposits formed using fast rate dip coating. E-beam patterned substrates are shown as a means of altering the thermodynamically favoured FCC ordering of polystyrene spheres (PS) when dip coated at slow rate. Facile routes toward the synthesis of ordered V$_2$O$_5$ inverse opals are presented with direct infiltration of polymer sphere templates using liquid precursor. The use of different opal templates, both 2D and 3D partially ordered templates, is compared and the composition and arrangement of the subsequent IO structures post infiltration and calcination for various procedures is characterised. V$_2$O$_5$ IOs are also synthesised by electrodeposition from an aqueous VOSO$_4$ solution at constant voltage. Electrochemical characterisation of these structures as cathode material for Li-ion batteries is assessed in a half cell arrangement for samples deposited on stainless steel foil substrates. Improved rate capabilities are demonstrated for these materials over bulk V$_2$O$_5$, with the improvement attributed to the shorter Li ion diffusion distances and increased electrolyte infiltration provided by the IO structure.
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Chapter 1

Introduction
1.1 Motivation

So named for their resemblance in structure and iridescence to the natural opal, artificial opals, assembled from ordered, periodic arrangements of colloidal spheres exhibit a host of unique and highly useful optical properties, a consequence of a periodic variation in refractive index on the sub-micron wavelength scale. The ability to influence the propagation of electromagnetic waves in a similar way a semiconductor does for electrons and the formation of a photonic band gap (PBG) that disallows the propagation of certain frequencies of light is a particularly attractive quality. The promise offered by these photonic crystals (PhCs) or artificial opals is seemingly ever-expanding. Not only in the field of photonics, where it is becoming increasingly recognized that light and not electrons holds the answer to our information-transfer needs, but throughout applied sciences. Light can travel faster in dielectric materials than an electron does in metallic wire, it can carry a larger amount of information per second, and photons being less strongly interacting than electrons offer reduced energy losses. Progress towards achieving all-optical integrated circuits may lie with the photonic crystal but the unique optical and structural properties of these materials are progressively reaching beyond optical and information-transfer applications alone.

The use of these structures as templates for the formation of three dimensionally ordered porous architectures or inverse opals (IOs) has led to a multitude of new potential. The accessible surfaces and scalable skeletal dimensions provided by the three-dimensional (3DOM) materials created by infilling of the opal-like templates with material precursors have proven useful for numerous applications within the fields of energy storage, biological sensing, communications, optics and optoelectronics. Colloidal crystal assembly offers certain advantages over other techniques for photonic crystal fabrication, particularly its low cost and large area preparation potential. Currently a large variety of methods exist for colloidal self-assembly but optical and photonic applications are highly reliant on the
structural order and lattice orientation of the artificial opal and/or inverse opal (IO) and colloidal crystallization still suffers implementation limitations and high degrees of local disorder. The position and wavelength range of the PBG are affected by lattice structure and symmetry, as well as by filling fraction. The ability therefore, to design and direct lattice orientation is of great interest for artificial opal assembly and application progression. The majority of current self-assembly routes are also restricted to the thermodynamically favoured FCC crystal arrangement for monodisperse colloidal spheres, limiting the design characteristics of the subsequent IO material. Certain applications rely less on high degrees of order and can tolerate some degree of imperfection or polycrystallinity giving IO materials a versatility of application. For example, within the field of energy storage and generation the attraction and/or benefit of the IO structure lies not with its optical characteristics but with its networked, three dimensional porosity. In these cases, assembly is limited only by practical material restraints, synthesis constraints and the compatibility of the opal template units with material precursors and support materials.

There is currently a substantial need for a battery technology that can keep pace with the rapid growth in portable electronics and the need for clean energies and electric vehicles. Since their introduction to the market by Sony in the early 1990s,\textsuperscript{13} lithium ion batteries (LIBs), which offer specific energies higher than other electrochemical power sources, have received a considerable amount of attention and are the leading battery choice for most portable electronics. However, the active material electrodes for current thin film LIBs often suffer performance limitations due to the brittle and disordered electrode architectures. With the added pressures of miniaturization and increasing high-power demands, the question of what materials, designs and techniques are available to create and optimize electrodes that will allow high charge/discharge rates while limiting electrical disconnections is extremely significant. 3D ordered macroporous (3DOM) electrodes,
formed using sacrificial opal templates, have shown considerable improvements in power and energy density for lithium-ion batteries.\textsuperscript{14} These inverted opal (IO) architectures provide a continuous network of electrode material, a large interfacial area and open access for lithium insertion, which has reportedly led to significant improvements in rate capabilities. V$_2$O$_5$ aerogel was the first material tested in IO form for potential battery application.\textsuperscript{15} First proposed as a potential cathode material by Whittingham,\textsuperscript{16} V$_2$O$_5$ with its low cost and layered geometry is ideally suited as an insertion host for LIBs. Vanadium has multiple valence states allowing the formation of a number of oxides and V$_2$O$_5$ is particularly attractive, due to its mixed valence of V$^{4+}$ and V$^{5+}$ making it ideally suited for redox-dependent applications.\textsuperscript{17} However, initially as micron sized particles, V$_2$O$_5$ suffered electrochemical performance limitations due to severe capacity fading issues and poor conductivity. The IO structure is a promising solution, providing increased open-space to accommodate the volumetric expansion of the V$_2$O$_5$ material on Li insertion and an increased surface area for better electrolyte contact. The 3D porous structure and nanoscale walls of an IO have the potential therefore to greatly improve battery performance, as was shown in the early work by Sakamoto.\textsuperscript{15} However, since this first foray into IO battery testing little investigation has been given to the synthesis and cycling ability of V$_2$O$_5$ IO materials as LIB cathodes, with much of the efforts into V$_2$O$_5$ IO application concentrating on electrochromics. V$_2$O$_5$ with its high theoretical specific capacity and ternary phase formation\textsuperscript{16} has shown significant potential in a number of porous and nanostructured forms and so crystalline V$_2$O$_5$ in its IO form merits further investigation as a potential replacement cathode material.\textsuperscript{18-20}
1.2 Overview of this Thesis

In the following chapter, **Chapter 2**, the fundamental photonic crystal concepts are introduced and the attractive optical characteristics of these complex structures are discussed. An overview of several growth techniques for the formation of artificial opals by colloidal self-assembly is provided. Recent strides in directing and manipulating the natural growth towards improved order and unique structures are considered. The application of artificial opal PhCs as templates for the formation of IO PhCs is then outlined with an emphasis on the application of IOs to a number of functional devices and fields, particularly within energy storage technologies.

**Chapter 3** provides a comprehensive outline of the various experimental procedures used regarding sample preparation through colloidal assembly and precursor infilling, structural characterization through microscopy and spectroscopy and the electrochemical processing procedure used.

In **Chapter 4** surfactant addition is investigated to direct order when dip coating opal photonic crystal sphere templates at a relatively (orders of magnitude) faster rate compared with the state of the art. At faster rates of withdrawal colloidal order often degenerates, insufficient time is provided for spheres to reach their preferred energy and spheres lacking in strong net repulsive forces particularly suffer disorder. Deposition on gold surfaces that quickly turn hydrophobic in air is also problematic. The addition of the surfactant sodium dodecyl sulphate (SDS) at a concentration above the critical micelle concentration for SDS to a 5 wt% solution of poly(methyl methacrylate) (PMMA) spheres before dip-coating is investigated as a route towards improving order on hydrophobic metallic surfaces at fast and slow rates of withdrawal. The ability to form 2D opals was examined using angle resolved light reflectance spectroscopy with the 2D diffraction from the monolayer opals compared to the theoretical dispersion from a planar diffraction grating.
Chapter 5 investigates the effect of several other factors on the assembly of polymer spheres by dip-coating. Firstly the effect of surface hydrophilicity on the order of the colloidal deposit is investigated for a slow rate of withdrawal under noise agitation. A structural comparison is made using angle resolved transmission measurements for deposits on two different degrees of hydrophilic glass substrates. The use of increased temperature as a method of affecting order and thickness at the faster withdrawal rate is next discussed. Lastly, in this chapter the use of e-beam patterned substrates is demonstrated as a means of altering the favoured FCC ordering of polystyrene spheres (PS) when dip coated.

In Chapter 6, facile routes toward the synthesis of ordered IO \( \text{V}_2\text{O}_5 \), using polymer sphere templates and direct infiltration using liquid precursor are investigated. The use of different opal templates, both 2D and 3D partially ordered templates, is compared and the composition and arrangement of the subsequent IO structures post infiltration and calcination for various procedures is characterised.

Chapter 7 discusses the synthesis of \( \text{V}_2\text{O}_5 \) IOs by electrodeposition from an aqueous \( \text{VOSO}_4 \) solution at constant voltage. Electrochemical characterisation of these structures, deposited on stainless steel foil substrates, is then performed. The electrochemical performance of the electrodeposited IO materials is compared through galvanostatic cycling and rate capability tests with the electrochemical performance of drop cast IO structures from chapter 6 and as-deposited samples formed by direct electrodeposition on to a substrate with no template present. Investigations into the changes that occur to the electrodeposited IO material during reversible lithium insertion and removal were made using Raman scattering and X-ray diffraction. The extent of changes to the phase and structure of the \( \text{V}_2\text{O}_5 \) for different levels of lithium insertion is discussed and related to cyclic voltammetry results.

Chapter 8 surmises the results presented in Chapters 4, 5, 6 and 7 and outlines the significant conclusions. Recommendations for future work are also presented.
Chapter 1 Introduction
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Chapter 2

Literature Review: Artificial Opal Template Growth and Inverse Opal Applications

Abstract

Photonic crystals (PhCs) influence the propagation of light by their periodic variation in dielectric contrast or refractive index. This review outlines the attractive optical qualities inherent to most PhCs namely the presence of full or partial photonic band gaps and the possibilities they present towards the inhibition of spontaneous emission and the localization of light. Colloidal self-assembly of polymer or silica spheres is one of the most favoured and low cost methods for the formation of PhCs as artificial opals. Current growth methods for colloidal self-assembly are discussed and the use of these structures for the formation of inverse opal architectures is then presented. Inverse opal structures with their porous and interconnected architecture maintain a growing potential for application spanning several technological arenas - optics and optoelectronics, energy storage, communications, sensor and biological applications. This review presents several of these applications, with a particular emphasis on the use of these three dimensional porous structures in energy storage technology. Progress towards achieving all-optical integrated circuits may lie with the photonic crystal but the unique optical and structural properties of these materials allow the promise of these materials to continually expand reaching beyond optics alone.
2.1 Introduction

The continuous and ever increasing drive for miniaturization and higher speed information systems has led to the now widespread idea of using photons instead of electrons as the information carrier. While photons hold many advantages over electrons the manipulation and control of light presents some difficulties. Efforts to achieve all-optical integrated circuits have led to a growing interest in the fabrication and use of photonic crystals (PhCs); PhCs have a periodic variation in dielectric function that affects the propagation of photons much like the periodic potential in semiconductors affects the flow of electrons. The use of PhCs for the manipulation of light stems from the early ideas of Yablonovitch and John that a three-dimensional (3D) periodic array could, by the presence of an electromagnetic band gap, control the radiative properties of materials, and so limit spontaneous emission.\cite{1,2} This concept was initially presented by E. Yablonovitch in the late 1980s.\cite{1} S. John followed with the idea that periodic structures could affect photon localization by a random refractive index variation.\cite{2} These two discoveries and the subsequent growth in PhC research for information management systems has led to an increasing awareness of the potential applications of PhCs within other technologies. For example, most recently PhC’s have gained a lot of consideration as Li-ion battery electrodes. However, the electrochemical, electrochromic and other changes to ordered porous electrodes have received limited optical analysis.\cite{3} The substantial number of structural and optical advantages possessed by PhC’s, make them ideally suited to many functional regimes that benefit from a porous, continuously interconnected, and in most cases, an optically significant material.

In this review, the attractive optical characteristics of PhCs are discussed and the fabrication techniques available for the formation of PhCs through colloidal self-assembly routes are reviewed. The application of these artificial opal PhCs as templates for the formation of inverse opal (IO) PhCs is then outlined with an emphasis on the application of
inverse opals (IOs) to a number of functional devices and fields.

2.2 Optical Characteristics of Photonic Crystals

PhCs exist throughout the natural world, from opal gemstones and beetles, to bird feathers, and butterfly wings, and the common characteristic between all is their iridescent colour. This directional-dependent colour (colour that changes depending on angle of observation), does not arise from any absorption or pigmentation alone but is instead caused by the interaction of light with the periodic or random architecture of these materials’ natural design, as shown in Fig. 2.1. PhCs are often most easily explained as an analogue to semiconductor materials. In a semiconductor, an electron passing through an ordered atomic lattice experiences a periodic potential, this interaction produces a band of energies over which electrons are forbidden to propagate in any direction. Much like a semiconductor affects the flow of electrons, a photonic crystal (PhC) affects the flow of photons. As a consequence of the differing dielectric media and the subsequent refractive index contrast within the crystal, light is scattered and/or diffracted from the different surfaces, producing a band of forbidden frequencies where interference of the scattered waves is destructive in all directions. Light cannot propagate within this region and the greater the refractive index contrast, the wider this photonic band gap (PBG) becomes. A full PBG is a characteristic only observed in PhCs where the propagation of light is prohibited in all directions. An incomplete PBG or pseudogap, sometimes referred to as a stop-band, is one that prohibits light from propagating in only some directions. The refractive index contrast and the lattice topology affects the existence of a full PBG but the wavelength range affected is determined by the length scale or lattice parameter of the crystal. The presence of the PBG and the potential ability to tune its position to suit specific frequencies is perhaps the most attractive quality of PhCs.
Fig. 2.1 Natural photonic crystals: (a) The blue iridescence and SEM image of the 1D structure of the Morpho butterfly.\(^{12}\) (b) Multi-coloured peacock feather and TEM image of transverse cross section of the 2D structure of blue wing.\(^9\) (c) Natural opal gemstone and SEM image of the silica sphere structure within.\(^{13}\) (d) Wing of the male Sasakia Charonda butterfly and SEM image of the 3D structure of the white iridescent area.\(^{10}\) (e) Schematic representation of 1D, 2D and 3D PhC structures, with different colours representative of different dielectric constants, indicating periodicity in one, two or three directions.

The origin of this PBG can first be explored in order to better understand the full extent of the optical possibilities inherent in a PhC through its design. While PhCs can be classified as one-dimensional (1D), two-dimensional (2D) or three-dimensional (3D), with periodicity in one, two or three directions respectively (as outlined in the schematic in Fig. 2.1 (e)), for ease of description the properties of 1D PhC can first be examined. The optical phenomenon of greatest interest, that is, the PBG or stop-band, the subsequent inhibition of spontaneous emission, and the possibility of localized modes are transferable to all dimensional systems.

A number of comprehensive reviews,\(^{14,15}\) and text books\(^{16,17}\) are available for a more in depth approach to the underlying optics of PhC behaviour but all discussions on the propagation of light in a PhC and determination of the PBG, must invariably begin with
Maxwells Equations, the four equations governing all macroscopic electromagnetism.

\[
\nabla \times E + \frac{\delta B}{\delta t} = 0 \quad \text{(Eq. 2.1)}
\]

\[
\nabla \times H - \frac{\partial D}{\partial t} = J \quad \text{(Eq. 2.2)}
\]

\[
\nabla \cdot B = 0 \quad \text{(Eq. 2.3)}
\]

\[
\nabla \cdot D = \rho \quad \text{(Eq. 2.4)}
\]

where, \(E\) and \(H\) are the magnetic and electric fields, \(D\) and \(B\) the electric displacement and magnetic induction fields and \(\rho\) and \(J\) the free charge density and free current density respectively. In order to relate \(E\) to \(D\) and \(B\) to \(H\), it is necessary to use the constitutive material equations, which can be greatly simplified in the absence of free charges and currents, if, together with the assumption that the dielectric constant \(\epsilon\) is not frequency dependent, it is assumed that the materials are isotropic and only linear optics need be considered. These considerations reduce the constitutive material equations to:

\[
D = \varepsilon_0 \varepsilon E \quad \text{(Eq. 2.5)}
\]

\[
B = \mu_0 \mu H \quad \text{(Eq. 2.6)}
\]

Here, \(\varepsilon_0\) is the vacuum permittivity, \(\varepsilon\) is a scalar dielectric function known as relative permittivity, \(\mu\) is the relative magnetic permeability of the dielectric medium which for most dielectric materials is close to 1 and is assumed to be 1, and \(\mu_0\) is vacuum permeability. The assumptions and mathematical conventions used in reducing the constitutive equations to Eq. 2.5 and 2.6 are explained in more detail in Joanopoulos et al.\(^{16}\) However, by using these relations and the assumptions mentioned above including the absence of free current, Maxwell’s equations become:

\[
\nabla \times E(r, t) + \mu_0 \frac{\partial H(r, t)}{\partial t} = 0 \quad \text{(Eq. 2.7)}
\]
\[ \nabla \times H(r, t) - \varepsilon_0 \varepsilon \frac{\partial E(r, t)}{\partial t} = 0 \quad \text{(Eq. 2.8)} \]
\[ \nabla \cdot H(r, t) = 0 \quad \text{(Eq. 2.9)} \]
\[ \nabla \cdot \varepsilon E(r, t) = 0 \quad \text{(Eq. 2.10)} \]

Magnetic and electric fields are a function of both time and space and can be separated into a real spatial field and a complex exponential for a harmonically varying temporal part, to give:

\[ E(r, t) = E(r) e^{-i\omega t} \quad \text{(Eq. 2.11)} \]
\[ H(r, t) = H(r) e^{-i\omega t} \quad \text{(Eq. 2.12)} \]

These are inserted into Eq.2.6 and Eq. 2.7 above to formulate the curl equations that relate \( H(r) \) and \( E(r) \):

\[ \nabla \times E(r) - i\omega \mu_0 H(r) = 0 \quad \text{(Eq. 2.13)} \]
\[ \nabla \times H(r) + i\omega \varepsilon_0 \varepsilon_r E(r) = 0 \quad \text{(Eq. 2.14)} \]

Looking solely at the magnetic field for mathematical convenience\(^{16}\) (the electric field can be derived similarly), these two equations can be decoupled to formulate an equation entirely in \( H(r) \). Dividing Eq 2.14 by \( \varepsilon_r \), obtaining the curl of the equation, and then substituting for \( \nabla \times E(r) \) using Eq 2.9, gives a master wave equation describing the propagation of the magnetic field (\( H(r) \)) of a photon:

\[ \nabla \times \left( \frac{1}{\varepsilon(r)} \nabla \times H(r) \right) = \frac{\omega^2}{c^2} H(r) \quad \text{(Eq. 2.15)} \]

Where the speed of light \( c = 1/\sqrt{\varepsilon_0 \mu_0} \), \( \omega \) is the frequency and \( \varepsilon_r \) is the macroscopic dielectric function of the material. This equation is in the form of an eigenvalue problem with eigenvector \( H(r) \), eigenvalue \( \omega^2/c^2 \) and eigen-operator \( \nabla \times \frac{1}{\varepsilon_r} \nabla \). This operator, is known as the Hermitan operator and has real and positive eigenvalues, much like the Hamiltonian.
A photonic crystal is a material whose dielectric function varies periodically, therefore:

$$\varepsilon(r) = \varepsilon(r + R) \quad \text{(Eq. 2.16)}$$

where $R$ is a lattice-translation vector, equal to $l_1a_1 + l_2a_2 + l_3a_3$ where $l_1, l_2,$ and $l_3$ are integers. This periodicity requires the solution of Eq. 2.14 to satisfy what is known as the Floquet-Bloch theorem, which states that the solutions to the equations for periodic media are plane waves modulated by a periodic function with lattice periodicity, which gives:

$$H(r) = h_k(r)e^{ikr} \quad \text{(Eq. 2.17)}$$

where $k$ is a wave vector contained in the first Brillouin zone, a region of reciprocal space closer to the origin than to any other reciprocal lattice point and $h_k$ is the periodic function of position sometimes referred to as the Bloch function:

$$h_k(r) = h_k(r + R) \quad \text{(Eq. 2.18)}$$

Solving the master equation can be done by a number of computational methods, but the most commonly used approach is known as the plane-wave expansion method which involves the expansion of the magnetic and dielectric constant on the bases of a plane wave. The master equation Eq. 2.15, after some vector operations, can be reduced to a matrix, whose eigenvalues, a series of functions in the form $\omega_n(k)$ with $n = 1, 2, \ldots$ form the photonic
bands. This band structure shows all the frequencies in which the optical modes are allowed for a given wave vector $k$. A photonic band gap (PBG) is a range of $\omega$ for which there are no propagating eigensolutions for any $k$, though there are above and below.
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**Fig. 2.2** Schematic illustrating: (a) The first Brillouin zone (b) The dispersion relation for a homogeneous material with a uniform dielectric function and artificial periodicity demonstrating the ‘folding effect’ of Bloch’s theorem and (c) A periodic material with a varying dielectric function and real lattice periodicity $a$, illustrating the presence of a gap where there no propagating solutions for $k$.

For every lattice vector ($R$) in real space, there is a lattice vector ($G$) in reciprocal space for which the dispersion relation is determined and periodicity in real space results in periodicity in the dispersion relation. Two states with wavevectors differing by $2\pi/a$ represent the same state exactly which means eigensolutions for the wavevector $k$ need only be computed within the primitive cell of the reciprocal lattice, more conventionally realized as
the first Brillouin zone (BZ). This constitutes a ‘folding back’ of the dispersion relation into the first BZ, which is schematically represented in Fig. 2.2. The dispersion relation defines the relationship between angular frequency $\omega$ of the photon and its wavevector $k = \frac{2\pi}{\lambda}$ and in free space amounts to a linear dependence with the slope equal to the speed of light $c$, or in some cases, the group velocity of the wavepacket.

$$\omega = ck \quad \text{(Eq. 2.19)}$$

This dispersion relation describes the optical properties of a material, and a plot of $\omega$ against $k$ will indicate the allowed energies (bands) or states at given $k$-vectors.

For a one dimensional, homogeneous material with a uniform dielectric function, the band structure or dispersion relation is simply:

$$\omega = \frac{ck}{\eta} \quad \text{(Eq. 2.20)}$$

where $\eta$ is the refractive index of the material and is related to the permittivity by $\eta = \sqrt{\varepsilon}$. Forward propagation results in a straight line as does backward propagation. This is shown in Fig. 2.2 (a) and (b). A periodic dielectric function causes forward moving waves to be partially reflected at every interface, interference of the forward and reflected waves creates a standing wave at the edge of the BZ where frequencies fulfil what is known as the Bragg condition, similar to X-ray diffraction theory but for optical wavelengths. Maxwell’s equations are scale invariant meaning there is no fundamental length scale for PhCs, such as the Bohr radius in atomic physics. Therefore, similar structures of different sizes behave similarly, if the lattice constant of a PhC is scaled by a factor $s$ its mode profile and frequency are re-scaled versions of the old mode profile i.e. the solution to the master equation at one length scale provides the information for all length scales. For this reason the eigenfrequencies are usually given in a unit normalized to the lattice constant, $\omega = a/\lambda$ and
since $a/\lambda = \omega/(2\pi c/a)$ the energy is often expressed in these units, as per the dispersion relations shown in Fig. 2.3, which highlights the PBG variation due to refractive index contrast.
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**Fig. 2.3** The photonic band dependence on refractive index contrast computed for three different multilayer films with layers of width 0.5a, in (a) the dielectric constant is the same for every layer $\varepsilon=13$ in (b) layers alternate between a material of dielectric constant 13 and 12 and (d) shows the wider PBG for the larger contrast with alternating layers of dielectric constant 13 and 1.\(^{16}\)

This PBG and the ability to manipulate it through material choice is the central driving force for the fabrication of PhCs because with it comes a litany of extremely useful optical phenomena. The initial theories from Yablonavich and John mentioned above still represent two of the most interesting and attractive qualities of PhCs. Spontaneous emission of excited atoms is a fundamental problem faced by many optoelectronic devices, causing energy loss, speed limitations and noise.\(^{18, 19}\) Spontaneous emission and the rate at which an atom decays is related to the number of allowed electromagnetic states available for an emitted photon, the PBG represents a region of forbidden modes, therefore the density of states (DOS) is zero inside the gap. This suppression of the density of states is what gives PBGs the potential to inhibit spontaneous emission.\(^{20}\) At the edge of the PBG the DOS suddenly increases and this enhanced DOS subsequently enhances emission, which if
controlled could also be useful for certain devices. The ability to tune the position and width of the PBG or stopband and in turn manage spontaneous emission is extremely promising for a number of applications, including LEDs and low threshold lasers. The localization and the guiding of light through the introduction of defects is highly beneficial for the formation of waveguides and optical cavities. Point or line defects can be introduced to a PhC and introduce a state within the gap with a localized wavefunction, light that propagates with a frequency within the bandgap of the crystal will be confined within this mode since it is forbidden to propagate outside the defect. This is very beneficial for the manipulation of light around bends (see Fig. 2.4), obstacles, and for exotic optical effects such as cloaking when meta-material PhCs are used, minimising losses compared with dielectric waveguides.24
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**Fig. 2.4** A mode completely confined and guided smoothly around the sharp bend with 2D photonic crystal of dielectric rods in air, the white circles indicate the position of the rods.24

A modification to Snell’s Law for refraction of light between media of dissimilar refractive index, and Bragg’s Law for optical diffraction can be derived to describe the wavelength-dependent ‘structural colour’ observable in colloidal opals or photonic crystals. As outlined in Fig. 2.5 below, the opal film is modelled as a multilayer of two media with
different refractive indices (in this case two, but it may vary depending on the complexity of the structure, porosity, phase homogeneity etc.). In the present case, one of these indices ($\eta_1$) is typically vacuum, air or a liquid, the other ($\eta_2$) that of the material. In the case of constructive interference of diffracted photons, Bragg’s law is

$$m\lambda_m = 2\eta_{\text{eff}} d \cos \phi_2 \quad \text{(Eq. 2.21)}$$

where $d$ is the interplanar spacing defining the centroids of the spheres. It has a value of $d = D$, the sphere diameter, for (110) cross-section of fcc-packed opals, and $d = \sqrt{3}/2D$ for (111) - ordered PhCs, and so on.

![Schematic diagram](image)

**Fig. 2.5** Schematic outlining the interaction of light with the periodic material with an effective refractive index, and the light scattered by the sphere planes

The corresponding Snell’s law criterion for the light incident at an angle $\phi_1$ can be written as

$$\eta_1 \sin \phi_1 = \eta_2 \sin \phi_2 \quad \text{(Eq. 2.22)}$$

Thus, the angle dependent diffraction or colour can be expressed in term of the incident angle generally as the Bragg-Snell law
\[ m\lambda_m = 2d\sqrt{\eta_{\text{eff}} - \sin^2\phi_1} \quad (\text{Eq. 2.23}) \]

where \( \eta_{\text{eff}} \) is the effective refractive index of the media and depends on the relative refractive indices of the spheres and surrounding medium, and their the packing density.

Since the layer or slab in a well-defined opal is periodic, Fabry-Pérot resonances are observable at energies lower than the PBG provided the effective refractive index is well-defined and constitutes a homogeneous thin layer with effective refractive index \( \eta_{\text{eff}} \). For ordered, simple thin film opals (but typically not for single monolayer opals as they are typically weaker and broader than diffraction contributions), \( \eta_{\text{eff}} \) and the number of layers can be estimated from the periodicity of the Fabry-Pérot resonances in optical reflection or transmission spectra. The number of layers, or the opal film thickness, is distinct from the \emph{optical} thickness obtained from the spectral separation of the Fabry-Pérot fringes, which also includes the effective index. To estimate film thickness (at least for a simple 3D ordered opal of identical spheres), the fringes will appear in reflectance or transmission spectra at

\[ \lambda_m = \frac{2L\eta_{\text{eff}}}{m} \quad (\text{Eq. 2.24}) \]

where \( L \) is the sample thickness and \( m \) is the resonance order. In a fcc-packed opal crystal made from spheres of radius \( R \) with the (111) planes parallel to the substrate, simple geometrical analysis shows that \( L \) is related to the number of (111)-oriented layers \( N \) comprising the film according to \( L = 2R + N\sqrt{3}R \).

The position of the bandgap is determined by the lattice constant and the spectra PBG width by the effective refractive index contrast and filling factor. If materials of high enough refractive index contrast are used in conjunction with materials with low absorption in the desired spectral range, then light with energies located inside the PBG will be reflected from the PhC without absorption, which makes PBG materials highly suited to optical filter
applications. The light that is reflected or diffracted by a PhC follows Bragg's Law and so can be used in determining the reciprocal lattice of a given structure. This facilitates probing of the optical characteristics of a given PhC by angle resolved light reflection and transmission experiments, which is a useful characteristic when designing and synthesising PhCs for a particular application.

PhCs can be designed and formed by several methods, including sophisticated and expensive lithography techniques, both holographic and mask methods. However, one of the more popular approaches is the formation of artificial opals through the self-assembly of colloidal spheres of either silica or different polymers. This route has the benefit of low cost and aside from limitations from natural imperfections that in some cases can lead to a certain degree of disorder, these approaches still offer amenable and useful properties for a host of real and theoretical applications in a number of technologies. However, perhaps the most significant application of artificial opals is in fact as templates for the formation of 3D PhCs in the form of inverse opals (IOs). Inverse opals are three dimensionally ordered macroporous materials formed through the infiltration of an artificial opal with a material precursor and then removal of the spheres. Provided a material of sufficiently high refractive index is used, IOs offer the possibility of achieving a complete PBG. The ability to control the structure and symmetry of 3D PhCs through template design has ensured a substantial and continuously growing interest in methods of artificial opal growth by colloidal self-assembly.

2.3 Colloidal Self-Assembly

As discussed above, the working range of a photonic crystal is dependent on the spatial periodicity of the refractive index. For this reason, periodicity needs to be on the order of a few hundred nanometers to 1 µm in order to operate in the visible or near-infrared region of the electromagnetic spectrum. The lattice constant of the photonic crystal must be
comparable to the wavelength of light. It is important to note that for self-assembly to occur, a balance must be made between the colloidal forces, the forces induced by colloidal phenomena and any external forces acting on the system, all of which can be either attractive driving forces or repulsive forces that can oppose coagulation of the spheres.

Various methods have been developed for the assembly of monodisperse spheres into ordered or semi-ordered lattices. The type of methods available are often discussed in terms of the various phenomena or forces used or manipulated in order to influence their assembly: gravitational or inertial forces, surface tension or capillary forces, or electric or magnetic fields. Certain methods can also involve some form of spatial confinement to further direct the self-assembly process. The predominant assembly routes are discussed in summary here with several reviews available discussing the various methods and their effectiveness in further detail.

Among the oldest and simplest method of assembly is sedimentation. Colloidal particles in solution will settle under gravity to produce thick, ordered structures, the thickness of which can be controlled by controlling the concentration of the sphere mixture. For this to occur naturally, with no external force applied, the density of the particles must be sufficiently higher than that of the dispersion medium. The movement of the spheres under gravity creates a diffusive force in the opposite direction due to the concentration gradient caused by the particle descent under gravity. For large particles, the effect of gravity will overtake the effect of diffusion, and the opposite is true of very small particles. Depending on the size of the spheres, this process of allowing the colloids to settle under gravitational forces can take from between several days to several months. For this reason, it is unsuited for large scale production and so other, more controllable and faster routes are more commonly used.

Sphere assembly/deposition has since been adapted by the application of external
forces, for example, the sedimentation of spheres under centrifugal or inertial force. The use of centrifugation, produces thick deposits of unsupported spheres, applicable to almost all sizes of spheres provided the density difference between them and the dispersant is sufficient and the centrifuge speed is strong enough\(^{33-36}\). This method, however, becomes more difficult for samples or applications requiring the use of a substrate.

**Fig. 2.6** (a) Wafer-scale non close packed monolayer colloidal crystal made by spin-coating on a 4-in. sample illuminated with white light. (b) High magnification SEM image of the typical top surface of the sample in (a) & (c) cross section SEM imaging showing a monolayer colloidal crystal polymer nanocomposite made by spin-coating. Contact angle measurement of (d) water \((\alpha = 26.9^\circ)\) and (e) DMF \((\alpha \approx 0\) or immeasurable) and the comparison of wettability with 300 \(\mu\)L (50 mg/mL) of (f) silica spheres in water and (g) silica spheres in DMF solution droplets on piranha cleaned 2 inch Si substrates. SEM images after-spin-coating at the same speed of silica spheres (h) in water and (i) in DMF.\(^{37,38}\)

Manipulation of inertial forces through spin-coating\(^{37,39-41}\) can produce polycrystalline deposits over large areas. However, with this technique the best results seem to occur for those involving some kind of localized restraint to ensure close packing of the spheres, such as what Jiang *et al.* demonstrated, whereby large, wafer scale 3D colloidal crystals were formed using silica spheres inside a polymer matrix, and then selective removal
of the spheres or polymer produced either colloidal crystals or macroporous polymers, respectively.\textsuperscript{39} This is shown in Fig. 2.6 (a-c). They further developed the technique by producing non-close packed, two dimensional monolayer colloidal crystal-polymer nanocomposites through spin coating with a gradual increase in spin speed. Spin coating requires a lot of optimization and balance in terms of material concentrations, particle size and spin speed, it does have a tendency to produce patchy deposits which is why Jiang \textit{et al.} advises priming the silicon substrate with 3-acryloxypropyl trichlorosilane to reduce patch formation.\textsuperscript{37} Arcos \textit{et al.} investigated the local and large scale order for spin coated colloids, showing thickness and symmetry to be controllable by solvent choice and spin speed\textsuperscript{40}.

More recently as shown by Fig. 2.6 (d-i), the addition of the organic solvent N,N-dimethylformamide (DMF) (Fig. 2.6 (e),(g),(i)) has been suggested as a means of producing enhanced uniformity and coverage for spin-coating silica sphere monolayers compared with spheres suspended in water (Fig. 2.6 (e),(g),(h)).\textsuperscript{38} This further highlights the importance of the dispersal solvents properties, such as surface tension, evaporation rate and subsequent wettability, in achieving large scale coverage of uniform sphere structures by spin coating. However, the polycrystalline nature of most spin coated structures produced to date could make them more suited as templates for the production of monolayer porous materials with very low crack densities, as opposed to photonic applications directly.\textsuperscript{40}

The application of a magnetic or an electric field, in directing sedimentation has proved useful for the formation of highly ordered structures, at much faster rates than those methods relying on gravity alone. The surface charge of the colloidal particles and the pH of the entire solution can be controlled towards enhancing or slowing sedimentation of the spheres under the external force. A magnetic field can be modulated spatially in time and in magnitude and so can provide a versatile driving force for colloidal self-assembly.
Fig. 2.7 Schematic illustration of the dipole–dipole interactions between two identical magnetic particles in an external magnetic field\(^42\) (b) TEM and SEM images of Fe\(_3\)O\(_4\)@SiO\(_2\) particle chains fixed in a polymer matrix\(^43\) (c) Magnetic field distribution around a non-magnetic particle with a dipole moment in the direction opposite to the applied magnetic field (top) and the dependence of interparticle dipole-dipole force on particle configuration (bottom), the colour bar indicates magnetic field strength.\(^43\) The reflectance spectra for a 1 mm thick polystyrene (PS) film in ferrofluid solution for external magnetic fields with varying strength (d) and for a fixed magnetic field (2530 G) over time (e).\(^44\) (f) Influence of the average magnetic field gradient, dH/dL on the lattice constant of a thick CCA composed of 134 nm superparamagnetic particles\(^45\) (g) In-plane forces attracting paramagnetic particles (red) onto the nickel grids embedded in a layer of poly(dimethyl siloxane) (PDMS) placed on a permanent magnet of typical strength 0.442 (top) and (bottom) magnetic particles (purple) assembled on the nickel grids (grey).\(^46\)

Li et al. has investigated several methods of magnetic self-assembly, taking advantage of the dipole-dipole interactions between magnetic particles for the assembly of 1 – dimensional chain-like sphere assemblies (Fig. 2.7 (a-b)),\(^43\) and using a ferrofluid for the
magnetic assembly of non-magnetic particles (polystyrene (PS) spheres) into 1D chains under a weak external magnetic field and into 3D structures with the application of a strong magnetic field (Fig. 2.7(c-e)).\textsuperscript{44} Li also highlighted an improvement in the effect an externally applied magnetic field can have on the packing and order of the non-magnetic sphere assembly when sustained over for a period of time, see reflectance spectra in Fig. 2.7(e). Asher et al. assembled superparamagnetic non-close packed photonic crystals using highly charged superparamagnetic polystyrene-iron oxide composite colloidal particles, fabricated by the emulsion polymerization of styrene in the presence of \textasciitilde 10 nm iron oxide particles. The application of an inhomogeneous magnetic field to an aqueous assembly of these particles produced particle attraction towards the maximum of the local magnetic field gradient, compressing the already partially assembly colloidal arrays along the magnetic field gradient.

The lattice constant, as a balance between the magnetic packing forces and the interparticle electrostatic repulsive forces, was a minimum at the locus of the magnetic field gradient maximum. An increase in the magnetic field and magnetic field gradient saw a decrease in the lattice constant of the packing structure, shifting the diffraction wavelength of the assembled structure to lower wavelengths (Fig. 2.7(f)). Magnetic assembly has also been used for the assembly of colloidal particles into patterned structures as shown in Fig 2.7(g). Patterning of colloidal spheres by different methods will be discussed in more detail later. The necessity of using ferro- or paramagnetic materials, or the doping of latex particles with superparamagnetic nanoparticles\textsuperscript{42-45} can make magnetic-field-induced self-assembly seem less applicable than the use of, for example, an electric field\textsuperscript{47-52} to direct sphere aggregation.

Electrophoretic deposition is a process where conductive electrodes are suspended in parallel in a solution of charged colloidal particles and the manipulation of the electric field induces sedimentation on the oppositely charged electrode by the process of electrophoresis. Control parameters include substrate choice and conditioning, sphere functionalization and
solution pH. This has been demonstrated for silica spheres, whereby Holgado et al. established electrophoretic deposition of silica particles as a method for controlling sedimentation velocity, thereby overcoming the sedimentation complications that arise for sphere sizes that are too small or too large. Rogach et al. further developed the method showing its suitability for the formation of 3D ordered polystyrene sphere deposits, underlining the high level of quality and increased assembly time achievable through electrophoretic deposition. Despite the fact that this method allows for the production of thick opals deposits, little investigation has been made into the influence of different experimental parameters on the nature of the deposits formed. For example, the influence of substrate used, time and voltage dependences and the degree of control which can be achieved over opal ordering remain open issues.

Fig. 2.8 (a) Schematic of the particle and water fluxes at the liquid-air contact line, in the vicinity of monolayer particle arrays growing on a substrate plate that is being withdrawn from a suspension with an inset highlighting the liquid bridge between two neighbouring particles. Here, \( v_w \) is the substrate withdrawal rate, \( v_c \) is the array growth rate, \( j_w \) is the water influx, \( j_p \) is the respective particle influx, \( j_e \) is the water evaporation flux, and \( h \) is the thickness of the array. (b) Number of layers vs the inverse of the particle diameter, for samples grown from a 1% volume fraction solution (top) and the number of layers vs the particle volume fraction (bottom) for 298.6 nm spheres grown by the Colvin method.
The development of vertical deposition via evaporation induced self-assembly compelled by capillary interactions is one of the most frequently used methods for sphere assembly and has been shown to produce better quality films than those achieved through simple sedimentation. The development of this technique began with the early work of Dimitrov and Nagayama which outlined a process of convective assembly for the growth of homogeneous monolayers of PS spheres on planar substrates by controlling the position of the leading edge of a meniscus on a substrate vertically removed from a solution of colloidal spheres.\(^{53}\) This process and the forces involved are outlined in the schematic in Fig. 2.8 (a). The factors governing the order, thickness and rate of formation of the film are quantified, from humidity and temperature to volume fraction.

The vertical deposition technique more directly refers to the method outlined by the Colvin group where a substrate is settled vertically in a solution of spheres forming a meniscus which is then swept vertically along the substrate as the solution evaporates, requiring no substrate removal. This action forces the colloidal particles to self-assemble on the substrate as the meniscus advances with evaporation, resulting in the formation of high-quality multi-layer films of close-packed silica spheres, with thicknesses up to 50 µm.\(^{54}\) Jiang and colleagues applied the quantitative model developed by Dimitrov and Nagayama for the relationships between volume fraction and sphere diameter with the number of colloidal layers assembled by their stationary method. This vertical deposition technique, often referred to as the Colvin method, has since become a favoured technique for sphere assembly, due in most part to its simplicity and thickness control (see Fig. 2.8(b)), it is however somewhat limited by the time needed for solution evaporation and is highly sensitive to substrate and environmental conditions, such as evaporation rate.

Both of these methods are conceptually similar to the layer-by-layer scooping technique,\(^{55}\) or the Langmuir-Blodgett technique\(^{56, 57}\), however with vertical dip-coating the
film forms out of solution directly onto the substrate and by Langmuir Blodgett the spheres, latex or silica, are first arranged at the air-water interface or the surface of a non-miscible solvent. The arranged spheres are then transferred to the substrate by a moving barrier exerting a compaction force on the particles. Repeated cycles of Langmuir Blodgett can produce 3D structures but the transfer of the ordered layers from the liquid interface to the substrate can cause disruptions that limit the structural order. Langmuir Blodgett is therefore best suited to large-area monolayer formation but can provide a high degree of control for synthesising layered structures.

Since Nagayama’s early investigations into the use of dip-coating for the formation of well-ordered sphere assemblies, dip-coating has been substantially investigated and varied in order to optimize the process. Several methods have been investigated towards improving the order of dip-coated colloidal crystals, for example, Khunsin et al. investigated the effect of perturbative noise-like acoustic waves on colloidal crystal growth during dip-coating (Fig. 2.9).
2.9(a)). The authors studied the overall changes in colloidal ordering as a function of the mean vibration magnitude\textsuperscript{58, 69} and observed an improvement in overall opal order when continuously displacing the meniscus, as shown in Fig. 2.9 (b and c).\textsuperscript{47, 57} They determined an optimum level of acoustic vibrations for increasing the effective crystallization time in the solution meniscus, leading to a less stressed lattice with no change in generic symmetry.

One of the limiting factors of both vertical deposition and dip coating is the settling of the colloidal solution over time. In particular, for larger sized particles, the long periods of time often required for achieving well-ordered opals through controlled withdrawal or evaporation of the dispersant liquid is problematic. Therefore, one of the major benefits of the noise agitation not initially highlighted by these works is quite simply the interruption it provides in the settling of the suspended spheres. Dip-coating as a whole provides a lot of potential for industry application with, for example, its suitability to a process-line-type production scenario. It also provides the desired controllability over sample assembly needed for industry application through the variety of controllable and adaptable parameters available, for example, the withdrawal rate, the concentration of spheres and the evaporation rate, providing several routes towards perfecting and idealizing sample formation standards.

Several of the techniques or effective forces already discussed have been further adapted or exploited by the addition of some type of spatial confinement. For example, Kim et al. demonstrated a method whereby regular convective assembly was modified by the addition of another glass substrate in front of the glass substrate attached to the dipping apparatus, with a gap of approximately 100 \( \mu m \) in between.\textsuperscript{70} A small amount of colloidal suspension was then inserted into this gap with a capillary force strong enough to keep the suspension inside the gap. The raising of the back glass substrate at a specific rate while applying hot air to the meniscus edge caused the water in the colloidal suspension to evaporate, assembling the spheres into ordered structures and fixing them to the back
substrate. The meniscus thinning rate could be modulated by controlling the lift up rate of the substrate and the method was shown to be successful for the formation of both mono- and multi-layered structures as well as binary colloidal crystals (discussed in detail later). A similar method produced two dimensional monolayers of poly(methyl methacrylate) (PMMA) spheres self-assembled from a colloidal solution dragged between two plates; the top plate was dragged at a constant velocity in the direction opposite to monolayer growth. The spheres were directed towards the contact line of the solution meniscus by evaporation induced convective assembly, much like the vertical deposition and dip-coating techniques discussed previously. However, this method allowed for smaller amounts of colloidal solution, producing monolayer particle arrays covering large areas provided that the particle concentration, sliding speed of the top substrate and wettability of the bottom substrate were optimized.

### 2.3.1 Binary Colloidal Crystals

First observed in nature in the Brazilian opal, binary colloidal crystals (bCCs) consisting of spheres of two sizes, large (L) and small (S) particles, can offer a rich variety of crystal structures compared with the colloidal crystals discussed so far. The type of patterns and symmetries formed are generally characterized by the stoichiometry $L_S N$, where $L$ represents the large spheres, $S$ the small spheres, and $N$ represents the number ratio of small to large spheres. These complicated structures however, have seen limited use to date due to the difficulties in formation and characterisation they present compared with their single sphere-size counterpart. The first laboratory example was created using charge-stabilized latex particles dispersed in water by Yoshimura and Hachisu, who connected the type of structures formed with the size ratio of the particles, the number ratio, and particle concentration. Yoshimura and Hachisu also pointed out the similarity of these structures to the structure of
several metal alloys. The potential therefore, of bCCs, formed with polymer and/or silica spheres, lies not only in their photonic characteristics but in their exploitation as ideal models for the atomic arrangements\textsuperscript{74, 75} of certain metal compounds,\textsuperscript{62, 63} as well as lithographic templates for complex micro- and nano-structures and surface patterning.\textsuperscript{76, 77} Synthesis routes initially relied on sedimentation under gravity which (as with ordinary colloidal crystals) is extremely time consuming making it a less viable route for large scale production.

Over the last decade however several layer-by-layer\textsuperscript{78-81} and co-deposition techniques\textsuperscript{76, 82-86} have been designed for the formation of both ordered and disordered bCCs. Van Blaaderen and co-workers reported the fabrication of bCCs through vertical deposition, where a 2D hexagonal close packed crystal of large silica spheres was grown first at the slow rate of \(~\)1 to 2 mm a day on a glass substrate. The small particles, of either silica or polystyrene, were then deposited onto the large-particle template by the same method. These steps were successively repeated to create 3D structures of alternating layers of large and small spheres, and structures with stoichiometries of LS, LS\textsuperscript{2}, or LS\textsuperscript{3} were grown by this method by varying the size ratios and volume fractions (see Fig. 2.10 (a-b)). Kitaev and Ozin presented an accelerated vertical deposition technique where low pressure was applied to accelerate the rate of ethanol evaporation from a solution of both large and small negatively charged spheres at low concentrations, producing monolayer bCCs. In this case the smaller spheres were organized within the interstitial sites between the hexagonally ordered larger spheres. The number of small spheres between the larger was shown to vary with small sphere sizes and concentration\textsuperscript{87} as seen in the SEM images in Fig. 2.10 (c).
Fig. 2.10 SEM image of binary structure grown by a layer-by-layer technique showing (a)i a layer of smaller spheres on a 2D layer of larger 203 nm silica spheres in a LS$_3$ stoichiometry and (a)ii an incomplete third layer of larger spheres to illustrate over-layer formation and a schematic representation (b)i of the process of assembly for the smaller spheres onto the larger 2D structure as a function of volume fraction $\phi$ and diagrams for the unit cells of the (b)ii LS$_2$ and b(iii) LS$_3$ arrangements. (c) SEM images of the variation in binary stoichiometry for different volume fractions $\phi$ and sizes $d_s$ of small spheres (i) $\phi = 3.1 \times 10^{-4}$ $d_s = 290$ nm (ii) $\phi = 5.6 \times 10^{-4}$ $d_s = 145$ nm deposited by the accelerated vertical deposition. (d)i Schematic representation outlining the formation of binary structures using the water air interface and compression forces (d)ii wafer surface after liquid lowering and the monolayer formed from 1063 nm and 225 nm sphere solution with size ratio 1:6 transferred from the water air interface and dried (d)iii SEM image of the top surface.

Both step wise spin coating forming LS$_2$ and LS$_3$ stoichiometries, and confined-convective assembly forming structures of LS$_2$, LS$_3$ as well as the more complicated LS$_4$ and LS$_5$ stoichiometries have been presented as faster routes for the assembly of bCCs. Kim et al. suggested that confined convective assembly can be used to produce ordered binary structures for a size ratio $\leq 0.58$ with anything above leading to the formation of only random configurations. If the diameter of the smaller spheres is too large, filling the interstices between the larger particles in the already assembled monolayer with the required periodicity will not be possible, therefore ordering will be disrupted. Smaller spheres have also been
assembled on an already formed monolayer of larger spheres by electrophoretic deposition, producing several stoichiometries (e.g. LS, LS₂, LS₄ and LS₈) controlled by the size and the volume fraction of the small spheres used. It is important to note in this case that the monolayer of larger spheres is deposited through ordinary capillary interactions caused by solution evaporation, and therefore already in place to provide a template for the electric field induced assembly, designating this method as a layer-by-layer technique for 2D crystal formation and limiting the speed of the technique. Wang et al. described a vertical lifting co-assembly technique for the formation of 3D bCCs. More recently, monolayer assembly using interactions at the water-air interface has become one of the more widely studied techniques for bCC assembly due in part to its adaptability to nearly any substrate. Shen et al., first assembled the binary structure at the water-air interface in the presence of a surfactant (SDS) and then transferred it to the desired substrate, thus preparing monolayer bCCs over large areas in a short time. A colloidal mixture in ethanol was drop cast onto hydrophilic glass surrounded by DI water, spreading out rapidly across the slide and on to the surface of the water where the floating spheres then assembled into ordered 2D arrays on the surface with the help of added SDS which reduced overall surface tension. The glass slide reduces the spreading speed of the suspension enough so as to allow time for an ordered monolayer to self-assemble.

This approach prompted several other studies into the formation of bCCs using the water-air interface; Vogel et al. explored the assembling of bCCs using a Langmuir trough attempting to establish more control over the composition for a large range of size and number ratios. As shown in Fig. 2.10(d), a floating 2D binary crystal monolayer was compressed by the Langmuir trough and, as the water sub-phase was pumped out, transferred to the substrate which was submerged at an angle just below the water-air surface. Dai et al. described another method where the binary colloidal solution with added ethanol was
dispersed into a liquid film on the chosen substrate. Solvent evaporation caused convective flow of the spheres towards the water-air interface and assembly into ordered binary arrays under de-wetting and capillary effects, provided that the size difference between the large and small spheres was sufficient. On the basis of this type of assembly Dai et al. established a phase diagram, in Fig. 2.11 as a function of volume ratio for the formation of monolayer bCCs offering an effective way for predicting the resulting pattern stoichiometries provided that the size and volume ratios for the spheres well dispersed on a water-air interface is known.  

\[ (\Phi_{S/L})^3 \]

Fig. 2.11 Phase diagram of monolayer bCCs, or \((\Phi_{S/L})^3\), as a function of \(V_{S/L}\) for different monolayer \(LS_N\) bCCs. Each plot corresponds to the denoted single-phase line. The areas between two adjacent straight lines correspond to the denoted two-phase regions. Shadow area corresponds to \(a_{\Phi S/L}\) smaller than the lower limit (or 0.077). The points a, b, and c indicate the \(LS_9\), \(LS_9\) \(LS_{12}\) hybrid, and \(LS_{12}\) bCCs, respectively. 

Very recently, a technique for the growth of bCCs within microfluidic devices has been presented by Harrison and co-workers. A mixed colloidal dispersion was injected into a dispersion reservoir and pulled along a microfluidic channel fabricated via soft lithography in PDMS. Evaporation occurred though the evaporation reservoir at the other end and triggered self-assembly. For silica particles the suspension was repeatedly mixed via a
periodic chip rotator thereby counteracting the hydrodynamically amplified sedimentation and producing well-ordered bCCs.\textsuperscript{86}

As discussed above, binary colloidal crystal structure is primarily determined by the size ratio of large (L) to small (S) colloidal spheres, as well as the relative content of both spheres. The number and variety of assembly routes for bCCs developed so far are relatively few compared with ordinary colloidal crystals and the bulk of these generally refer to the formation of monolayer or 2D structures only, though some layer-by-layer techniques can deliver 3D structures. Several routes continue to suffer under lengthy time requirements, premature sedimentation of the larger particles and poor control over larger dimensions. Further development into a cost effective and fast single step method for controllable fabrication of bCCs is therefore needed, because 3D binary structures still hold great possibilities and are ideally suited as a complex template architecture for inverse opal fabrication, their untapped potential, both optically and structurally, could be of specific use to future optoelectronic development.\textsuperscript{88, 89}

### 2.3.2 Patterned Substrates and Constrained PhC Assembly

As already discussed, most of these assembly routes utilize the naturally occurring gravitational or capillary forces incurred by colloidal particles, which can have different effects on colloidal assembly, being in most cases advantageous for thickness control, ordering, and domain size definition of the colloidal arrays. However, capillary interactions usually lead to the formation of close-packed colloidal crystals with the hexagonal or FCC (111) lattice plane almost always parallel to the substrate surface, thereby limiting the crystal orientation and type of packing. As the optical characteristics of the PhC, specifically the position and wavelength range of the PBG are affected by lattice structure and symmetry as well as filling fraction, therefore the ability to design and direct lattice orientation is of
interest for PhC investigations and application. For example, non-close packed spheres allow higher filling fractions useful in creating wider PBG materials and have shown a lot of potential in the fabrication of nano-hole arrays and microwells. As already mentioned earlier, control over defect positioning and density is also paramount when designing PhC structures for use in optoelectronic devices that require both long-range order and precise pattern registrations. Solid surface patterning through the use of colloidal sphere masks has also received a lot of attention for the formation of structures at sub-micrometer and nanoscale. This nanosphere lithography (NSL) could be improved if the assembly of the spheres could be controlled more precisely. With these rewards in mind, several routes towards directing colloidal growth have been investigated through the use of topographically or chemically patterned substrate, the use of electrical or magnetic field manipulation or a combination of both.

Complex aggregates (polygonal and polyhedral clusters) of polymer spheres were assembled by Younan Xia et al., by using a 2D array of holes patterned into photoresist and then removing the resist. Van Blaaderen and colleagues demonstrated the templated assembly of silica particles by vertical deposition on silicon substrates patterned using a combination of electron-beam lithography and reactive ion etching. They determined that for many cases, symmetry tends to alter for a single layer but revert to its favoured hexagonal ordering for subsequent layers. Silica spheres have been patterned into particle wires by coupling solvent chemistry and regions of hydrophilic silanol groups formed using self-assembled monolayers (SAMs) of octadecyltrichlorosilane (OTS) modified by UV irradiation, as shown in Fig. 2.12 (a)-(c).

Recently, Yuko Olsen et al. investigated the relationship between voltage and particle-to-hole size ratio when electrophoretically depositing on hole patterned substrates. They determined that for smaller hole sizes, a larger electric field was required for sphere deposition to occur. For example, no deposition...
occurred for an applied voltage of 5 V/cm but particle deposition began in the larger 5 μm hole at 10 V/cm, however, an electric field of 15 V/cm was needed for spheres to assemble in the smaller 2 μm hole (see Fig. 2.12 (d)). The discovery of a voltage threshold for each size hole creates avenues for precise control in sphere deposition by the adjustments in pattern hole size and voltage. With the inclusion of a positively charged surface by application of poly-L-lysine, further anchoring of the negatively charged PS spheres within the pattern was encouraged. Olsen and co-workers created a variety of assembly patterns, including dimers, trimers and higher order assemblies with different separations, see Fig. 2.12(e).

**Fig. 2.12** (a) Schematic of the process for the fabrication of a particle wire using a patterned SAM and liquid bridge and SEM images of the wire structures formed for spheres in (b) an aqueous solution and (c) ethanol solution. (d) SEM images showing the effect of pattern hole size with respect to voltage applied. Four different hole sizes of 5 μm, 2 μm, 1 μm, and 500 nm were patterned onto an electrode. At 5 V/cm, no deposition was seen in any of the holes. With increasing voltage, depositions into subsequently smaller sized holes were observed. (e) SEM image of PS dimer structures constructed by EPD onto a two hole array pattern, with increased separation, showing the controlled spacing of the PS beads.

As has been shown, methods for artificial opal assembly abound, and while photonic crystals themselves offer immense opportunities, their popularity is perhaps derived more as
a result of the simplicity and diversity they provide as templates for the formation of three-dimensional porous structures, more specifically inverse opals (IO). Inverse opals are created by the infiltration of synthetic opals with a material of high refractive index and subsequent removal of the spheres to produce a structure of periodic voids (air) surrounded by continuously interconnected material, and this creates a large refractive index contrast that has the potential to produce a full PBG. Not only however, are these structures used for the formation of optically significant inverse opal materials, but they present a simple and ideal route for the formation of both ordered and disordered three-dimensionally porous structures highly beneficial to several areas of research.

2.4 Inverse Opals: Formation and Emerging Technological Applications

IO’s are a close packed array of spherical voids, formed by infiltration of the PhC or artificial opal with a material of high refractive index and the removal of the spheres by chemical etching or calcination. In general, IO formation can be discussed in three steps: (1) opal template formation by one of the techniques outlined previously, (2) material infiltration and conversion, for example, by hydrolysis or other means, and (3) inversion by the removal of the spheres. As discussed above, most opal templates are formed using silica, PS or PMMA spheres. Silica spheres offer high temperature stability but require removal by wet chemical etching in non-aqueous HF or NH₄F, polymer spheres are removed more easily by either solvent removal, plasma treatment, or calcination at temperatures above the glass transition temperature of the sphere material. The type of spheres used should reflect the choice of infilled material and the method of synthesis, given that these can vary between three general approaches: a) impregnation with liquid precursor or sol-gel, b) gas-phase depositions such as chemical vapour deposition (CVD) and atomic layer deposition (ALD) that take place at extremely high temperatures unsuitable for polymer templates, and c)
electrochemical deposition whereby the chosen material is precipitated out of an electrolyte and gradually nucleates and grows within the template interstitials.

Both the choice of network material and the method of synthesis are highly dependent on the desired application. A material with a sufficiently high refractive index, ideally higher than 2.8 and an optimal filling fraction can produce a full PBG in the near infrared and visible range, provided the material exhibits minimal absorption along the desired wavelength range. There are however, abundant applications that do not require a complete PBG but still benefit from the porosity, topology and symmetry of the IO structure and the optical characteristics maintained therein. Therefore, the technologies presently under investigation for functional enhancement by IO inclusion are wide-ranging and include for example, photochemistry and catalysis, high pressure liquid chromatography, solid-state dye and polymer lasers, as well as sensors, waveguides, optical switches and light emitting devices. One of the more promising arenas of application, increasingly gaining attention is in energy storage and generation, such as thermophotovoltaic (TPV) systems, dye sensitized solar cells (DSSCs) and Li-ion batteries (LIBs).

2.4.1 Inverted Opals for Optoelectronics and Telecommunications

As discussed above, the optical characteristics of photonic crystals make them ideally suited to several light relevant applications. Through the introduction of defects that locally disrupt the periodicity, allowed states can be created within the band-gap, thereby producing light localization close to the defect, ideal for trapping and guiding light. The use of light as opposed to electrons for the transfer of information has become increasingly more prevalent with the collective aim of developing all-optical integrated circuits. The existence of the PBG or stop bands and the resultant reflection of certain wavelengths, as well as the localization properties and possibilities for suppressed or heightened spontaneous emission coupled with
the ability to control these characteristics through material choice and design bestow inverse opals with immeasurable application potential. They have thus far been investigated for a number of optical devices, including waveguides, LEDs, filters, optical switches as well as sensors both chemical and biological.

**Fig. 2.13** Band structure of silicon inverse opal with an 88% infiltration of Si, the full PBG is shown by the crosshatched region, with a gap to mid gap ratio of 5.1% and SEM image of the (111) face of the silicon IO.

The first important step in photonic crystal applications within communications was the synthesis of a Si IO with a full PBG (see Fig. 2.13) within the frequency range relevant for telecommunications ~1.5 μm and above the absorption edge of Si, therefore limiting absorptive losses. Si was grown by CVD within a template of silica spheres, using disilane (Si₂H₆) gas as the precursor. In a 2013 work, Feng Jin et al. demonstrated the lasing and amplified spontaneous emission of a resonant cavity fabricated by sandwiching a tert-butyl rhodamine B dopped PMMA film between two polymer IOs that acted as feedback mirrors. The polymer IOs were formed as shown in Fig. 2.14 (a) by the infiltration of a PS sphere template with a photopolymerizable resin and polymerized by exposure to UV light. When the gain medium was sandwiched between two IO structures as in Fig. 2.14 (b), the overlap of the photonic stop band of the polymeric IOs with the photoluminescence band of the dye...
molecules in the sandwiched layer produced single mode lasing emission.\textsuperscript{117} (see Fig. 2.14 (c) and (d))

\textbf{Fig. 2.14} (a) Schematic illustration of the construction process of the polymeric IOs and an SEM image of the resulting IO formed with 256 nm PS spheres. (b) Schematic outline of the fabricated lasing structure. (c) Emission spectra of the resonating cavity with photonic stop band at the wavelength of 610 nm under different excitation energy with spectra offset for clarity. (d) Dependence of the FWHM and integrated emission intensity on the excitation energy in the resonating cavity with 610 nm photonic stop band.

The epitaxial growth of group III-V semiconductor materials in 3D IO nanostructures using selective area epitaxy through a 3D artificial opal template has been demonstrated by Braun \textit{et al.}, specifically, the formation of GaAs IOs (shown in Fig 2.15.(a) and (b)) for optical applications.\textsuperscript{113} A 3D PhC LED was then fabricated by incorporating a passivation layer of InGaAs between Si doped and C doped GaAs IO cladding layers during growth through the PhC template, thereby creating a LED heterostructure within the 3D PhC structure, shown schematically in Fig. 2.15 (c). This PhC LED displayed electrically driven emission at increasing drive currents (see Fig. 2.15 (d)).
Fig. 2.15 Schematic and SEM image of (a) a GaAs filled PhC template and (b) an inverted GaAs structure after template removal (c) Schematic of a GaAs 3D photonic crystal LED fabricated by containing an InGaAs light-emitting layer (red) with a GaAs 3D PhC (blue). The complete structure was then lithographically patterned into a cylindrical mesa with a Au ring electrode on the surface and (d) the electroluminescence spectra from the 3D PhC LED with emission not modified by the 3D photonic structure and showing the intensity to be linearly dependent on drive current.\textsuperscript{113}

The reflection of light at particular wavelengths and the dependence of these wavelengths on the refractive index contrast of the PhC make IOs extremely useful in sensor applications. Simply altering the refractive index contrast by replacing or altering one of the materials (usually air) with a material of different refractive index will produce a shift in the PBG or stopband of the IO structure. Hydrogel IOs in particular have been presented as pH,\textsuperscript{118, 119} humidity,\textsuperscript{120} glucose\textsuperscript{121} and gas sensors.\textsuperscript{122} For example, amine-functionalized hydrogel IOs have been described for use in CO$_2$ gas sensing, formed through infiltration of a silica opal with dimethyl aminopropyl methacrylamide (DMAPMA) precursor which was then photopolymerized.
Fig. 2.16 (a) Schematic illustration for the fabrication of the CO\(_2\) sensitive inverse opal film and the sensing mechanism of the inverse opal film (IOF) for CO\(_2\) gas sensing (b) The induced color change of the CO\(_2\) sensitive inverse opal film in pure water after being bubbled with 1 mL CO\(_2\)--N\(_2\) mixtures from 0 to 4.9 vol\%. Scale bar: 0.5 cm. (c) Plot of the diffraction maxima of the photonic film versus fractions of CO\(_2\) in 1 mL CO\(_2\)--N\(_2\) mixtures. Inset in panel (c): the reflectance spectra of the photonic film corresponding to the fractions in (b).\(^{123}\)

The resultant IO structure once the spheres are removed when immersed in pure water, exhibited a significant redshift in diffraction peak when CO\(_2\) gas was injected into the water. A quantifiable relationship was observed between the colour diffraction from the PhC and CO\(_2\) concentration over the whole concentration range. Bubbling CO\(_2\) gas through the hydrogel functionalized with amino groups produced ion pairs more hydrophilic than the non-ionic amino groups and a Donnan potential that forces the hydrogel to swell, sensitivity
to CO₂ is developed by the increase of the fixed charge in the polymer network and a corresponding shift in the diffraction of light from the IO. These hydrogel IO structures were shown by Yijian Lai and colleagues as capable of detecting CO₂ from environmental gas samples.¹²³

**Fig. 2.17** (a) Schematic diagram of the process of formation for the silk fibroin IO structure and SEM images of IO structures formed with pore sizes (b) 240 nm and (c) 300 nm. (d) Transmission spectra for the silk IO lattice 300 nm when placed under tissue (chicken) slices of different thicknesses highlight pseudogap behaviour. (e) An image of the silk IO under one layer of tissue (0.5 mm thick) with a cover glass inserted between the tissue and the IO to avoid swelling and magnified transmission spectra to emphasize the transmission dip in thick tissue. (f) Glucose refractive index sensing for a silk IO with lattice constant 240 nm, showing reflectance spectra for different concentrations of glucose (0%, 5%, 12.5%, and 21.25%). (g) Plot of wavelength of reflectance peaks as a function of refractive index.¹²⁴

IO sensors also hold a lot of possibilities for use in biological applications.¹²⁴¹²⁵

Biocompatible silk inverse opals formed as schematically outlined in Fig. 2.17(a) from a purified natural protein, silk fibroin, were fabricated by Omenetto *et al.* By examining the optical response from their silk IOs (Fig. 2.17 (b) and (c)) under tissue (chicken breast) of
between 2 and 5 mm, Omenetto and colleagues confirm the ability to still detect the photonic stop-band even under a high scattering environment (see Fig. 2.17 (d) and (e)). The biocompatibility and the degradable, implantable nature of silk IOs present a number of possible applications within biological environments, in particular once the photonic response can still be detected, under living tissue. They also highlight the potential these structures have with regard to colorimetric sensing, by applying different glucose concentrations to affect refractive index changes within the structure causing a shift in the stop band position, as shown in Fig. 2.17 (f) and (g). The tunability of the stop band coupled with their low cost and ease of synthesis make IOs and PhCs in general extremely applicable to both sensing and switching applications, They present a number of possibilities for functional sensing devices for both gas and solvent detection, provided that material characteristics and design parameters can be tuned for fabrication within specific devices. However, one of their greatest application possibilities could be in bridging the medicinal and technical worlds, especially as research into the combination of biomaterials and PhC architectures continues. Not only do they show immense potential within sensing applications but throughout biological applications, including drug delivery and as scaffolds for tissue regeneration.

2.4.2 Inverted Opals for TPV Systems, and DSSCs

Metallic IOs are not normally favoured for optical applications due to their high absorbance in the visible range, but are showing increasing potential for modifying thermal emission as a result of the periodic modulation in the IO structure. One of the most limiting components in TPV systems for example, is the narrow band thermal emitter, which emits radiation in a narrowed range of energies towards the photovoltaic (PV) cell which then converts it to electricity. Therefore, the range of energies emitted must be comparable to the electronic
band gap energy of the PV cell in order to minimize losses and enhance efficiencies. Thermal emission is directly related to absorption and so at the energies within the photonic bad gap, where the density of states is zero and absorption is low, thermal emission is limited. There is a difficulty however in finding a material that can withstand the high operating temperatures required for these devices. While the 3D PhC has the ability to provide enhanced optical responses over 1 and 2D structures, there is still considerable attention given to 2D PhCs for application in TPV structures. The use of TPV systems as a method of recycling the heat produced in many industrial or combustion processes could be a viable route for achieving portable energy, accessible in remote locations.\textsuperscript{133}
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**Fig. 2.18** (a) Schematic outline of formation of tungsten IOs on tungsten foil by electrodeposition into a 3D silica sphere template and coating of the tungsten IOs with HfO\textsubscript{2} or Al\textsubscript{2}O\textsubscript{3} by ALD to impart thermal stability and SEM images (b) showing complete structural degradation after heating a tungsten inverse opal (not protected) to 1000 °C for 30 min in forming gas and of (c) Al\textsubscript{2}O\textsubscript{3} coated and (d) HfO\textsubscript{2} coated tungsten IOs after heating to 1000 °C for 12 h.\textsuperscript{134}

In particular, tungsten IOs have the potential to become the leading candidate for selective emitters due to the high melting temperature of tungsten allowing thermal emission
over a broad range, however, the thermal stability of tungsten IOs is low. One route towards improving this is the implementation of oxide passivation layers as a method of preventing surface diffusion and thereby maintaining structural integrity. This was presented by Arpin et al., in 2011, by the application of protective coatings of alumina or hafnia to the surface of tungsten IOs using atomic layer deposition, shown in Fig. 2.18. This method allowed the production of IOs with thermal stability (for at least 12 hours) of up to 1000 °C with the alumina coating and up to 1400 °C for the hafnia coated IOs.

![SEM images and J-V curves](image)

**Fig. 2.19** SEM images of (a) the TiO₂ IO structure with an inset showing the TiO₂ IO coated with the TiO₂ nanoparticle seeds for nanorod growth (b) the nanorod-coated TiO₂ IO structure (c) Magnified SEM image of the nanorods on the surface of the IO structure (d) Dye-adsorption density versus growth time of the nanorods illustrating the increase in absorption with increase in surface area (e) J–V curves of DSSCs comprising bare IO and nanorod IO electrodes.
There is presently a growing interest in the use of PhCs for solar energy harvesting in DSSCs whereby the porosity of the IO structure allows for better electrolyte infiltration and improvements in the photo-collection efficiency though enhanced electron transport. Traditionally, DSSCs consist of a number of stacked layers, including, a glass slide, a transparent conducting oxide, a photoanode of semiconductor oxide particulates (frequently disordered TiO$_2$ nanoparticles) along with dyes, electrolyte and the counter electrode. During operation, electrons from the dye are injected due to photoexcitation into the TiO$_2$ nanoparticles. It is the magnitude of the electron flux in the injection/transport process as well as the recombination processes that occur between the photoexcited electrons and the redox ions in the electrolyte that determines the efficiency of the DSSC. Replacing the nanoparticle materials with 3D IOs has shown a lot of promise in improving electron transport characteristics, due to better electrolyte infiltration and shorter electron diffusion distances.\textsuperscript{138} However, some issues have arisen due to a relatively lower specific area compared with conventional nanoparticle method leading to lower levels of dye absorption.\textsuperscript{139}

Some progress on improving this has been shown by the formation of mesoporous TiO$_2$ IO structures\textsuperscript{139} and by Moon \textit{et. al.} by combining the nanoparticles approach and the 3D IO layout.\textsuperscript{137} Through the hydrothermal growth of TiO$_2$, 1D nanorods on the surface of the TiO$_2$ IO structure, outlined in the SEM images of Fig.2.19 (a-c), the effective surface area was increases up to a maximum of 4 times the surface area of a bare IO. This along with a slight improvement in scattering abilities in visible light and improved dye absorption (Fig. 2.19(d)), led to improvements in several of the DSSC properties over the bare IO structure, including the short circuit current and the photocurrent (see Fig.2.19 (e)).\textsuperscript{137} The growth of nanorods on the surface of the IO structure could be of benefit to other IO applications as well, increasing the surface area while maintaining the connection to the overall IO base.
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Fig. 2.20 SEM images of (a) 500 nm diameter IO silicon PhC on a 5 mm thick nanocrystalline TiO$_2$ layer and (b) 500 nm diameter silicon IO PhC on a substrate covered with 10 mm long ZnO nanowires (150–200 nm diameter) and photographs of (c) a preformed film peeled from the original substrate and ready to be deposited on to another (d) silicon IOs on dye sensitized ZnO nanowire electrodes after calcination at 500 °C for 2 h and (e) I Current–voltage curve (AM 1.5 illumination 112 mWcm$^{-2}$; active area 0.25 cm$^2$) and (e)II quantum efficiency (monochromator slit opening 1.5 mm) for control and IO coupled DSSCs. The values for the reference cell are $J_{sc}$=6.3 mAcm$^{-2}$, $V_{oc}$=0.78 V, $h$ =2.33%, FF = 0.52. The values for the PhC coupled cell are $J_{sc}$=10.26 mAcm$^{-2}$, $V_{oc}$=0.73 V, $h$ =3.2%, FF = 0.48. QE = quantum efficiency.

However, the IO structure has also been applied to other aspects of the solar cell make-up both for DSSCs and for Si solar cells, with promising results. For example, carbon IOs have been investigated as a possible counter electrode material for DSSCs.\textsuperscript{140} Si IOs have shown promise as back reflectors for Si solar cells.\textsuperscript{141} Their inclusion was shown to improve absorption of near-IR wavelengths and give a 10% enhancement to short circuit current with no degradation in the open-circuit voltage. Mihi \textit{et al.} has also presented a technique for transferring preformed 3D Si PhCs onto different substrates including independently processed porous DSSCs of nanocrystalline TiO$_2$ and ZnO nanowire electrodes, see Fig. 2.20.
The performance of a device with and without the IO back-reflector were compared (Fig. 2.20 (e)) and the power efficiency for both devices with the IO structure i.e. either on TiO$_2$ or ZnO nanowires, was much better than that of the structure without, as shown by the external quantum efficiency plot in Fig. 2.20 (e)II, indicating the higher photocurrent for the IO-containing device. The ability to transfer Si IOs to DSSCs without disruption to structural integrity, could be adopted for other device types, that would benefit from the full or partial PBG provided by these Si IOs. As mentioned above, the initial attraction for IO incorporation in DSSCs stemmed from a need to improve electron transport, which IOs with their porous interconnected architecture allowed through better electrolyte infiltration and a three dimensional connected network. This advantage can also be considered for the adaption of IO structures for Li-ion battery electrodes.

### 2.4.3 Inverted Opals for Lithium Ion Batteries

Li-ion batteries power most of our portable electronics by virtue of their high energy and power density. It is well known however, that due to the brittle and disordered nature of the active electrode material presently used in most commercial Li-ion batteries and the subsequent need for conductive additives and/or binders to ensure good electrical contact, current batteries often suffer performance limitations, with electrical disconnections and poor ion and electron diffusion. There remains therefore, an ever-increasing need for a charge storage technology capable of providing the high performance and fast charging, needed to sustain our rapidly advancing, high-powered portable electronics industry as well as placate our need for cleaner energies, from electric vehicles to solar and wind storage, all, while maintaining stable and safe capacity retentions during operation. For this reason, a lot of consideration is currently given to the development of materials and architectures for the formation and optimization of electrodes in high-performance, rechargeable Li-ion
batteries. In particular, the open but continuously interconnected material design of IO electrode architectures has been shown to promote stable, and more efficient electronic and ionic conduction during Li insertion and removal, substantially improving both power and rate capabilities.

Fig. 2.21 (a) Process for fabricating the hierarchical V$_2$O$_5$ IO electrode, vanadium alkoxide precursor was infiltrated into a PS template, the precursor was exposed to water vapor for hydrolysis and condensation and sphere removal produced a V$_2$O$_5$ ambigel IO (b) galvanostatic characteristics for the hierarchical V$_2$O$_5$ electrode: (a) discharge–charge behavior at 48 mA g$^{-1}$ for three cycles; (b) discharge curves for a series of currents varying from 48 to 4800 mA g$^{-1}$.

The first investigation of inverted opal electrode design was completed on sol-gel vanadium pentoxide (V$_2$O$_5$) in its ambigel form (Fig. 2.21), a cathode material with high surface area and high porosity. Xerogels, aerogels and ambigel are nanostructured materials formed from the drying of wet gel precursors, a different level of drying creates a different level of porosity and surface area. Ambigels are low density materials with a level of porosity and surface area between that of a xerogel (moderately low surface area and porosity) and aerogel (high porosity and high surface area obtained under supercritical drying conditions). This was formed by centrifuging 5 μl of IPA diluted vanadyl alkoxide into the sphere template, aging for 24 hours and removal of the spheres in toluene. Solvent exchange
was performed in cyclohexane to produce the aerogel-like material. Sakamoto and Dunn discovered in this 2002 study that the inverted structure with pores of ~800 nm, combined with the mesoporosity of the ambigel on the scale of 10 to 30 nm, led to higher capacities at higher discharge rates which they attributed to improved mass transport and better electrolyte infiltration. The inverted opal architecture should potentially reduce the tortuosity and resulting polarization caused by mass transport through the active material compared with other conventional electrode designs. Vanadium pentoxide IOs have been studied several times following this but have generally concentrated more heavily on electrochromic behaviour rather than Li-ion battery cycling. However, since the initial investigation using V$_2$O$_5$ ambigel, several studies have since investigated the potential benefits of the inverse opal design on battery performance, for a host of other materials and material composites both for anode and cathode materials as well as the current collector and separator.

### 2.4.4 IO Cathodes

The effects of the IO macroporosity have also been investigated for LiCoO$_2$, the cathode material currently used in most commercial LIBs. A PMMA sphere template was infiltrated with a mixture of lithium acetate and cobalt acetate and heated to form the desired phase of LiCoO$_2$. In order to improve the porosity, grain control agents poly (ethylene glycol) or platinum modifiers were added to the salt precursors. These IO structures however, showed poor cycling ability and at high temperature the phase transformation of the LiCoO$_2$ resulted in significant grain growth that led to disruptive shrinkage in the material pores. Due to the scarcity of cobalt, its high cost and poor cycle life, LiCoO$_2$ is not considered as the most ideal cathode material for our growing energy needs moving forward. One example being considered as a potential replacement is LiFePO$_4$, a low cost material with a low toxicity and high thermal stability with a high theoretical specific capacity, it suffers however from poor
conductivity. The IO architecture has been investigated as route to overcoming this issue by increasing the interface between the electrode and electrolyte.147-149

The investigations into LiFePO$_4$ materials for battery applications have usually involved brittle, disordered particles, therefore an interconnected porous material could greatly decrease the diffusion distances the ions must travel, increase the surface area in contact with electrolyte and thus improve conductivity and overall performance. Doherty et al. investigated the performance of LiFePO$_4$ IOs of different pore sizes and calcination temperatures and found templates made with spheres of 240 nm, the largest used in the study, were found to have consistently higher discharge capacities than samples made with smaller diameter templates. Templates of PMMA spheres were infilled by drop-casting with precursor solution formed using iron nitrate nonahydrate (Fe(NO$_3$)$_3$ 9H$_2$O), lithium acetate (CH$_3$COOLi, Aldrich), and phosphoric acid. Some decomposition was observed in the IO structure during the necessary crystallization process by calcination at high temperatures, and it was suggested that templates of too small a sphere size are unlikely to produce uniform, undamaged IO structures. Discharge capacities close to the theoretical capacity of 170 mAh g$^{-1}$ were observed at low discharge rates for samples calcined at temperatures between 500-800 °C. At higher discharge rates it was the higher temperature calcined samples that performed best, i.e. the crystalline materials. Significantly less polarization was seen for samples prepared at 800 °C than those at 500 °C, indicating an improved conductivity due to the increased sintering of grain boundaries. The benefit of the IO structure was outlined as the most ideal method for controlling pore size and while increased surface area did not produce the best results here the increased performance for the larger template diameters was attributed to better electrolyte soakage.147

In a similar IO based approach, improved conductivity and shorter diffusion distances were achieved by combining the IO architecture with a conductive coating, FeF$_3$ IO
electrodes coated with the conducting polymer PEDOT. A PS template was first infiltrated with a solution of FeF$_3$.3H$_2$O in water and methanol with vacuum filtration to remove any residual solution. After the spheres were removed in toluene the conducting polymer PEDOT was then coated onto the surface of the FeF$_3$ IO electrodes by the *in-situ* polymerization of EDOT. The complete electrode had the benefit of increased conductivity from the PEDOT and the short diffusion distances of the porous FeF$_3$ structure. This combination produced a reported capacity of 210 mAh g$^{-1}$ at a current density of 20 mA g$^{-1}$ and high power capability of 120 mAh g$^{-1}$ at a current density of 1 A g$^{-1}$ at room temperature, with good cycling stability, all attributed to the enhanced ionic and electronic transport in the porous, conducting-polymer coated cathode.$^{150}$

### 2.4.5 IO Anodes

Due to its low cost, chemical stability and high electrical conductivity, carbon is presently the leading candidate as the anode material of LIBs and graphitic carbon is currently used in commercial LIB anodes. While carbon benefits from a high electrical conductivity, its performance at high discharge is limited by poor ionic conductivity. The IO structure has proven attractive as a possible architecture to improve overall carbon performance due in most part to its attractive mass transport capabilities and easier electrolyte infiltration. The first forays into the synthesis of carbon IOs concentrated mainly on optical capabilities,$^{151}$ however since then, C IOs have shown a lot of potential as a solution to rate limitations in LIBs.$^{152}$ The rate capability of a LIB is affected by a number of factors including charge-transfer reactions at the surface of the electrodes and the solid state diffusion of Li ions within the electrodes. The IO structure can potentially improve both of these through their increased surface areas, and macroporosity, shortening diffusion lengths. Significant improvement over non-templated carbon was reported by Stein *et al.* for hard C IOs synthesised using a PMMA
sphere template and resorcinol-formaldehyde (RF) polymer precursor.\textsuperscript{152} Their potential as anode materials has been further emphasised by recent investigations into further improving their battery performance through surface modification.\textsuperscript{153}

**Fig. 2.22** SEM images of the (a) IO C (b) amino-group coated IO C (c) mesoporous IO C and the discharge/charge profiles for the IO C and mesoporous coated IO C for the (d) first and (e) the tenth cycle and (f) the variation in specific capacity with an increase in specific current illustrating a greater decrease for the IO C compared with the mesoporous structure.

Kang *et al.* investigated the battery performance of C IOs (Fig. 2.22 (a)) formed by the infiltration of a PS template with a phloroglucinol/formaldehyde (PF) resol precursor and compared this with the performance of both mesoporous C IO (Fig. 2.22(b)) and C IO coated
The amino-groups were grafted on to the C IOs by dispersion of C IO material in deionized water, and the addition of 8.3 mmol of p-phenylenediamine and 8.3 mmol of sodium nitrate, 10 ml hydrochloric acid was subsequently added dropwise and the complete mixture was stirred for 4 h at room temperature. Mesoporous IOs were fabricated by adding a block copolymer Pluronic F127 to the PF-resol for infiltration of the PS template. Large irreversible specific capacities were presented for all the C IOs and attributed to the formation of a solid electrolyte interphase (SEI) layer on the IO material. The amino coated C, with an initial capacity of 359 mAh/g, showed very little improvement over the ordinary C IO material, however the first specific capacity for the mesoporous material is reported for a specific current of 100 mA/g as 432 mAh/g compared to the 350 mAh/g of the ordinary IO (see Fig. 2.22(d)) and to the ~372 mAh/g of commercial graphite. After 10 cycles the reversible specific capacity of the mesoporous C IO material was 375 mAh/g compared with the 290 mAh/g of the ordinary IO structure (Fig. 2.22 (e)) and the decrease in this capacity with increasing cycle number was less for the mesoporous IO structures. This was attributed to an easier ion transport channel and shorter solid-state diffusion lengths in the mesoporous IO material. The decrease in specific capacity of the C IO as the specific current increased from 100 to 300 mA/g was larger than that of the mesoporous structure (see Fig. 2.22 (f)). This was attributed to the faster Li-ion intake of the material and/or faster diffusion within the material due to the access afforded by the mesopores.\(^{153}\)

Both dense walled and porous walled germanium IOs have also been investigated for the anode of lithium ion batteries.\(^{154}\) Formed by chemical vapour deposition onto silica sphere templates, the resultant structures more closely resembled their template counterpart more so than the more familiar IO open-network structures. However, coulombic efficiencies of over 90% after the first cycle were reported for these germanium IOs, both for the dense
and porous walled IO material, which is presented as much higher than those of other germanium anodes, such as nanowires or thin film electrodes. An enhanced rate performance was also shown at high current rates for the porous walled IO and the higher capacity of ~10% attributed to the increase in surface area and the increase in Li-ion flux at the electrode electrolyte interface. The walls of the porous IO structure were shown through SEM and TEM to swell significantly during lithiation but no pulverization was seen which was accredited to the facile strain relaxation allowed by the free space available in the IO pores.

Several other materials have been investigated for IO anodes, including TiO$_2$ and NiO and in general, both cathode and anode IO materials have shown promising potential in enhancing the transport kinetics in the batteries, but have displayed only moderate improvements in rate performance and cycling stability. The macroporosity of the active material improves ion transport but does little to improve electron transport, the IO structure does not extend to the current collecting substrate or material. This has been suggested as the main reason for poor rate performance. For this reason in recent years, concentration has moved towards applying the IO structure to the current collector in order to improve electron transport. The active material is then applied to the IO structure as nanoparticles or thin films thereby allowing the dimensionality and connectivity of the IO network to extend to the active electrode as well. Essentially the use of a 3D IO structure as a support material allows the formation of nanocomposite active materials with improved conductivity or stability. These investigations have produced some of the most promising results towards achieving high power and high energy density batteries.

### 2.4.6 IO Current Collector and Separator

Zhang et al. reported superior rate performance in bicontinuous electrodes formed using a Ni IO support for the active material, synthesised by electrodeposition into a PS sphere template
(of either 1.8 µm or 466 nm diameter), with a current of ~2 mA cm$^{-2}$ using a commercial electroplating solution (Techni Nickel S, Technic Corp), as outlined in Fig. 2.23(a). The Ni IO was electropolished before infilling with the active material in order to increase the overall porosity to ~94%, see Fig. 2.23(b). The active cathode material MnO$_2$ was then electrodeposited on to the Ni framework and lithiated in a molten salt solution of LiNO$_3$ and LiOH. This three-dimensional bicontinuous lithiated MnO$_2$ cathode (Fig. 2.23(c)) with a thickness of ~30 nm was shown to retain 76% of its capacity when discharged at 185°C, and 38% when discharged at 1,114°C, as shown in Fig. 2.23(d). The authors reported that the use of smaller sized spheres at the templating stage resulted in a greater energy density for a given thickness of active material, due to the increase in surface area of the smaller pored system.$^{157}$

![Fig. 2.23](image)

Fig. 2.23 (a) Schematic for the formation of the bicontinuous electrode fabrication process, the yellow indicates the electrolytically active MnO$_2$ and the green is the Ni current collector and SEM images for (b) the polished Ni IO and (c) the lithiated MnO$_2$/Ni composite electrode (d) Ultrafast discharge of the lithiated MnO$_2$ material, at C-rates ranging from 1.1 to 1,114°C.$^{157}$
Large volume changes (up to 400%) can occur with silicon anodes during lithium insertion and extraction which leads to electrode pulverization and a loss of electric contact between the active material and the current collector (see schematic Fig. 2.24(a)). In order to alleviate this, Zhang and colleagues also investigated the use of a Ni IO current collector (Fig. 2.24 (b)) with a thin film of silicon material. A PS sphere template was formed on a tungsten foil by vertical deposition, infiltrated with Ni by electrodeposition and the spheres then removed in tetrahydrofuran. The resultant Ni IO (Fig. 2.24 (d)) was then electropolished to increase pore size as before and a thin film of silicon deposited by CVD from dislane. This produced a bi-continuous anode of thin layer silicon on a porous 3D Ni metal scaffold (Fig. 2.24(c and e)) that showed improved cycling behaviour compared to a thick layer of silicon deposited on a planar Ni foil.

After 10 cycles only 10 % capacity remained for the flat film on the Ni foil, which was attributed to pulverization of the silicon material and loss of electrical contact. The spherical pores of the 3D Ni provided a nanoscale reaction space for the silicon to lithium.
alloying/dealloying and limited the electrical disconnections due to volume changes responsible for the capacity fading in the flat film sample. Therefore the 3D structured electrode presented much higher specific capacity overall and much higher capacity retention, as shown by Fig. 2.24(f).

Recently, Ni/Si composite electrodes have been fabricated by the electrodeposition of a silicon layer on to a Ni IO scaffold.\textsuperscript{159, 160} In one such study, the battery performance of the Si-on-Ni IO structure was compared to a Si-on-Ni nanocable array of equal active material mass. The Si on Ni IO material did exhibit higher volumetric capacities and better rate capabilities than the nanocable array, however, both suffered capacity fading common with Si anodes, which they attributed in this case to the formation of an SEI layer on the silicon surface. Silicon film thickness was varied for a number of samples and a decrease in capacity retention was seen for silicon thickness of ~50 nm. Li insertion increases the thickness of the silicon material, causing the porosity of the IO to decrease which is believed to lower electrolyte infiltration and contact thereby lower capacity values. Therefore IO performance can be optimized through Silicon film thickness and IO pore size.\textsuperscript{160}

One of the disadvantages of thin film active materials atop conductive IOs is that volume expansion on lithium insertion can still be problematic, causing the material to delaminate from the IO current collector. Some success in alleviating this problem was seen by integrating IO C with geometrically entrapped active nanoparticles, in this case SnO\textsubscript{2} as is schematically shown in Fig 2.25.\textsuperscript{161} The macroporous nature of the C IO allows easy access for the Li ions and the geometrical constrains of the elastic C IO can better accommodate the volume changes in the active nanoparticles on lithium insertion and removal, reducing tendencies to self-aggregate and/or delaminate from the conductive IO.
Most research into the utilization of the IO architecture within LIBs has concentrated on the active components. Recently however, Hwan Kim et al. presented a study looking at the formation and potential benefits of an IO separator. The separator membrane takes its place between anode and cathode, and in most current LIBs is made of porous (randomly distributed) polyolefin materials. It is incumbent for high battery performance that fast and uniform ionic flow can occur through the electrolyte soaked separator. In this work by Kim and colleagues, an IO separator was formed by combining the template assembly and infiltration into a single step. In a polyethylene terephthalate (PET) nonwoven substrate, vertical deposition was used to assemble silica spheres in the presence of a UV cross-linked ethoxylated trimethylolpropane triacrylate (ETPTA) polymer matrix. The ETPTP monomer formed between the assembled spheres and was cured under UV irradiation for 15 s with the help of a photoinitiator. The silica spheres were then removed in hydrofluoric acid which resulted in a thin and flexible IO separator with a thickness of ~20 μm, see Fig. 2.26(a). The
ideal SiO$_2$/ETPTA composition for the formation of a well ordered well packed IO structure by this method was reported as 74/26 (v/v), composition ratios above and below this produced non close packed randomly dispersed spheres and poorly ordered aggregated assemblies, respectively. In a LiCoO$_2$ cathode/graphite anode cell, the OCV profile for the ordered IO separator is comparable to that of a polypropylene/polyethylene/polypropylene (PP/PE/PP) commercial separator. The behaviour of the disordered structures is less comparable, with sharp decreases in OCV profiles attributed to leakage currents.

**Fig. 2.26** (a) Schematic representation of IO separator manufactured via the simple one-pot EISA of SiO$_2$ nanoparticles in the presence of a UV-curable ETPTA monomer inside a PET nonwoven substrate, followed by UV-cross-linking and selective removal of the SiO$_2$ nanoparticle superlattices and the cycling performance of cells, where the cells were assembled with high-mass-loading electrodes (cathode/anode = 25.0/11.5 mg cm$^{-2}$) and IO separator (SiO$_2$/ETPTA = 74:26 (v/v)) or PP/PE/PP separator. The cells were cycled between 3.0 and 4.2 V at a charge/discharge current density of 1.0 C/1.0 C. (b) Variation in the charge/discharge profiles with cycling. (c) Capacity retention as a function of the cycle number.
The flexibility of this IO material while little different from current separator materials could be of interest within other applications, the seamless nanoscaffold structure is not disrupted when wound around a stainless steel rod with a diameter of 1.5 mm. The mechanical stability of the IO structure is maintained even after frequent bending deformation. This is however dependent on the non-woven substrate material. This IO separator has been shown to greatly improve ion transport under harsh conditions such as high mass loading, fast charging/discharging and highly polar liquid electrolyte compared with an example of a commercial separator, as shown in Fig. 2.26(b) and (c). The Ragone plot, describes the relationship between energy and power density, and the use of IO separator saw an increase in energy density compared with commercial PP/PE/PP separator for high power densities, i.e. a change in the Ragone plot was seen for a change in separator. While only the first step, the high wettability and 3D ordered macroporous interconnected nature of the IO separator presented by Hwan Kim et al. could lead to expanded thinking within battery performance optimization and material investigations. The higher ion conductivity of this IO separator appears very promising.\textsuperscript{162}

Today’s energy needs require a storage technology with the energy density of a battery and a power density of a supercapacitor. Supercapacitors store charge differently to batteries. In supercapacitors the charge is stored at the interface between electrode and electrolyte whereas in a battery it is stored in the electrode bulk. In 2013 Pikul et al.,\textsuperscript{163} presented a microbattery design, schematically depicted in Fig. 2.27(a), consisting of 3D bicontinuous interdigitated microelectrodes formed from thin layers of nickel-tin, for the anode, and lithiated manganese oxide, for the cathode, electrodeposited onto interdigitated highly porous Ni scaffolds, shown in Fig. 2.27 (b). The Ni scaffolds were fabricated through electro-deposition on PS opal templates assembled on glass with gold sputter coated into interdigitated rectangular templates on the glass. The top down view of the interdigitated...
electrodes are shown in Fig. 2.27 (c). The rate capabilities for this type of microbattery were examined to determine what possibilities the IO structure provided in terms of the energy and power densities (see Fig. 2.27 (d)).

Fig. 2.27 (a) Schematic illustrating the microbattery design (b) Cross-section SEM image of the interdigitated electrodes spanning two periods with insets of the magnified Ni scaffold coated with nickel–tin on the left and lithiated manganese oxide electrode on the right (c) A top-down SEM image of the interdigitated electrodes (d) Discharge profiles for different rates (e) Capacity of the microbattery for the first 15 cycles at the noted C rate, normalized to the energy at 0.5 C. The secondary y axis indicates the percentage of capacity retained in the given cycle when compared with the previous cycle (calculated for low C rate cycles only). Higher power densities up to 7.4 mW cm$^{-2}$ μm$^{-1}$, without sacrificing energy density, were reported. After four high rate cycles the microbattery cell retains 92% of its energy and 64% after 15 high rate cycles, see Fig. 2.27(d). This is attributed to a reduction in ion diffusion lengths through the active electrode material, the time for ion diffusion in electrolyte, and electrical resistances across the entire microbattery. This meets or exceeds the high power densities of the best supercapacitors with comparable energy density, 2000 times greater and 2× greater than the power density and energy density, respectively, of other 3D
microbatteries. This first example of a full battery system of IO electrodes highlights the full extent of the possibilities IOs bring to battery and energy research and design. The shorter diffusion distances, the increase in surface area and electrolyte infiltration and the lessened requirements for conductive additives ensure IO electrodes a place in future energy storage developments.

2.5 Conclusions and Outlook

In summary, the growth of PhCs by colloidal assembly routes has been presented with particular emphasis on directing and improving lattice arrangements through adaptations of long established methods, for example, using acoustic vibrations,\textsuperscript{58} confinement\textsuperscript{71} or patterned substrates.\textsuperscript{96} Assembly is essentially a balance of colloidal and external forces. Polymer spheres in particular are well suited to surface functionalization, offering further scope to manipulate their assembly behaviour. Through particle growth or resizing, and other factors such as untried sphere/solvent, sphere/solvent/substrate couplings there remains room for further improvement and development. Assembly is still limited somewhat by the time requirements necessary for much of the growth methods discussed and uncontrolled defect registrations remain continuously problematic for ordered self-assembly particularly on functional substrates. Lithographic methods can provide more specific defect placement but these routes are expensive and prove more difficult in the fabrication of layered or 3D structures. It is therefore likely that colloidal assembly will maintain its favour and encourage continuous examination and adaptation given its low cost and versatility.

The intent of this review was to highlight the wide ranging uses of PhC structures, specifically IOs. These structures have already been shown as highly advantageous within a number of fields, and they will no doubt play an important role in bridging optical and electrical functions, and further the development and progress towards achieving all-optical
information management and/or optoelectronic device design. The flexibility of IOs to span various applications is remarkable, whether within sensing, lasing, or energy storage to name a few. The complete scope of possible applications for these structurally advantageous and optically useful materials has no doubt still to be discovered. Given the availability of different material precursors and various synthesis routes, the scientific and technological potential of IO’s are very attractive (particularly within the biological and energy sciences where defects are not major issues for function such as for photonics, but contribute to surface area, as one example).

There is also an untapped potential for applications that do not specifically exploit the unique optical properties of these materials but instead rely solely on the structural advantages they provide as nanostructured networks of active material. The development of non-destructive device and material diagnostic methods through the exploitation of the optical characteristics of these IO materials could lead to increased understanding of the chemical and interfacial processes happening during device function. In particular the unique diffractive optics of these materials and the ability to gain information from diffraction signatures on the lattice structure and integrity of a given IO could provide information on the nature of the network material and its ability to withstand certain stresses such as the intercalation of Li or other ions. Therefore, if the photonic abilities of these materials were coupled with their other operational capabilities and advantages, a new route towards material testing and design could be forged.

Going forward, future applications will no doubt concentrate on the optical and energy related potential of these materials. Their scalability is particularly attractive, allowing designs and behaviour modelling on large scales to be directly translated to the nanoscale (synthesis routes allowing). However, before any real-world application of the self-assembly approach to the fabrication and design of these materials can prosper certain issues still need
to be addressed, for example, that of overall stability, both thermal and mechanical stability in particular. This is perhaps where the coupling of patterning techniques and chemical functionalization with self-assembly methods could prove successful. Defect density remains a limiting factor in many self-assembly approaches, particularly on broader device scales and for those applications requiring very precise defect positioning. While the full scale optical and optical-dependent application of these materials requires some further optimization, the structural advantages they supply towards templating three-dimensional macroporous functional devices is extremely relevant and applicable even now. The central limiting factor with regard to this is simply what precursors are available and compatible. Artificial opal structures can however present vulnerability with respect to irreversible structural changes related to environment and certain application processes. This is particularly limiting for structural dependent applications, making their reusability low and potentially increasing costs. Therefore, investigations into material design coupled with the addition of optical diagnostic methods particularly for those areas presently neglecting the optical significance IOs present could lead to a deeper understanding, allowing these materials to reach their full and exciting potential throughout the scientific arenas.
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Chapter 3

Experimental
3.1 Introduction

In this chapter the methods employed for sphere assembly will be described including preparation of the different substrates used. The formation of inverse opal vanadium pentoxide ($V_2O_5$) through the infiltration of sphere templates with vanadium oxide precursors will then be outlined. The various characterisation techniques utilized will be explained, in particular, the use of angular resolved spectroscopy for probing of the PhC lattice structure, electron microscopy for topographical comparisons and Raman spectroscopy for vanadium oxide phase determination. The techniques and cell layout used for electrochemical characterisation of the vanadium oxide inverse opal structures will also be detailed.

3.2 Colloidal Sphere Assembly

3.2.1 Dip Coating

Dip coating was performed at a rate of 1.5 mm/hr on a motorized dip coating apparatus as described by Khunsin et al., this was used both with and without the addition of acoustic vibrations. These vibrations were applied in the form of white noise at a frequency of 20 kHz through a loudspeaker beneath the colloidal suspension. Dip coating was performed at the faster rate of 1 mm/min using a MTI Corporation PTL-MM01 Dip Coater apparatus, shown in the photograph in Fig. 3.1(a). Dip coating or convective assembly was used for the assembly of both polystyrene (PS) and poly(methyl methacrylate) (PMMA) spheres on different substrates. The sensitivity of this method to various experimental circumstances was investigated by altering either solution or substrate conditions. Dip coating as outlined in Chapter 2 takes advantage of a moving meniscus line and the attractive capillary interactions between spheres. The spheres are drawn towards the air-water interface and assemble into
close packed arrays as the liquid bridge between neighbouring spheres evaporates (see Fig. 3.1 (b)).

Fig. 3.1 (a) Schematic representation of the dip coating scenario for colloidal spheres (b) Photograph of the dip coater used at slow rate of 1 mm/min

The effects of substrate surface conditions on the order and thickness of the final sphere deposit was investigated using glass surfaces with differing levels of hydrophilicity. Glass substrates of approximately 2 cm × 1 cm were cleaned by sonication in acetone, IPA and deionized water, dried in air and then subjected to two different additional cleaning treatments, using Piranha solution and O₂ Plasma respectively. Piranha solution is an etching solution for organic residue formed from a mixture of sulphuric acid and hydrogen peroxide, it was used here in the ratio of 3:1. O₂ Plasma was applied in a PVA TePla PS210 Microwave Plasma System. Contact angle measurements were taken for both samples on a Kruss Easy Drop measurement system using the static drop method. The glass substrates were then lowered into a 3 wt% solution of 700 nm PMMA spheres and removed at rate of 1.5 mm/hr while white noise at a frequency of 20 kHz was applied through a loudspeaker beneath the solution.
3.2.2. Surfactant-assisted Dip Coating

A surfactant is an organic molecule, used in affecting interface relationships or boundary conditions between two immiscible phases by adsorbing at particular surfaces or interfaces within a system. The name surfactant is itself a contraction of the term ‘surface active agent.’ Surfactants are normally amphiphilic compounds, meaning they consist of a lyophobic structural group and a lyophilic group, for example, for a surfactant in water, this signifies a hydrophobic end and a hydrophilic end. Surfactants are usually classed with respect to the nature of the hydrophilic group. With anionic surfactants, the hydrophilic end bares a negative charge, the surface active portion of cationic surfactants hold a positive charge, and non-ionic surfactants bare no charge. Surfactant monomers organize into micelles at concentrations above the critical micelle concentration (CMC), the hydrophilic heads orientate towards the polar solute, and the hydrophobic tails group together to form a hydrophobic core. These micelles are known to enhance certain aspects of a solution such as the solubility of hydrophobic materials, and alter other aspects such as viscosity and polarity.

Sodium dodecyl sulphate (SDS) is an anionic surfactant and dissociates in water to form negatively charged monomers. It is used in this work to alter the colloidal interactions and solution parameters in an aqueous solution of PMMA spheres with the aim of affecting or improving sphere assembly on hydrophobic gold-coated silicon surfaces when withdrawn at a relatively fast rate of 1 mm/min. At low concentrations these monomers adsorb along the water air interface with the insoluble hydrophobic group extended upwards out of the bulk water phase, thusly lowering the surface tension of a solution which in turn can cause a lengthening in the meniscus for any partially-submerged substrate. These monomers will arrange along the sphere-water interface as well, encapsulating the polymer spheres as though an oil droplet, where surfactant molecules act as a barrier delaying the coalescence of droplets by electrostatic and/or steric repulsion.\(^1\) If the concentration increases beyond the
CMC for SDS of ~ of 2.3 mg ml$^{-1}$ $(8.0 \times 10^{-3}$ mol dm$^{-3}$)$^2$ the formation of micelles begins. (See schematic Fig. 3.2).

In this work, a silicon wafer was cleaned in Ar$^+$ plasma and coated with a 10 nm titanium adhesion layer and 100-150 nm gold by ion beam sputtering using an ATC Orion-5-UHV sputtering system. A piece of approximately 1 cm $\times$ 1 cm was then cleaned by sonication in acetone, IPA, rinsed with deionized water and dried in N$_2$. Mono-dispersed PMMA spheres with diameter $D \sim 700$ nm, synthesized with altered concentrations according to the method outlined by Schroden, were centrifuged and dried at 50$^\circ$C and redistributed in distilled water with a concentration of 5 wt%. SDS was added as received from Sigma-Aldrich, at a concentration of 8 mg ml$^{-1}$ $(27.7 \times 10^{-3}$ mol dm$^{-3}$), greater than the theoretical critical micelle concentration (CMC) of 2.3 mg ml$^{-1}$ $(8.0 \times 10^{-3}$ mol dm$^{-3}$) and stirred overnight.$^2,4$ The clean substrate was then settled vertically into the sphere solution for ~2 minutes and removed at the rate of 1 mm/min using a MTI Corporation PTL-MM01 Dip Coater apparatus. SDS used at this concentration resulted in a reduction in the overall
solution surface tension, encapsulation of the polymer spheres by the surfactant monomers much like they would an oil droplet and the likely formation of free standing micelle particles as well. All of which produced a monolayer of PMMA spheres on the gold coated silicon substrate at the comparatively fast rate of withdrawal of 1 mm/min.

3.2.3. Patterned Substrates

Patterned substrates were fabricated using electron beam lithography (EBL) (see Fig. 3.3(a)) with the aim of directing sphere assembly by limiting the allowed orientation. In this technique a focused beam of electrons is directed across an electron-sensitive material, known as a resist, in a predesigned, computer generated pattern. The electron beam, due to the inelastic collision of electrons and the resulting ionization of the resist, causes certain physico-chemical changes in the resist, changing the solubility of the exposed areas. Resists can be classed as either positive or negative, the solubility of a positive resist changes from low solubility to high solubility when exposed to electrons and the opposite is true for negative resists. The most commonly used positive resist is PMMA whose long polymer chain is broken in to more soluble fragments on exposure to a beam of electrons. An example of a negative resist is that of hydrogen silsesquioxane (HSQ), the electron beam causes a cross linking reaction combining smaller polymer parts into larger less soluble polymer chains. Development removes the fragmented polymers in the case of the positive resist or removes the non-cross-linked molecules in the case of negative resist. Development is effected by both duration and temperature, and must be correlated with exposure parameters to achieve the desired result. For example, high exposure and short development could be equivalent to a low, short exposure and longer development in achieving high resolution patterns. Developer usually consists of a mixture of solvents, for example in the case of PMMA, the developer is typically a 1:3 mixture of methyl isobutyl ketone (MIBK) with
isopropyl alcohol (IPA).

Fig. 3.3 Schematic representing (a) the template formation using electron beam lithography of spin-casted PMMA resist on silicon to produce a 2D array of pillars and a schematic representation of the desired effect on the orientation and ordering of then deposited spheres and (b) Dip-coating of 200 nm PS spheres

In this work, silicon wafer was cleaned by sonication in acetone, IPA and water, and dried in nitrogen. A 90 nm thick layer of poly-methacrylate (PMMA) 950K positive resist (AR-P 671.02) was applied by spin coating at a rate of 4000 rpm for 1 minute. 950K refers to the molecular weight of the PMMA and the lower this number the more sensitive the resist is to beam exposure. This was then baked at a temperature of ~180 °C for 5 minutes and patterned at 30 kV in an FEI Inspect F50 SEM equipped with a Raith EBL unit. Patterns were then developed in a 1:3 solution of Methyl isobutyl ketone (MIBK) and isopropanol (IPA) for 1 minute and rinsed in IPA for 1 minute. For imaging purposes templates were coated with ~4 nm gold. Unless stated otherwise, all write patterns were setup using an initial dose of 89.62 μC/cm² and a dwell time of 0.4 μs then varied by the application of different dose factors to produce pillars of different definition for write field sizes of 200 × 200 μm, 50 × 50 μm or 25 × 25 μm. Polystyrene spheres, with a diameter of 200 nm and a concentration of 2.5 wt%, used as received from Polysciences Inc., were then dip coated at a rate of ~ 1.5 mm/hr
using the home-made dipping apparatus, previously described by Khunsin et al., but used here without noise assistance and outlined by the schematic in Fig. 3.3 (b).

### 3.2.4. Electrophoretic Deposition

Electrophoretic deposition (EPD) is the deposition of charged particles, dispersed and freely moving in a solvent, on to an oppositely charged electrode surface under the application of an electric field, schematically outlined in Fig. 3.4(a). It differs from electrodeposition and/or electroplating; these processes are more electrochemical in nature. They involve the diffusion and migration of individual ions or molecules within an electrolyte (usually an ionic salt solution) towards the deposition electrode and electrochemical conversion into the desired species in an insoluble form on the electrode surface. In electrophoretic deposition the particles to deposit already exist independently within the solvent. A number of factors influence EPD, particle and solvent parameters such as solution stability and the particle size, charge and subsequent mobility, and process.

![Fig. 3.4](image)

**Fig. 3.4** (a) Schematic of the electrophoretic deposition (EPD) of PS spheres on to conductive substrates and photographs of the sample holder (b) and final setup (c).
In this work, electrophoretic deposition using polystyrene (PS) spheres was performed similarly to the method described by Rogach et al. in a cylindrical glass cell, with indium tin oxide (ITO) coated glass or stainless steel foil as the vertical anode and a stainless steel sheet as the counter electrode. Electrodes are held approximately 5 mm away from and directly in parallel with each other as shown in Fig. 3.4 (b) for an ITO-coated glass substrate as an example. The solution was prepared using 0.8 mL of the 2.5 wt% sulphated PS solution mixed with 4.3 mL ethanol, and ~ 80 μL of 30% aqueous NH$_4$OH to ensure a pH of between 8 and 10. This produced a final concentration of spheres of ~0.4%. The electrophoretic deposition was carried out at 3 V for a variety of times in the setup shown in Fig. 3.4(c). This method was performed for PS spheres of 500, 350, and 200 nm in diameter purchased in 2.5 wt% aqueous solutions from Polysciences Inc., the 500 nm spheres had a slightly higher negative charge due to added surface functionalized with sulphate ions. The ITO coated glass was purchased from Sigma Aldrich and cut to approximately 8 × 25 mm pieces and cleaned by sonication in acetone, isopropanol (IPA) ethanol and deionized water. Stainless steel foil (SS316) was cut into rectangular pieces of ~ 2 cm × 1 cm in size, and cleaned by sonication in acetone, IPA and DI water, and dried under N$_2$. It is well known that heating stainless steel to high temperatures results in a colour change and this can be accompanied by slight changes in mass. Therefore in order to ensure mass consistency in determining deposited-material mass for later experiments, the stainless steel substrates were preheated to 300 °C (max. temp reached in overall experiments) for 24 h before sphere deposition. This resulted in a yellowing of the stainless steel foil.

3.3 Vanadium Pentoxide Precursor Infilling

Vanadium oxide inverted opals were formed by infiltrating the sphere templates, made by the methods described above, with vanadium pentoxide (V$_2$O$_5$) precursors. Two routes were
investigated, one involving the hydrolysis of vanadium triisopropoxide oxide precursor and another involving electrodeposition using a vanadium sulphate based electrolyte.

### 3.3.1 Drop Casting/Dip Coating

The opal templates were directly infiltrated with precursor solution by two methods. The precursor was formed from a mixture of IPA, deionized water, and vanadium triisopropoxide oxide (OV(OCH(CH₃)₂)₃). Firstly, a mixture of IPA and deionized water was formed in the ratio of 500:1 and a solution of IPA and vanadium triisopropoxide oxide in the ratio of 50:1, this solution was then added to the aqueous IPA for a final IPA:OV(OCH(CH₃)₂)₃ ratio of 100:1 and set stirring for ~30 minutes or until clear. This precursor was then directly applied to the opal templates by drop casting under a slight nitrogen overpressure as described in the schematic in Fig. 3.5(a) or by dip coating using an MTI Corporation PTL-MM01 Dip Coater. Drop-casting on monolayer, PMMA sphere templates created a basin-like morphology as schematically shown in Fig. 3.5(b) and the dip-coating of monolayer templates at a rate of 200 mm/min × 10 times resulted in an overfilling effect to produce a hollow sphere morphology (Fig. 3.5(c)). Sphere removal was performed in a BINDER oven at 300 °C for 12 or 24 h. Removal of spheres was also carried out under UV Ozone in a Novascan PSD Pro Series digital UV Ozone system, for 12 h for the 2D IOs, followed by crystallization at 300 °C for 12 h in the oven with no discernible variation in morphology compared to the amorphous material structure.
3.3.2 Electrodeposition

Infilling was also performed by electrodeposition in a three electrode cell at a constant voltage of 2V vs a saturated calomel reference electrode (SCE), a platinum mesh was used as counter electrode, as per the schematic and photograph in Fig. 3.6. All electrochemical work was carried out using a VersaSTAT3 Potentiostat. The working electrode consisted of PS sphere templates electrophoretically deposited on an area of ~1 cm × 1 cm of conductive substrates of stainless steel foil or ITO/FTO coated glass of ~2 cm × 1 cm total size. The electrolyte consisted of 0.25 M VOSO$_4$·$\chi$H$_2$O solution in a 1:1 deionised water and ethanol mixture.$^{10,11}$ This was created by adding an amount of ~2.53 g VOSO$_4$·$\chi$H$_2$O, used as purchased from Sigma Aldrich, to a mixture of 20 ml deionised water and 20 ml ethanol. The addition of ethanol to the solution reduces the surface tension between electrolyte and the PS template, increasing infiltration of the electrolyte to substrate surface. The electrodeposition of V$_2$O$_5$ from vanadyl sulphate solutions typically occurs through the reaction,

$$2\text{VO}^{2+} + 3\text{H}_2\text{O} \rightarrow \text{V}_2\text{O}_5 + 6\text{H}^+ + 2\text{e}^-$$
forming insoluble V₂O₅ at the electrode surface for a pH value of 1.8 at a voltage > + 1 V.¹⁰,¹² For pH values greater than 1.8, Potiron et al. describes the process in two steps,¹³ firstly, oxidation into a soluble species and then precipitation at the electrode surface,

\[
10\text{VO}^{2+} + 18\text{H}_2\text{O} \rightarrow \text{H}_2\text{V}_{10}\text{O}_{28}^{4-} + 34\text{H}^+ + 10\text{e}^{-}
\]
\[
\text{H}_2\text{V}_{10}\text{O}_{28}^{4-} + 4\text{H}^+ \rightarrow 5\text{V}_2\text{O}_5 + 3\text{H}_2\text{O}
\]

The electrolyte used here typically had a pH ~ 2.2 at room temperature. After deposition samples were heated to 300 °C for 24 h to remove the sphere templates and form crystalline V₂O₅.

![3 Electrode Cell](image)

**Fig. 3.6** The 3 electrode cell setup used in the electrodeposition of V₂O₅ (a) schematic and (b) photograph.

### 3.4 Structure and Elemental Characterisation Techniques

#### 3.4.1 Reflectance/Transmission Spectroscopy

In this work, the PhC ordering was probed by non-destructive, static and/or angle-resolved spectroscopic techniques - reflection, transmission, or diffraction. Samples were mounted on a rotating stage and illuminated with white light from a Halogen bulb collimated to a beam.
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diameter of ~1 mm using a series of plano-convex lenses, as shown in Fig. 3.8(a). Dark and substrate background spectra were recorded and removed from the final processed sample spectra. Well-ordered PhCs produce stop bands at disallowed frequencies, exhibited as a peak in reflectance or minimum in transmission spectra. The position or dispersion of these resonances with respect to external angle of incidence \( \theta \) can be compared with the Bragg law prediction for a FCC lattice, using the equation

\[
\lambda = 2n_{\text{eff}}d_{hkl}\sqrt{1-(\sin \alpha_{hkl})^2}
\]

where \( d_{hkl} \) is the inter-planer distance for the \((hkl)\) planes, \( n_{\text{eff}} \) is the refractive index, and \( \alpha_{hkl} \) is the angle between the incident light and the normal vector to the \((hkl)\) plane. The internal angle of incidence \( \alpha_{hkl} \) is related to the external angle \( \theta \) using Snells law: \( n_{\text{eff}} \sin(\alpha_{hkl}) = n_{\text{air}}\sin\theta \). The effective refractive index was calculated as \( n_{\text{eff}} = 1.373 \) assuming a filling fraction for an FCC crystal of 0.74 and this and \( D = 700 \) nm were used as fitting parameters for calculation of the Bragg fit. Transmission spectra as per Fig. 3.8 (b), for the multilayer PMMA structures formed on glass of different hydrophilicity were collected at intervals of 5° for light incident from 0-70° using an a CCS200 Compact CCD spectrometer (Thorlabs) in the wavelength range 200 – 1000 nm and for higher wavelengths in the range 900-2100 nm with an Ocean Optics NIRQuest 256-2.1 spectrometer equipped with a 256-element InGaAs array detector.

The PMMA sphere monolayer deposits on gold coated silicon were investigated as 2D diffraction gratings. Diffraction from 2D structures manifests as peaks in diffraction spectra. Diffraction measurements were performed with fixed incident angles of 60° and 45° and spectra of the planar diffracted light were collected at an interval of 5° and an angular resolution of 2° using a CCS200 Compact CCD spectrometer (Thorlabs) in the wavelength range 200 – 1000 nm for the 2D monolayer PMMA samples on gold coated silicon. The planar grating equation, \( \lambda = d[\sin(\alpha) + \sin(\beta + x)] \), where \( \alpha \) is the angle of incidence, \( \beta \) is the angle of diffraction, \( d \) is the effective grating groove, which in the case of FCC (111) ordering corresponds to \( \frac{\sqrt{3}}{2} D \), the half period of the trigonal lattice for the wave vector of
incident light propagating along the ΓΚ direction in the Brillouin zone (schematic Fig. 3.7 (c)) of a 2D hexagonal lattice, $D$ is the sphere diameter, and $x$ is a free constant.

Fig. 3.7 (a) Photograph of spectroscopy setup (b) a schematic of a transmission measurement (c) shows the first Brillouin zone of an fcc lattice, where the dotted line indicates the plane of incidence.
3.4.2 Electron Microscopy

Morphology and topology of samples were examined using scanning electron microscopy (SEM), performed on either a Hitachi S-4800 field emission or FEI Quanta 650 FEG high resolution scanning electron microscope. In SEM a focused beam of electrons is raster scanned across the sample surface and due to inelastic collisions within the material, secondary electrons are released from the material surface and collected by a detector to produce a magnified image of the surface. The largest density of secondary electrons is ejected by the incident beam before it has a chance to spread within the material and so these have the highest spatial resolution of the signals generated. SEM is therefore best suited for topographical investigations. The sensitivity of secondary electrons to topology and interaction area effects image contrast. For example, a steep slope in topography increases the surface area of the interaction volume between sample and incident electrons, giving off more secondary electrons and therefore appearing brighter. Other information regarding composition for example can also be detected by SEM in the form of backscattered electrons and X-rays. SEM was typically used here to characterize opal templates and visualize the in-plane (top layer) ordering of the samples. It was later used to inspect the order and morphology of the vanadium oxide inverted opal structures and the effects of battery cycling on this morphology. SEM is best suited for features a few hundred nanometres to several microns in size and so for higher resolution imaging transmission electron microscopy (TEM) was conducted at 200 kV using a JEOL JEM-2100. In TEM a beam of focused electrons in transmitted through the sample under investigation and any variations in sample thickness and atomic composition are reflected in the scattering characteristics of the primary electron beam. In bright field imaging, the unscattered and inelastically scattered electrons are collected to form an image on a fluorescent screen or digital camera below the sample, and in
dark field imaging only widely scattered electrons are collected. TEM is the only analytical tool capable of atomic scale imaging. \(^{18}\)

### 3.4.3 Raman Scattering Spectroscopy

Raman scattering is the inelastic scattering of photons, in the form of monochromatic light usually from a laser, on interaction with molecular vibrations or phonons within a material. Energy of the incident photons can be gained or lost so that the scattered photons are shifted in frequency. The scattering of light with no shift in frequency is known as Rayleigh scattering and Raman scattering with a change in frequency can be grouped into either Stokes or Anti-Stokes scatterings. Stokes scattering occurs when the photon is scattered at lower energies, and Anti-Stokes scattering, occurs for molecules at higher vibrations where the photon is scattered at higher energies and this is the weaker of the two. The change in energy of the photon can therefore be related to the nature of each bond or vibration within a material. Raman spectroscopy is highly selective and can therefore distinguish between molecules and chemical species that are very similar and can identify any changes in bond structures, that may occur for example due to phase changes, or stresses and strains within a crystal. Raman scattering spectroscopy was performed in this work using a Renishaw InVia Raman Spectrometer with a 514 nm 30 mW argon ion laser and spectra were collected using a RenCam CCD camera. The beam was focused onto the samples using a 50× objective lens.

### 3.4.4 X-ray Diffraction

X-ray diffraction (XRD) is a technique used in determining the atomic and molecular structure of a crystalline material. X-rays are a form of electromagnetic radiation with high energy and short wavelengths and a beam of X-rays incident on a crystalline material will be elastically scattered on interaction with the atomic structure. If Bragg's law \( n\lambda = 2dsin\theta \) is
satisfied constructive interference will occur producing diffraction at an angle $\theta$ when the interplanar distance $d$ in the crystal is of the order of the wavelength $\lambda$. The intensity of the diffracted beams can be measured by a detector producing a series of peaks versus the angle of reflection ($2\theta$) associated with the different atomic planes within the crystal lattice. In this work, XRD was performed on a Philips Xpert PW3719 diffractometer using Cu Kα radiation. High angle scans between 10° and 70° were performed on the vanadium oxide materials and the obtained pattern compared with the X’Pert HighScore software database. Samples deposited on stainless steel foil were examined using a monochromator detector in order to reduce effects due to fluorescence of the stainless steel foil under applied X-rays.

### 3.5 Electrochemical Characterisation

Prior to electrochemical testing the mass of deposited V$_2$O$_5$ was recorded by subtracting the substrate mass recorded earlier from the total mass. Electrochemical experiments were performed in half cell arrangements using a two-electrode split cell contained within an Argon atmosphere, as shown in Fig. 3.8 (a). Glass fiber separator was used as received from El-Cell and soaked with ~ 0.1 ml of electrolyte comprising 1 M LiPF$_6$ in a 1:1 (v/v) mixture of ethylene carbonate and diethyl carbonate. Lithium foil was used as the counter electrode and unless otherwise stated all electrochemical measurements are referenced to Li$^+/\text{Li}$. The Li foil counter electrode in the form of circular disks of ~ 2 cm in diameter, were scraped until shiny in appearance, using stainless steel tweezers, prior to use. The half-cell was assembled in the split cell as per schematic in Fig. 3.8.

Measurements were recorded using a CHI 660B Potentiostat and a Biologic VSP. In galvanostatic chronopotentiometry testing a constant current is applied to the working electrode and the resulting potential is measured against a reference electrode as a function of time. The constant anodic or cathodic current applied to the electrode causes the electroactive
species to be oxidized or reduced at a constant rate, in the case of a cathode material, such as V₂O₅ used here, the cell is initially in a charged state. Galvanostatic testing was performed on samples in this work within a potential window of 4 V – 1.2 V at constant currents ranging between 30-200 μA. Initially, a negative current is applied to discharge the cell to the lower potential limit (~1.2 V), once the lower limit is reached polarity is reversed and the cell is charged under a positive current to the higher potential limit (~ 4 V). This type of galvanostatic testing is used to determine the electrochemical properties of insertion materials,¹⁹, ²⁰ allowing the total quantity of electricity per unit mass of material available from a fully charged cell or storable in a fully discharged cell to be determined. This specific capacity is calculated from the charge transferred during the discharging (or charging) process in terms of C g⁻¹ or mAh g⁻¹. It is also possible to determine the number of Li moles being intercalated into the active material during discharge for each potential. Cyclic voltammetry (CV) testing was also performed at a scan rate of 0.1 mV s⁻¹ within the potential window of 4 V – 1.2 V.

Fig. 3.8 (a) Photograph of the split cell used in electrochemical testing and (b) schematic illustration of the electrode arrangement within the cell.
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Chapter 4

Ordered 2D Colloidal Photonic Crystals on Gold Substrates by Surfactant-assisted Fast-rate Dip Coating

Abstract

The formation of monolayer 2D colloidal photonic crystals or templates on gold substrates by dip-coating poly(methyl methacrylate) (PMMA) spheres at fast (mm/min) withdrawal rates is demonstrated. Angle-resolved reflectance measurements confirm 2D light scattering characteristics from fast-rate dip-coated 2D PhCs with a high degree of surface ordering over large areas. The order was confirmed by scanning electron microscopy and is found to be facilitated when the micellar sodium dodecyl sulfate surfactant is used above its critical micelle concentration. The technique can also provide ordered 3D colloidal crystals on gold substrates, where the degree of template ordering is controlled by variation of surfactant concentration, withdrawal rate and sphere concentration. The method allows high surface area and high throughput templating of metallic substrates in 2D or 3D for application in photonics, and as functional material templates for energy storage or sensors.
4.1 Introduction

Photonic crystals (PhCs) most commonly self-assembled from mono-dispersed colloidal particles have been heavily investigated over the past decade due to their wide ranging applications in optics and optoelectronics, and more recently in electrochemical systems such as Li-ion batteries and electrochromics. Now highly adopted as an inexpensive and reliable means for the formation of both two-dimensional (2D) and three-dimensional (3D) ordered structures, they have proven attractive as stable templates for the formation of waveguides, battery electrodes, optical switches, and light-emitting diodes. A variety of well-controlled methods can be used to form these arrays, such as spin-coating, drop-casting, vertical deposition, electrophoretic deposition, dip-coating, Langmuir Blodgett, layer-by-layer assembly or template directed growth. Advances in materials chemistry, that directly aid the assembly process, is critical for the function of templated 3D materials that are required for photonics, solar energy cells, and metamaterial constructs.

The requirements for near-perfection and zero defect tolerance is less stringent for some applications, particularly for templating materials for energy storage or sensing applications. Dip-coating is a widely used technique for the formation of colloidal 3D templates for functional porous materials, and is typically hindered from higher throughput by a slow rate of withdrawal. The control over evaporation rate and meniscus movement and characteristics are typically employed to ensure a well-ordered multilayer deposit of spheres. In combination with controllable variables, such as temperature, ionic strength control via charged colloids or noise-induced stochastic resonance effect, the coverage and long-range ordering can be improved, but all methods thus far rely on a very slow rate (μm/min) of withdrawal to achieve thick and uniform opal deposits. This is especially important for template or PhC formation on gold or metallic substrates, and when using large diameter spheres. Langmuir-Blodgett techniques also limit conformal coverage to flat, non-
curved substrates. At faster rates (mm/min), i.e. far from equilibrium condition, the spheres lack sufficient time to achieve an ordered crystallization and good adhesion to the substrate. With a non-functionalized silica or polymer sphere, typically used in assembling 3D opal templates, short- and long-range attractive Van der Waals forces dominate over repulsive interactions from an electrical double layer. With no natural repulsion to assist ordering, the crystallization inevitably leads to a disordered and patched coverage of opal deposits on the substrate.

Forming opal templates on metallic surfaces, particularly those that can hold surface plasmon polaritons (SPPs) is proving important in advancing light-matter interactions in applications of hybrid plasmonic-photonic crystals and other complex heterostructures that benefit from plasmonic coupling within photonic materials to a metallic substrate. Recent findings suggest that such metal-dielectric interfaces help reduce coupled light-leakage with potential application in enhanced solar cells, offer improvements in the quality factor for index-guided optical modes by a factor of ~10, and can enhance the light extraction efficiency of light emitters and the performance of photonic crystal based gas sensors. Furthermore, this hybrid system finds beneficial applications as template for the fabrication of high-power, high rate battery electrodes, and as substrates for surface-enhanced Raman scattering (SERS) measurements, since the template that is eventually infilled is directly connected to the current collector (substrate). However, coating of gold substrates with colloidal crystals is not favourable under ambient conditions. This is because a clean gold substrate, free of any type of contaminants and naturally hydrophilic, quickly turns hydrophobic even with a monolayer of carbonaceous contamination. As such, when in contact with air as in the most commonly used crystallization methods, the resulting structures are in most cases disordered crystals or amorphous structures.

Here, it is shown that surfactant functionalization of poly(methylmethacrylate) (PMMA) spheres of 700 nm in diameter allows a highly ordered 2D colloidal photonic crystal
(PhC) to form on a gold surface by dip-coating at rates between 20 and 40 times faster than previously reported\textsuperscript{23, 24}. In the absence of the surfactant, however, an amorphous, potentially uncorrelated, overlapping opal film is formed. In addition, how to achieve a multi-layer colloidal crystal template with a similar light scattering ability and coverage during coating at slower rate of withdrawal, using a lower concentration of spheres and surfactant is demonstrated. As will be shown, surfactant-assisted dip-coating provides a route to high quality ordered 2D or 3D colloidal crystals or templates directly on metallic surfaces at fast dip-coating rates.

4.2 Results and Discussion

4.2.1 Morphological Effects of Sodium Dodecyl Sulphate Addition

As described in the experimental chapter, section 3.2.2, the amphiphilic anion sodium dodecyl sulphate (SDS), dissociates in water to form charged monomers. At a sufficiently high concentration, greater than the critical micelle concentration (CMC), these monomers orientate their hydrophilic heads towards the polar solute, and their hydrophobic tails group together to form a hydrophobic core. These particles, known as micelles are known to enhance certain aspects of a solution such as the solubility of hydrophobic materials, and alter other aspects such as viscosity and polarity.\textsuperscript{32} In our experiment, SDS was used at room temperature and at a concentration of 8 mg ml\textsuperscript{-1}, above the theoretical CMC for SDS of 2.3 mg ml\textsuperscript{-1} (8.0 × 10\textsuperscript{-3} mol dm\textsuperscript{-3}).\textsuperscript{33} Fig. 4.1(a) summarizes the dip coating of PMMA PhC monolayers and Fig. 4.1-(1-3) illustrates the possible orientations of the SDS additive either in micellar and/or monomer form. At concentrations below CMC monomers of SDS are known to arrange along the water-air interference (Fig. 4.1-1) but at the concentration level used in our experiment micellization of the SDS within solution takes precedence (Fig. 4.1-2). At this point a transition from monomeric to micellized surfactant occurs at which point both
micelles and monomers co-exist within the solution and any surfactant above CMC will lead to the formation of micelles. These micelles much like SDS does on an oil droplet, can settle between or adsorb onto the surface of the PMMA spheres. A combination between the repulsive electrostatic forces induced beyond the Debye screening length in the electrical double layer of the sphere and depletion force kinetics can then cause an ordering of the spheres on removal from solution. Using Derjaguin, Landau, Verwey and Overbeek (DLVO) theory and assuming that it is uniquely the SDS in micellular form that causes a separation between otherwise directly touching spheres, it is possible to account for or predict that the inter-sphere separation is approximately a single micelle thick between the spheres at maximum packing using SDS just above CMC. The basis for this model is to determine if Derjaguin, Landau, Verwey and Overbeek (DLVO) theory can predict if single or multiple layers of spherical micelles form between SDS-functionalized PMMA spheres in water that accounts/predicts for the inter-sphere separation when deposited as an ordered assembly. Several assumptions were made in order to determine an approximation for this, firstly the basic assumption is taken that SDS exists in micellar form between the PMMA spheres (after removal from solution). The analysis assumes that only SDS causes a ‘gap’ between two spheres that would ordinarily touch, so that the distance between the sphere centres \( d = 2(D/2) \), where \( d \) is the centre-to-centre distance between two identical spheres and \( D \) is the diameter of a sphere, increases to \( d' = 2(D/2) + 2(2r_m) \), where \( r_m \) is the radius of a SDS micelle. It is also assumed that colloidal stability is present due to the balance of van der Waals (vdW) attractive forces and electrostatic and steric repulsions caused by the presence of micellar SDS. With an SDS-monomer-functionalised PMMA surface in water, the colloidal sphere is a sterically stabilised colloid. At the meniscus, just prior to deposition, the balance of forces is guided by evaporative self-assembly. The evaporation step is not assumed here to alter the final inter-sphere distance found at
maximum flocculation of the colloid in the SDS-containing solution above the SDS CMC.

The vdW pair potential describing interactions between two hard spheres separated by a distance $x$ can be simplified from the full interaction pair potential in the case where spheres are close, to:

$$U_{vdW} \sim -\left[ \frac{A_{11} \left( \frac{D}{2} \right)}{12x} \right]$$

where $A_{11}$ is the Hamaker constant between PMMA sphere $\sim 6.3 \times 10^{-20} \text{ J} \sim 15 \text{ k_BT}$. PS has a similar value of $6.5-9 \times 10^{-20} \text{ J}$.

In the case of SDS functionalised spheres, $x$ is the distance between two sphere surfaces, i.e. thickness of film caused by micelles present, i.e. $x = \alpha r_m$, where $\alpha \in R$. If we can estimate $x$, it will be some factor of $r_m$ and thus we can estimate the number of micelles between spheres. The electrostatic repulsion of SDS coated PMMA, which are not considered as charged spheres once SDS-functionalized, is given by

$$2\pi \varepsilon \varepsilon_0 \left( \frac{D}{2} \right) \psi_0 e^{(-\kappa x)}$$

where $\varepsilon$ is the relative permittivity of PMMA $\sim 78-82 \varepsilon_0$ (value of 80 used), $\psi_0$ is surface (zeta) potential, usually $\geq \pm 30 \text{ mV}$ for a stable solution (value of $-29.5 \text{ mV}$ used), and $\kappa^{-1}$ is the Debye-Hückel screening length or double layer thickness given by

$$\kappa^{-1} = \sqrt{\frac{(2z^2e^2N_Ae_0)}{(\varepsilon\varepsilon_0k_BT)}}$$
where $z$ is the net charge ($z = 1$ for a single negative charge of an SDS molecule in solution, and $C_0$ is its concentration (>CMC in this case). More simply, it can be approximated quite well by $\kappa^{-1} = 0.3041/(\text{mod}(z)\sqrt{C_0}) \sim 3.4$ nm using $C_0$ as the SDS concentration used, e.g. $8 \times 10^{-3}$ mol. The exponential can be expanded through Maclaurin series and limited to its first order, thus the balance of electrostatic/steric and vdW forces is

$$
\frac{A_{11}(D/2)}{12x} = 2\pi\varepsilon\varepsilon_0 \left(\frac{D}{2}\right)\psi_0^2 (1 - \kappa x)
$$

Rearranging, and obtaining the required root of $x$,

$$
x \sim \frac{1}{2\kappa} \pm \left[\frac{\sqrt{1 - 4\kappa N}}{2\kappa}\right],
$$

where

$$
N = \frac{A_{11}D}{24\pi\varepsilon\varepsilon_0 D\psi_0^2} (N = 1.356 \times 10^{-9} JmF^{-1}V^{-1})
$$

$$
x = 1.7 \pm 1.3 \times 10^{-9} \text{ m}.
$$

The diameter of an SDS micelle is fundamentally given by 3.5 to 4 nm corresponding to estimated micelle radius of approximately 1.75 to 2 nm$^{41,42}$ For either prolate or oblate shaped micelles, the average diameter is here assumed to account for either extensions beyond spherical at 298 K, and $r_m \sim 1.8$ nm. Essentially, the model predicts a film that is approximately a single micelle thick between the spheres at maximum packing for concentrations just above CMC.

The deposition was performed with a fast withdrawal rate of 1 mm/min, and SEM confirmed the resulting hexagonally packed monolayer of spheres. The sphere deposit exhibits large-scale surface coverage (over ~1 cm$^2$ of the substrate) of ordered domains (Fig. 4.1 (c)), a significant improvement over those achieved in the absence of SDS (Fig. 4.1(b)) which were not only entirely disordered, but also displayed weak adhesion to the gold.
substrate. Micelle formation is expected and examinations of initial coagulation concentrations of SDS\(^{43}\) show that the formation of a viscous mixture is possible and corresponds with the observation of improved order in deposits formed in the presence of micelles.

![Diagram of deposition mechanism](image)

**Fig. 4.1** (a) Diagram depicting the deposition mechanism of opal spheres by dip coating at a withdrawal rate of 1 mm/min. (1-4) Schematic representation of micellar SDS and functionalized PMMA and optical images of the angle-dependent scattering seen from PhC deposits formed using SDS. (b) SEM image and corresponding FFTs showing a 2D photonic glass monolayer (without SDS) and (c) a 2D monolayer photonic crystal (with SDS) and (d) and (e) are the FFT intensity profiles from (b) and (c) respectively. Profiles in (e) were acquired along the \([100]\) and \([110]\) directions, corresponding to the \(\Gamma X\) and \(\Gamma L\) directions in the Brilluoin zone of a 2D hexagonal lattice.

Without SDS, a monolayer is demonstrated to form, but does so as an amorphous photonic glass (Fig. 4.1(b)). These deposits are also characterized by patchy coverage and regions of complete disorder. With SDS surfactant, the monolayer of 2D colloidal crystals can form from the fast rate (1 mm/min) of withdrawal with order and quality commensurate with the top surface ordering of multi-layered (3D) deposits reported previously for much slower
In the present case, the SDS lowers the surface tension causing a lengthening and thinning of the meniscus, which is believed to promote the adhesion and crystallization of the spheres at the fast withdrawal rate. Local lattice distortions or vacancy defects in the 2D order (see Fig. 4.1(c)) can be conveniently traced back to particle size distribution and shrinkage of the spheres during the drying process, a common cause of cracks usually observed in 3D PhCs by colloidal self-assembly.

In addition to lattice distortion, lattice misalignments in the monolayer 2D PhC are found to be caused mainly by the line dislocations stemming from anomalies in the close-packed 2D assembly. In particular, for this monolayer-type structure, these line dislocations merge to form the boundaries for the individual domains. The domain structure, however, remains well ordered and few rotational boundaries are found. The degree of order, which is shown by the effectively long-range polycrystalline order observed by hexagonal pattern in FFTs of the assembly (Fig. 4.1(c)), is very high for a dip coating rate faster than typically used in dip-coating or Langmuir-Blodgett trough deposition. The 2D photonic glass monolayers (Fig. 4.1(b)), while disordered on larger length scales, do contain some degree of small domains of frustrated hexagonal order with close-packed disorder surrounding these domains, evidenced by the spots in the FFT pattern (Fig. 4.1(b)), that is largely characterized by diffuse rings symptomatic of a disordered (but not polycrystalline) arrangement.

### 4.2.2 Optical Characterisation

The unique optical characteristics of opal-type photonic crystal templates allow for the investigation of their structural quality (assembly). Well-ordered 3D PhC structures show a specific photonic band-gap (PBG), a feature which is observed at shorter wavelengths in the case of hexagonally ordered 2D opal PhCs, i.e. at $\lambda \approx D$, where $D$ is the diameter of the spheres. These minima have been associated with excitation of 2D PhC optical eigenmodes that propagate along the plane of the monolayer opal. It should be noted that the colloidal
crystals with thickness of a few monolayer are referred to as principally 2D structures, due to the absence of appreciable 3D-related reflectance maxima obtained from the sample. In general, reflectance from a true 3D opal is related to its film thickness via Bragg attenuation length. In opals assembled from PMMA spheres of 700 nm in diameter, used in this experiment, the Bragg attenuation length is of the order of 6.5 to 7 µm or approximately 12 monolayers of spheres. Furthermore, the presence of the reflectance maxima, i.e., photonic bandgap, quickly degrades in a disordered sample. It has been demonstrated with PMMA colloidal crystals that a defect vacancy of only 5% reduces the systems correlation length to a distance of 3D, where D is the sphere diameter, resulting in the optical spectra being a simple incoherent scattering sum of individual Mie scatters without appreciable coherent PBG effect. In our case of uncorrelated overlapping of 2D colloidal layers as seen in Fig. 1b, it is probably likely that the short correlation length due to large amount of defect vacancy present in the sample is the limiting factor to the absence of 3D optical feature.

The resonant scattering, thus formed by the coupling of the incident light with the guided mode of the 2D PhCs, provides an efficient and convenient means to characterize the 2D coverage and order within 2D opal films formed on a gold substrate at high drawing rate. The 2D PhCs, with thickness being far below the Bragg attenuation length, showed no three-dimensional order, as is evident by the lack of a photonic band gap within the expected range discussed above. Specifically, the corresponding 3D opal (111) plane stop band would appear at $\sqrt{8/3} D \sqrt{g \bar{\varepsilon}_s + (1 - g) \bar{\varepsilon}_f} \approx 1.6 \mu m$, where $\bar{\varepsilon}_s$ and $\bar{\varepsilon}_f$ are the permittivity of PMMA and air between the spheres, and $g$ is the maximum packing factor of $g = \pi/3\sqrt{2}$ for the fcc lattice. The 2D monolayer opal, however, does scatter light in the visible range (at $\lambda \approx D$) and can be conveniently detected with a Si CCD detector. Fig. 4.2(a) shows the angle-resolved diffraction measurement obtained at angular increments of 5° for light incident at 60°. It should be noted that the Fabry-Perot resonances are not observed from a single PhC layer as
they are typically weaker and broader than diffraction contributions. Additionally, resonances from plasmonic interactions from the gold surface and their coupling to the 2D PhC, typically observed at wavelengths less than the sphere diameter are not observed, which is probably due to non-corugated gold surface and/or inefficient excitation of SPP at large incident angle.\textsuperscript{27} It is worth noting, however, that the lack of SPP excitation facilitates direct analysis of light scattering from the 2D monolayer colloidal crystals without being obscured by dispersion and broadening of scattering spectra due to the presence of a SPP.\textsuperscript{54}
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**Fig. 4.2.** Dispersion characterisation (a) Angle-resolved scattering for 5 wt% PMMA spheres with 8 mg ml\textsuperscript{-1} SDS at an incident angle of 60°. (b) The dispersion of the peak position compared with the theoretical dispersion and the schematic representation of the grating groove \(d\), and (c) Light scattering normal to the surface (i.e. angle of diffraction = 0°) for light incident at 60°.

Confirmation of the structure of the 2D colloidal crystal formed is provided by analysis of the angle-resolved diffraction. The angular dispersion was fitted to the planar
grating equation, \( \lambda = d[\sin(\alpha) + \sin(\beta + x)] \), where \( \alpha \) is the angle of incidence, \( \beta \) is the angle of diffraction, \( d \) is the effective grating groove, which in this case corresponds to \( \frac{\sqrt{3}}{2} D \), the half period of the trigonal lattice for the wave vector of incident light propagating along the \( \Gamma K \) direction in the Brillouin zone of a 2D hexagonal lattice. This is schematically represented in Fig. 1.2(b), where \( D \) is the sphere diameter, and \( x \) is a free constant. Fig. 4.2(b) shows the theoretical dispersion (blue line) calculated using the equation above with the nominal diameter of 700 nm for the spheres, as determined by SEM and dynamic light scattering, as an input parameter. The fitting procedure gives \( x \sim 10.57 \), the result of which is plotted against the experimental dispersions (black circles) taken from the experimental spectra shown in Fig. 4.2(a). The red dashed line indicates the ‘best fit’ theoretical dispersion i.e. when the diameter of the spheres is not fixed at 700 nm. This calculation suggests a slight increase in the diameter of the spheres which could be related to the SDS addition and its presence around the spheres.

Fig. 4.2(c) shows the light scattering behaviour for a fast-rate dip-coated 2D PhC monolayer formed with SDS surfactant at a diffraction angle of 0°, i.e. normal to the substrate, for light incident at 60°, and is compared to the same response for the photonic glass deposit in the absence of SDS (black line). In this latter case, no 2D scattering was observed. The scattering spectra of the PhC monolayer (red line) formed in the presence of SDS exhibited well-defined scattering characteristic of a 2D colloidal crystal at a reduced wavelength of \( D/\lambda = 1.13 \), close to the scattering resonance condition for the monolayer opal. The disordered monolayer breaks the Bragg scattering condition, causing additional background scattering components, which can be observed as a broadband, low-intensity peak shown in Fig. 4.2(c). The profile does follow somewhat the diffraction of the ordered 2D opal and is likely due to the small degree of ordering within several domains (see Fig. 4.1(b)).
Fig. 4.3 SEM images the sample obtained when 5 wt% spheres with 8 mg ml\(^{-1}\) SDS is dip coated with a slow rate of withdrawal of ~1mm/hr, a multilayer sample is obtained as seen in (a) compared with the monolayer achieved with fast rate, as well while some order is evident in (b) a top layer of disorder is clearly visible and irregular clumping is also observed, in some areas as in (c) the effects of the large concentration of SDS is more visible than with the fast rate sample, thick clumped dispostis are observed with varying order.

Controlled experiments were performed at a slow rate of withdrawal, with and without SDS. In absence of SDS, no colloidal crystal formation on the gold substrate was observed. This is likely due to the difficulty of assembling on gold surfaces for PMMA spheres as mentioned above, greater than that observed for the faster rate of withdrawal, which is probably due to spontaneous fixing of the spheres onto the substrate by the fast advancing meniscus. Dip coating experiments with the addition of SDS, identical to that reported in Fig. 4.1, but at a slow rate of ~1 mm/hr comparable to that reported by Khunsin et al.\(^{24}\) produced a sample of patched coverage and poor order, the thickness of which varies across several areas of the sample to a greater extent than the fast rate sample (compare Fig. 4.1(c) and Fig. 4.3). Slower withdrawal from the same sphere-containing solution did not induce an
ordered opal monolayer. However, a reduction in sphere concentration by half with a parallel reduction in SDS concentration to 4 mg ml\(^{-1}\), i.e. maintaining the same ratio of spheres to SDS as the fast rate sample, but still above critical micelle concentration, resulted in a better quality PhC structure, as shown in Fig. 4.4(b). The morphology is comparable to the monolayer formed at 1 mm/min with twice the concentration of spheres and SDS (Fig. 4.1(c)).

![Figure 4.4](image)

**Fig. 4.4** (a) Angle resolved scattering from the 2D PhC formed from 2.5 wt% PMMA spheres with 4 mg ml\(^{-1}\) SDS dip coated at a slow rate (~1 mm/hr). Light was incident at 45°. (b) SEM image of the top surface of the 2D PhC. (c) Scattering at an angle of 8.88° for light incident at 45° for samples formed at fast rate with 5 wt% spheres and 8 mg ml\(^{-1}\) SDS (red), and for a sample formed at the slow rate where the concentrations of spheres and SDS are halved (black).

Scattering data acquired with light incident at 45° and a similar angular shift in peak position was measured indicating the presence of 2D order within the template, as shown in Fig. 4.4(a). A comparison of the scattering from the fast and slow rate 2D PhCs for light
incident at the same angle $45^\circ$ is shown in Fig. 4.4(c), where the scattering peak for the fast rate sample is located at a wavelength of $D/\lambda = 1.13$, whereas that of a deposit formed with half the concentration of spheres and SDS is located at $D/\lambda = 1$. It is noted that the scattering peak for the fast rate sample is $\sim 15\%$ broader than the 2D PhC formed at the slow rate, which indicates a lesser degree of order in the fast rate sample. This might be due to larger crystal lattice distortion from dislocations and/or concentration gradients, i.e. non-uniform distribution of the spheres, and contributions from wider spaces between spheres in the case of fast rate sample with double the concentration of spheres and SDS. It is noted, however, that the PhC achieved for the slow rate with reduced concentration is not a single monolayer of spheres as seen for the faster rate sample; the increase in thickness while not sufficient to produce a 3-dimensional structure provides an environment that is more conducive to crystallization of the spheres, leading to extended long-range order for this slow rate sample and explains the lower relative bandwidth ($\Delta\lambda/\lambda$) of 0.052 compared with that of 0.067 for the fast rate dip-coated PhC (Fig. 4.4(c)).

The dispersion of the scattering maximum obtained from both samples show excellent agreement with calculated 2D diffraction from grating theory, as seen from the line fits in Fig. 4.5 (a) and 4.5 (b). However, two important differences between the two samples in the absolute position (wavelength) of the scattering maxima and the width of the resonances should be noted. The larger diffraction wavelengths, in the case of the slow rate sample, is due to two contributing factors: (1) larger effective diameter due to higher SDS concentration which leads to a thick coating of micellar SDS around the spheres (see Fig. 4.6), and (2) the increase in effective refractive index of the inter-sphere medium (which is nominally air) due to the coating of SDS. Fig. 4.5 (c) plots the dispersions of the ratio of the Full-Width Half-Maximum (FWHM) to the resonant wavelengths of the diffraction peaks as a function of diffraction angle for both the fast-rate sample, and the slow-rate sample. The lower overall ratio, i.e. narrower diffraction peaks, indicates less scattering from imperfection in the crystal.
lattice and thus implies the improved order of the slow rate sample compared to the fast rate sample. Along the same line of the above arguments, we believe that the slow rate sample possesses better ordering due to a thinner and more uniform coating of SDS on the surface of the spheres than the fast rate sample. Further work into the optimum SDS concentration for the deposition of PMMA spheres on gold substrates is undergoing and will be reported elsewhere.

---

**Fig. 4.5** (a) The dispersion relation for a sample made using 5 wt% PMMA spheres and 8 mg ml\(^{-1}\) SDS withdrawn at a fast rate (~1 mm/min) when light is incident at 45°. (b) The dispersion relation for the scattering spectra shown in Fig. 4a (2.5 wt% PMMA spheres and 4 mg ml\(^{-1}\) SDS), the grey line shows the plot in (a) again for comparison, it is proposed that the variation is due to the increased SDS concentration and (c) shows a plot of the ratio of the resonant wavelength to the FWHM for both samples.
4.3 Conclusion

To conclude, the fast-rate dip coating has been successfully demonstrated in the formation of an ordered 2D monolayer colloidal crystal of polymer (PMMA) spheres on a gold substrate when a surfactant such as SDS is mixed into the sphere solution prior to dipping. For the same concentration of spheres and SDS as is used when dip-coating at the faster rate, assembly of polymer (PMMA) spheres as a colloidal 2D PhC monolayer on gold coated silicon is less effective at a slow rate of withdrawal and typically results in a disordered monolayer. However, a reduction in the concentration of both spheres and SDS by 50% improves the deposition at a slow rate as evidenced by angle-resolved light scattering measurements, surpassing that obtained with the fast rate deposition. The findings demonstrate that higher quality 2D colloidal crystals of polymer spheres can be formed on gold substrates with the addition of SDS surfactant, when dip-coating at fast or slow rates, provided concentrations are controlled (in this case lowered) at slower rates, thus overcoming the difficulty associated with the hydrophobicity of the gold substrate at ambient conditions.

Fig. 4.6 Coating of spheres in an SDS residue at the high concentrations used is seen in certain areas of the sample which could be leading to lattice mismatches observed in the dispersion relationships.
Our result may pave the way for the development of hybrid 2D and/or 3D opal photonic-plasmonic structures for applications in high-sensitivity bio- and chemical sensors, and as high-throughput templates on conductive surfaces for functional porous electrodes for energy storage/batteries, and as substrates for SERS experiments. Furthermore, the method can particularly be adapted to deposition methods of ordered monolayers that are typically limited to slower withdrawal or deposition rates. The ability to control the assembled of 2- and 3D colloidal crystals may also aid the controlled evaporative self-assembly of binary or tertiary colloidal structures and photonic crystals composed of blends of templates and active emitters or absorbers, and do so on metallic surfaces that hold surface plasmon excitations for a wide variety of optical applications. Advances in template fabrication directly on metallic, conductive substrates at higher fabrication rates, without a reduction in ordering, are also particularly useful for sensing and energy storage architectures such as fast charging rate high power Li-ion microbatteries and related structures that rely on controlled porosity in the active materials.
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Chapter 5
Methods of Affecting and Directing Opal Growth by Dip Coating

Abstract

Routes towards improving opal order and thickness of colloidal spheres self-assembled by dip coating are demonstrated. Ordered poly(methyl methacrylate) (PMMA) templates are grown on hydrophilized glass substrates at slow rates by noise-assisted dip-coating. Using transmission spectroscopy better long range order is demonstrated for the sample grown on glass with the higher degree of hydrophilicity (~ 0° contact angle). Applied heat is demonstrated as a route towards improving the order and thickness for PS spheres assembled on gold coated silicon when dip coating at fast rate (1 mm min$^{-1}$). The application of heat to PMMA sphere solutions is shown as a method for producing thicker, disordered photonic glasses at fast rate dip coating. The ability to predetermine sphere symmetry and order by dip coating e-beam patterned substrates is presented. Polymeric pillar patterns are used for the growth of an adsorbate unit cell of PS spheres a factor of $\sqrt{2}$ smaller than the substrate unit cell (pillars) in both directions, rotated by 45° with respect to the substrate fcc (100) unit cell. The possibilities of moving away from the usual particle-selected arrangement with the hexagonal (111) face parallel to the substrate are highlighted.
5.1 Introduction

Photonic crystals\(^1\) (PhCs) have been intensely investigated over the last 50 years due to the significant design potential they provide for a host of science and engineering applications. The highly useful ability to direct and control the flow of light, ensures a continued and substantial interest into the design and fabrication of PhC-based structures and templates. Programmable and deterministic assembly in the growth of artificial opals and related structures through the assembly of silica, polystyrene (PS) or poly(methyl methacrylate) (PMMA) colloidal spheres benefits from the notional simplicity, low cost and design malleability afforded by this route compared with other more expensive and technically complicated top-down lithography techniques\(^2,3\). A large variety of methods already exist for the arrangement of these silica or polymer spheres into ordered 2- or 3-dimensional lattice structures, for example, drop-casting of the sphere solution\(^4\), dip coating\(^5,6\), spin coating\(^7\), vertical deposition\(^8\), electrophoretic deposition\(^9\), Langmuir-Blodgett\(^10,11\) or layer-by-layer assembly\(^12\). There is a continuous drive towards discovering not only the best technique but what environment, sample preparation and overall conditions are needed for achieving thick, well-ordered, high quality structures on desirable substrates, and with functional materials. The photonic properties of these materials are highly dependent on lattice structure and symmetry, therefore the ability to improve, control and direct the growth order, orientation and defect positioning\(^13,14\) is highly desirable for a wide range of optical and optoelectronic devices,\(^15-18\) data storage\(^19\) and chemical sensors.\(^20,21\) While energy storage and high surface areas technologies have less stringent requirements on the electronic and optical quality of the infilled materials, the porosity and arrangement is still a function of the quality of the original template. Long range order in the template, even if translate identically to the inverse opal material, may influence electronic connectivity and act as optical scattering centres.
5.1.1 Substrate Hydrophilicity and Temperature Effects on Order

Dip-coating facilitates opal formation on a range of substrates and substrate shapes with deposition control provided by parameters such as evaporation rate and meniscus shape, wettability, and colloid density and withdrawal rate. This makes dip-coating a versatile and highly utilized technique. It has proven to form well-ordered multilayer deposits of spheres as a PhC at a slow rate of withdrawal, and its simplicity and upscalable nature make it useful in an industrial setting. Improvement in the coverage and long-range order of deposits has been achieved through the control and/or the addition of other variables such as temperature, management of the ionic strength of the solution via the use of charged colloids, and noise-induced stochastic resonance effects that perturb deposits within the meniscus to ensure maximum surface packing. A better understanding of how, and to what degree, dip-coating parameters influence the final deposit (controlling defect free, ordered vertical and lateral growth), can increase the quality and yield of consistent artificial opal templates.

In this chapter, we investigate methods of improving and controlling sphere adhesion and ordering, for PMMA and PS spheres, using already established growth techniques. The first investigation deals with the formation of 3D PhCs on glass substrates by dip-coating of 700 nm PMMA spheres with noise induced stochastic resonance. Second, a comparison of substrate cleaning methods and the influence of hydrophilicity on the degree of long range order in 3D PhCs is demonstrated. The findings highlight the sensitivity to, and importance of, hydrophilized surfaces for initial adsorption of the spheres onto the substrate surface.

As already discussed in the previous chapter, one of the limiting factors for opal growth by dip coating is the requirement of a relatively slow speed in order to achieve good opal order, and more significantly, high thickness. In Chapter 4 the details of an investigation
into the improvement of order in a monolayer of PMMA spheres at a relatively fast withdrawal rate by the addition of a surfactant was shown. Here, an alternative method is presented, whereby the application of heat to the sphere solution during dip-coating is used to improve opal order and thickness at faster withdrawal rates on conductive substrates of gold and ITO.

5.1.2 Patterning as a Route to Deterministic Assembly

Orientation of the spheres when self-assembled through dip-coating, and most other assembly routes mentioned above, is usually limited to the energetically favoured hexagonal close-packed lattice structure, with the (111) face parallel to the substrate. As well, prescribed defects (e.g. opal lattice vacancies) in the opal PhC that definitively alter the photonic stop bands are essential for both the trapping and guiding of light in some cases. However, poor control of sphere position can lead to order defects that act as optical scattering elements and perturb the order that defines the photonic band structure, erasing the benefits of as-deposited order, and indeed any written functional defect vacancies. The frequency and dimension of these defects can severely limit the long range order of the artificial opal.

Non-close packed spheres are useful too for a variety of applications, for example, nano-hole arrays for surface plasmonic devices, nano-apertures for single quantum dot spectroscopy, and microwells for cell patterning in biology. Such structures may also allow for thicker infilling of other materials, or provide room for reversible swelling-mediated variation in the PBG. Certain devices such as bio-sensors, patterned magnetic media, and photonic and plasmonic waveguides, require both long range order and precise pattern registrations, therefore control and selectivity of aperiodic structures or defects is greatly needed. The use of colloidal sphere arrays for solid surface patterning and particle growth direction, known as nanosphere lithography (NSL), has been heavily
investigated throughout the last two decades as a reliable, inexpensive and scalable method for device design and fabrication at sub-micrometer and nanoscales.

For these reasons, a host of techniques have been investigated with the aim of controlling the order and orientation of spheres when they assemble, for example, the application of external electric or magnetic fields,\textsuperscript{38-40} or the use of patterned substrates by either chemical\textsuperscript{41-43} or topographical\textsuperscript{44-49} means. Koumouto \textit{et al.} used self-assembled monolayers (SAMs) of octadecyltricholorosilane (OTS) modified by UV irradiation to produce regions of hydrophilic silanol groups, coupled with solvent chemistry to pattern silica spheres into close packed two-dimensional regions.\textsuperscript{41} Xia \textit{et al.} presented the assembly of polymer spheres into complex aggregates (polygonal and polyhedral clusters) by physical confinement into a 2D array of holes patterned into a layer of photoresist on glass and removal of the photoresist.\textsuperscript{50} This bears some resemblance to the graphoepitaxy of self-assembled spherical block copolymers (BCP),\textsuperscript{51} which Bita \textit{et al.} performed on two dimensional periodically patterned substrates, where-by polymer posts act as surrogates for the minority domains of the block copolymer. Essentially, by governing the order and orientation of the spherical micro-domains by the commensurability between the BCP period and the period of the template, they achieve the formation of a single-grain BCP lattice with reduction in overall defect density.

Here, this same methodology is applied to polymer sphere self-assembly, partially combining the methods of Xia and Bita mentioned above, and using the patterned resist directly to structurally orientate spheres as they assemble. In this work, the patterned substrate is a 2D array of pillars created in the shape of a square lattice, non-commensurate with the energetically favoured hexagonal ordering of colloidal spheres, formed using scanning-electron beam lithography of a 90 nm thick poly-methacrylate (PMMA) resist layer on a silicon substrate. Development reveals the exposed pillars, without requiring furthering
etching or processing, unlike other template assembly where the template is etched into the substrate proper. We show that these pillars, if appropriately sized and spaced, can template the assembly of polymer spheres into a lattice arrangement of chosen orientation and periodicity. Three-dimensional inverse opals are formed by the infilling of templates with a chosen material, of a high refractive index for optical applications, or an electrochemically active material for energy-storage applications. The formation of non-close packed arrays of sphere templates with tuneable lattice orientations and order would allow variations in infill material thickness and structure, ideal for optical analysis of the characteristics of functional materials and material architectures for example. Templated 3D spatial constraints of various geometries are demonstrated and compared with direct colloidal crystal assembly, formed by dip-coating. With this bottom-up topographical approach, the opal structure and periodicity can be manipulated to form single crystals with reduced lattice constants in fcc (100) adlayers, or crystals with a spatially defined change in structure and order over a wide range of length-scales on e-beam written templates formed by various resist exposure and sensitivity.

5.2 Results and Discussion

5.2.1 Colloidal Photonic Crystal Dip Coating on Hydrophilized Glass

The deposition of 700 nm PMMA spheres on glass substrates by noise-assisted dip coating at a rate of withdrawal of \( \sim 1.5 \text{ mm hr}^{-1} \) is outlined schematically in Fig. 5.1. The application of acoustic vibrations to the colloidal solution during deposition prevents both the sedimentation of the spheres over time increasing uniformity in thickness and, as determined by Khunsin et al. who developed the technique,\textsuperscript{24, 52} improves order by increasing the effective crystallization time in the meniscus, lowering the stress to the deposited lattice.
Fig. 5.1 Schematic representation of dip-coating under acoustic vibrations, through the loudspeaker placed beneath the PS sphere solution.

The glass substrates of approximately 2.5 × 1 cm were cleaned by sonication in acetone, IPA and DI water. Following this usual solvent cleaning technique, the glass substrates were subjected to different subsequent cleaning: one was submerged for approximately 5 minutes in Piranha solution, prepared using hydrogen peroxide and sulfuric acid, in the ratio of 1:3, the second method involved cleaning by O$_2$ Plasma on PVA TePla PS210 Microwave Plasma System. Contact angle measurements we acquired for both sample cleaning methods on a Kruss Easy Drop measurement system. Measurements revealed both cleaning method to induce high degrees of hydrophillicity. The contract angle for the O$_2$ Plasma-cleaned glass indicated a more substantial improvement. The Piranha cleaned glass produced a substrate with a contact angle of approximately 32.5° and the O$_2$ plasma clean gave a contact angle of approximately 0°, indicating an almost perfect hydrophilic surface, as shown in the insets of Figs 5.2 (a) and (d).
Figure 5.2. SEM images of inverted opals prepared by noise-assisted dip-coating of 500 nm PS spheres onto glass substrates cleaned by (a-c) Piranha solution and (d-f) O$_2$ plasma. Inset of (a) shows the contact angle measurement on Piranha cleaned glass and Inset of (d) shows contact angle measurement on O$_2$ plasma cleaned glass. Inset of (c) FFT of SEM image shown in (c) and Inset of (f) FFT pattern of SEM image in (f).

The opal PhC template that formed on the Piranha cleaned glass is shown in Figs 5.2(a)-(c), and a similarly deposited opal formed on the O$_2$ plasma cleaned glass can be seen in Figs 5.2 (d)-(f). Both samples show fcc ordering in the sphere arrangement on either surface. The colloidal crystal opal formed on the piranha cleaned glass appears to contain larger but fewer cracks than the O$_2$ plasma cleaned sample, which shows smaller, rounder
domains. However, less variation in relative domain orientation is seen on Piranha cleaned substrates (Fig. 5.2 (b)). Domains with different relative orientations bounded by lateral stacking faults could be seen in the sample formed on the O₂ plasma cleaned substrate, as shown in Fig. 5.2 (e). The square packing of the spheres is indicative of a domain with (100) orientation at the surface, while the surrounding areas demonstrate the typical packing with (111) orientation. While Fig. 5.2 (b) illustrates a number of single-sphere vacancies in the packing order common in many artificial opals, the film appears more consistently fcc since vacancies do not disrupt the ordering by forming boundaries; rotational and disorder-induced boundaries and domain formation are found to be more prevalent in opals formed on an O₂ plasma cleaned glass. However, both samples have good local crystalline ordering indicated by the FFT of the domain structure shown in Figs 5.2 (c) and (f).

In Fig. 5.3 the plot profiles along one direction are shown for both a sample on piranha cleaned glass (Fig. 5.3 (a)) and a sample on O₂ plasma cleaned glass (Fig. 5.3 (b)). These profiles correspond to a line of spheres in the SEM images shown in Fig. 5.3 (c) and Fig. 5.3 (d) marked by the black arrow in each. The peak intensities are related to the bright outer edges of each sphere and therefore peak to peak distance corresponds to a sphere diameter, and trough to trough corresponds to the centre to centre spacing. As is observed along a well ordered line the peak to peak distance approximates to the 700 nm PMMA sphere diameter, indicating a highly close packed structure. It should be noted however, that this method has a low sensitivity to disorder as is shown for an example area of the sample on piranha cleaned glass in the SEM images of Fig. 5.3 (e). The stacked plot profiles in Fig. 5.3 (e) are related to the same coloured arrows in the accompanying SEM images. The upper graph shows the profile across three ordered spheres, the lower graph shows the profile across two spheres separated by a void. The void defect causes a discrepancy in the peak to peak distance but a low intensity peak is still observed, corresponding to the underlayer
structure observable through the void. A statistical characterization was carried out in order to better quantify the defects across a larger sample area. A statistical model that employs a Delaunay triangulation\textsuperscript{53, 54} was used with Matlab\textregistered to analyse a collection of SEM images in every direction and not just along a single line for samples grown on both glass substrates. In this way, spheres were categorised by the number of neighbouring spheres allowing defects to be identified by any discrepancies. The distance between the neighbouring spheres was determined for several SEM images and averaged, the average distribution is shown in Fig. 5.3(f) for the sample on piranha cleaned glass and in Fig. 5.3 (g) for the sample on O\textsubscript{2} plasma cleaned glass. The centre to centre spacing distribution was then fitted using the Gaussian function where the full width half maximum (FWHM) served as an indicator of the number of defects due to variations in sphere-sphere distances. The smaller the FWHM the lower the distribution of spacing distances. As is observed in the distribution plots some spheres are separated by wider distances/defects and this constitutes the right wing variation from Gaussian form in both samples. The measurements of centre to centre spacing using this statistical method are comparable to those made along a single direction using plot profiles, but take a wider area into account. The Gaussian curves (average FWHM of \(~50-70\)) for both samples were comparable, suggesting a similar top layer close packing and apparent level of defects for both samples. However, probing of the internal structure of the opals grown on piranha cleaned glass and O\textsubscript{2} plasma cleaned glass using transmission spectroscopy illustrated a deeper variation in long range order.
Fig. 5.3 Plot profiles for an opal grown on piranha cleaned glass (a) and O2 plasma cleaned glass (b) along the black arrows in SEM images of top layer of the opal on (c) piranha cleaned glass and (d) O2 plasma cleaned glass. (e) Plot profile for an area of the sample on piranha cleaned glass showing the profile variation for ordered spheres (red) and spheres separated by a void (black). (f) Average Gaussian distribution for sphere centre to centre spacing measured across a ~ 8 SEM images for the sample on piranha cleaned glass (f) and O2 plasma cleaned glass (g).

Optical transmission spectra for the 3D PhCs formed on each surface are shown in Fig. 5.4 for light incident at 5° increments, for angles 0°-70°. Transmission spectra were taken using a CCS200 Compact CCD spectrometer (Thorlabs) for wavelengths within the visual range, and for higher, near-infrared wavelengths between 900-2100 nm with an Ocean Optics NIRQuest 256-2.1 spectrometer as is outlined in Chapter 3 Section 3.4.1. A photonic
bandgap (PBG) was observed for opals grown on the hydrophilized surfaces prepared using both cleaning treatments, confirming 3D order in the assembly of the template. The colloidal crystal shows a transmission minimum centered at \( \lambda_{(111)} \approx 1620 \text{ nm} \). The angle-resolved shift in the transmission minima for different angles of incident light for the sample formed on the Piranha cleaned glass is shown in Fig. 5.4 (a) and (c) and Fig. 5.4 (b) and (d) shows the angle resolved shift for the sample on the O\(_2\) plasma cleaned glass.

![Figure 5.4](image_url)

**Figure 5.4** Angle-resolved transmission from the artificial opal formed on the piranha-cleaned glass within the visual-wavelength range (a) and near-infrared wavelength range (b) and the transmission data for the sample on O\(_2\) plasma-cleaned glass in the visual range (c) and near-infrared (d).
Fig. 5.5 Close-up inspection of angle dependent movement of the $\lambda_{111}$ resonant peak for light incident at 0°, 10°, 20°, 30° and 40° as an example range for the PMMA spheres on (I) piranha cleaned glass and on (II) the O$_2$ plasma cleaned glass and a comparison between the $\lambda_{111}$ peak at 0° for both glass types in (III) highlighting the difference in the two deposits. A comparison is also made between the transmission spectra attained for light incident at the higher angle of 75° for both type deposits in (b) highlighting the increased signature witnessed in the sample formed on the O$_2$ plasma cleaned glass (red) compared with the sample on piranha cleaned glass (blue) and cross sectional SEM images of the opals formed on the (a) piranha cleaned glass and (b) the O$_2$ plasma cleaned glass.

The movement of the PBG ($\lambda_{111}$) is more easily observed in Fig. 5.5 (a) for the sample on the piranha cleaned glass (I) and for the sample on the O$_2$ plasma cleaned glass (II). The transmission minimum for the sample on the more hydrophilic surface is deeper, more
symmetric and well defined than observed for the opal formed on the piranha cleaned glass, as shown in Fig. 5.5 (a) III. In transmission spectra of opals, the degree of transmission attenuation is a function of the structural disorder; the PBG minima become less pronounced, with a background signal attenuation at lower wavelengths, and a larger FWHM as disorder increases. This variation is especially pronounced at higher angles of incidence. At 75° shown in Fig. 5.5 (b), a greater number and more defined minima are observed that follow the theoretical dispersion for an FCC opal of 700 nm spheres. This serves as an indication of improved long range order in the sample formed on the more hydrophilic surface.55

Fitting of the dispersions for the transmission resonance wavelengths for different planes of the opal lattice for samples on both glass surfaces were compared with the Bragg law prediction for a FCC lattice, using the equation 
\[ \lambda = 2n_{\text{eff}}d_{hkl}\sqrt{(1 - (\sin \alpha_{hkl})^2)} \]
where \(d_{hkl}\) is the inter-planer distance for the \((hkl)\) planes given by \(\sqrt{2D^2/(h^2 + k^2 + l^2)}\), \(n_{\text{eff}}\) is the effective refractive index, and \(\alpha_{hkl}\) is the angle between the incident light (\(\sin \theta\)) and the normal vector to the \((hkl)\) plane within the PhC. \(\alpha_{hkl}\) is related to the angle of incident of the light through Snell’s law according to 
\[ n_{\text{eff}} \sin \alpha_{hkl} = n_{\text{med}} \sin \theta, \]
where \(n_{\text{med}}\) is the refractive index of the surrounding medium, in this case air. A value of \(n_{\text{eff}} = 1.373\) and \(D = 700\) nm were used as fitting parameters for calculation of the Bragg fit. The experimental dispersion data, taken from both the visual wavelength range data (blue) and near-infrared wavelength range data (red), are shown in Fig. 5.6 where the dispersion for the (111) plane is shown to fit very well with the theoretical dispersion for the piranha cleaned sample Fig. 5.6 (a) and the sample on the O2 plasma cleaned glass Fig. 5.6 (b). A slight variation is observed for the (11-1) resonance minimum in the sample on the O2 plasma cleaned glass (Fig. 5.6 (b)) which suggests a small variation in the inter-plane distance. This is attributed to the stretching of the lattice during dip-coating. The capillary force, which is accelerated by pulling the sample out of the suspension, will exert a force that packs the spheres denser in the direction of
This deviation from the theoretical dispersion is more pronounced for the sample on the O₂ plasma cleaned glass. One possible reason for this is the higher degree of hydrophilicity, which in lengthening the meniscus could be increasing the stretching distance. The hydrophilicity helps push spheres further out of the meniscus as the substrate is being drawn out and with the added noise vibration, external perturbation is given to supply spheres to the drying front, which under a very thin layer of water (due to hydrophilicity of the substrate), anchors the spheres onto the substrate.

![Graph](image)

**Figure 5.6** Dispersion of the transmission minima for the sample formed on (a) the piranha cleaned glass and on (b) the O₂ plasma cleaned glass, compared against the theoretical Bragg law dispersions for a 3D photonic crystal with sphere size of $D = 700$ nm.

A greater number of transmission minima are observed at lower wavelengths for the O₂ plasma sample than are seen in sample on Piranha where only the (220) resonance can be seen. These minima partially follow the (311) and (222) theoretical resonances, but they cannot be unambiguously assigned. Such scattered minima have been reported previously and attributed to variations in inter-planar distances and the possibilities of new lattice planes due to lattice distortion on growth. However, the very presence of such minima, likely related to
the (311) and (222) resonances, highlights the improved order in the sample on the O₂ plasma cleaned glass compared with the sample on the piranha cleaned glass from which only the (220) dispersion and no other lower wavelength dispersions were observed.

Therefore, in order to improve deposition by dip coating on glass substrates, the substrate surfaces should be made as hydrophilic as possible to promote ordered assembly with long range order at several angles of incident light. However, assembly on conductive substrates is more beneficial for many functional materials that rely on a defined template to create electrically addressable, active, porous structures. The assembly of the spheres on gold-coated silicon substrates was also investigated using faster rate dip-coating, for the increased withdrawal rate of 1 mm min⁻¹. What we observed was at faster rates of withdrawal, far from the equilibrium condition, with non-functionalized spheres such as the PMMA used here, short- and long-range van der Waals forces dominate over the repulsive interactions of the particles and so there is insufficient time to achieve the ordered crystallization. Thus unlike perturbative noise-assisted assembly at much slower rates, very limited order for these non-functionalized spheres is found on glass at faster withdrawal rates. At the faster rate, with no natural repulsion to assist with ordering, the crystallization inexorably leads to a disordered and patched coverage of opal deposits on the substrate, particularly for a metallic surface, which has become hydrophobic in air.

5.2.2 Dip-coating with Applied Heat

The application of heat to a solution of spheres during dip coating has the effect of altering a number of solution parameters. In particular, temperature affects the floatation force near the meniscus, the evaporation rate and the kinetic energy of the spheres. Increasing the temperature during the vertical deposition of colloidal spheres is not uncommon, increasing the evaporation along the meniscus for a substrate held in a stationary position, vertically in a
solution will increase the rate of meniscus movement and hence assembly of the spheres. However, tuning of the temperature has not been as widely applied to dip-coating techniques due in large part to the slow rate of withdrawal typically used and difficulties associated with increased evaporation rates that can cause instabilities in the opal growth and less control over thickness and uniformity of coatings. It remains to be seen however, whether increased temperature can compensate for the faster withdrawal rate by increasing the meniscus evaporation rate and the particle flux towards the solution surface.

Here, the deposition of PS spheres on conductive substrates of gold coated silicon and ITO-coated glass by dip coating at the faster rate of 1 mm min\(^{-1}\), compared to the 1 mm hr\(^{-1}\) of the previous experiments on glass (discussed above), is compared to the deposition of the same kind but at an increased temperature. Although the rate is quite fast, the concentration of spheres at the meniscus allows the system to evolve similar to a liquid film under capillary forces, i.e. a higher sphere density at elevated temperature ensure sphere deposition at faster rates before gravity drainage effects are observed, which is common for dilute systems at fast rates. Firstly, ITO-coated glass, cleaned by sonication in acetone, IPA and deionised water and of approximately 2 cm × 1 cm in size, was withdrawn from a 2.5 wt% aqueous solution of 500 nm PS spheres at a rate of 1 mm min\(^{-1}\). At this rate, no sphere assembly was observed on the surface of the ITO-coated glass, however, the spheres did appear to assemble along the thin edge of the substrate, as is observed in the photograph of Fig. 5.7 (a), and the SEM image in Fig. 5.7 (b). However, heating of the solution of spheres to ~50 °C produced a marked improvement in the deposit thickness, and in the order observed therein, as is highlighted in the SEM image of Fig. 5.7 (c) and at higher magnification in Fig. 5.7 (d). The FFT of this area is shown in Fig. 5.7 (e) illustrating the high degree of crystallinity visible on the top surface of this colloidal assembly. The regularity within the structure is further
illustrated by the line profile in Fig. 5.7 (f) taken along the red arrow of Fig. 5.7 (e), the peaks, indicating the high intensity spots off the FFT, are uniformly positioned.

**Fig. 5.7** (a) Photograph of ITO-coated glass dip coated at a rate of 1 mm/min into a 2.5 wt% aqueous solution of 500 nm PS spheres and SEM images of (b) the lack of spheres deposited on the larger surface area of the substrate but only along the narrow edge (c) an ITO-coated glass substrate dip-coated at the rate of 1 mm min\(^{-1}\) into a 2.5 wt% aqueous solution of 500 nm PS spheres heated to a temperature of ~50 °C, highlighting large scale domain cracking indicative of high thickness and (d) the increased order achieved at this higher temperature shown at higher magnification. (e) FFT of (d) indicating high crystalline like order and (e) line profile along the red line shown in (e) showing the consistent, periodic order.

On contact with air, gold surfaces which are initially hydrophilic quickly turn hydrophobic\(^{57}\) and this presents a major difficulty for colloidal crystal assembly directed at hybrid plasmonic-photonic crystal\(^ {34, 35, 58}\) applications. Metal-dielectric interfaces hold a lot of potential within a range of functional devices, including electrochemically active
The ability to assemble artificial opal structures on a conductive substrate as templates for electrically addressable continuously interconnected porous materials is therefore of critical importance. However, due to the hydrophobic nature of gold surfaces in air, dip-coating of PS spheres can be problematic. Gold-coated silicon substrates, cleaned with acetone, IPA and deionized water and dried in nitrogen, were dip-coated into a 2.5 wt% aqueous solution of 500 nm PS spheres at room temperature. This produced a poorly ordered patchy deposit as shown by the SEM images in Fig. 5.8 (a) and (b), with little to no adhesion of the spheres on to the gold surface no diffraction is observed from the less ordered deposit as shown by the inset photograph of Fig. 5.8 (a).

**Fig. 5.8** SEM images of 2.5 wt% 500 nm PS spheres dipcoated at a rate of 1 mm/m on gold-coated silicon substrates at (a) room temperature (c) room temperature at higher magnification (c) ~50°C and (d) at higher magnification. Inset photographs of (a) and (b) illustrate corresponding sample overviews depicting levels of reflectivity.
The application of heat to the sphere solution, up to a temperature of ~50 °C increased the particle flux within the solution, resulting in a greater number of spheres directed towards the water-air interface. This caused in an increased thickness of spheres available for assembly at the liquid-substrate contact line while compensating for the faster withdrawal rate. The increase in evaporation rate also has the effect of lowering surface tension. As is observed in the SEM images of Fig. 5.8 (c) and (d), the order for spheres deposited at 50°C shows an improved uniformity in coverage, thickness, and in crystalline order, characterized by the high reflectivity from the surface of the material as seen for the photograph in the inset image of Fig. 5.8 (c).

![Fig.5.9](image) SEM image of 700 nm PMMA spheres dip coated at a rate of 1 mm/min at (a) room temperature (b) 50 °C and inset (b)II cross section of (b) highlighting thickness (c) 70 °C and (d) the FFT of the surface shown in (c) indicating amorphous-like structure.
Next, 700 nm PMMA spheres at a concentration of 5 wt% were dip-coated at a rate of 1 mm min$^{-1}$ on to gold-coated silicon substrates. As observed, in Fig. 5.9 (a) this resulted in a sparse, poorly ordered deposit. Heating the sphere solution to a temperature of $\sim$50 °C achieved a notable increase in thickness and packing but the structure maintained a relatively poor level of order, producing an amorphous photonic glass compared with the ordered crystalline structure achieved for the PS equivalent discussed above. An additional increase in temperature to $\sim$70 °C saw a further increase in thickness and packing as seen for Fig. 5.9(c). However, as evident by the amorphous pattern of its FFT spectrum in Fig. 5.9(d), the structure continued to hold a high level of disorder.

The self-assembly of colloidal spheres into ordered arrays occurs through the interaction of a number of colloidal forces, and it is by the manipulation of these attractive, compacting and repulsive forces that assembly can be controlled and improved.$^{60}$ The primary model for explaining the influence of a number of experimental parameters on colloidal interactions in the assembly of colloidal crystals through dip coating is well known from the work of Dimitrov and Nagayama.$^6$ They estimate the number of layers assembled $k$ to be a result of a number of experimental properties related by,

$$k = \frac{\beta J_e \varphi}{0.605 d \nu_w (1-\varphi)} \quad \text{Eqn. 5.1}$$

Here, $J_e$ is the water evaporation rate, $\varphi$ is the particle volume fraction, $d$ is the particle diameter, $\nu_w$ is the rate of withdrawal, and $\beta l$ is an experimental constant: $l$ is the evaporation length and $\beta$ is the ratio of the particle velocity to the velocity of the solvent (water) molecules. This value depends on particle-particle and particle-substrate interactions and can vary between 0 (stronger interactions) and 1 (weakest interaction). For electrostatically stable particles and dilute solutions $\beta \to 1$. The problem encountered at faster
withdrawal rates is illustrated by Eq. 5.1; an increase in the rate of withdrawal \( v_w \) will result in a decrease in the number of assembled layers at maximum packing. However, also illustrated is the potential compensation afforded by an increase in the evaporation rate \( J_e \). A higher evaporation rate should increase the number or arrays formed for a given rate of withdrawal, thereby effectively balancing Eq 5.1, at least qualitatively.

![Fig. 5.10 SEM images of a) 700 nm PMMA and (b) 500 nm PS spheres dip-coated at 50 °C on to gold coated silicon substrates at a rate of 1 mm/min.](image)

Variations between the PMMA spheres and PS spheres deposited at 50 °C are more comparable in Fig. 5.10. Regardless of the slight variations in diameter between the PS and PMMA spheres used (which is compensated by the variation in volume fraction and higher density of PMMA), stand-alone comparisons for each type of spheres indicate improved order for the PS spheres between room temperature and heated deposition, and no clear improvement in order for the PMMA spheres. The purchased PS spheres are more electrostatically stable than the synthesized PMMA spheres characterized by low stability in resting solution and this can account for the discrepancy. PMMA sphere deposition increased only in thickness; while the higher evaporation rate increased particle flux towards the air-liquid interface thereby increasing the number of spheres available for deposition, weaker repulsive forces allowed the attractive van der Waals forces between particles to command
assembly, thus producing a disordered and randomly deposited structure. The observations show that an increased meniscus flux does not allow sufficient time for an ordered opal layer to form or for the spheres to reach their most energetically favoured arrangement before other spheres reach the interface, leading to lack of uniformity and order. In the self-assembly of colloidal spheres on a substrate, lateral capillary interactions play an enormous role. These are influenced by the wetting properties of the particle surface, namely the position of the liquid contact line and magnitude of the contact angle, which are in turn are determined by particle separation, radius, and the surface tension of the liquid.\textsuperscript{61}

5.2.3 Dip Coating of Artificial Opals on e-Beam Patterned Substrates

Substrates, prepared with a 90 nm thick layer of PMMA 950K positive resist (AR-P 671.02) and patterned using e-beam lithography, as outlined in Fig. 5.11 (a) and described in detail in the Chapter 3 Section 3.2.1., were withdrawn at a rate of $\sim 1.5 \text{ mm hr}^{-1}$ (Fig. 5.11 (b)) from an aqueous solution of PS sphere. The pillars of polymer resist on the substrate acted as pattern constraints during sphere assembly.

![Fig. 5.11 Schematic representing (a) the template formation using electron beam lithography of spin-casted PMMA resist on silicon to produce a 2D array of pillars and a schematic representation of the desired effect on the orientation and ordering of then deposited spheres and (b) Dip-coating of 200 nm PS spheres.](image)
The effect of pattern design methods on the final write pattern is highlighted by Fig. 5.12(a). The pattern blueprint was designed using a series of square-hole patterns then reproduced to form a pattern of consecutive square-hole patterns to fit the desired write field size. This design leaves some areas of unexposed resist at the edges of each square. This is particularly prominent at low doses, whereas for the same effective write-field area at higher doses, remnant resist is exposed and removed, as seen when comparing Fig. 5.12(c) at \( \approx 134 \mu\text{C/cm}^2 \) and (d) at \( \approx 179 \mu\text{C/cm}^2 \). It is possible however to achieve increased uniformity in writing at low doses by using smaller write-field areas, this lessens the need of beam deflection and thusly increases the effective dose by a factor of \( 2\times \) for the write field size of 25 \( \mu\text{m} \) in Fig. 5.12 (b) compared to 50 \( \mu\text{m} \) in Fig. 5.12 (a).

**Fig. 5.12** SEM images of pillars patterned using a dose of 89.628 \( \mu\text{C/cm}^2 \) at 30 kV with applied dose factors of (a) 1.7 for a 50 \( \mu\text{m} \times 50 \mu\text{m} \) write field area and (b) 1.7 for a 25 \( \mu\text{m} \times 25 \mu\text{m} \) write field area (c) 1.5 for a 25 \( \mu\text{m} \times 25 \mu\text{m} \) write field area and (d) 2.0 for a 25 \( \mu\text{m} \times 25 \mu\text{m} \) write field area, indicating the variations observed in feature resolution and quality and the high sensitivity to pattern blueprint design.

Also shown in Fig. 5.12 is the appearance of tails on some pillar structures leading to non-concentric pillars, this can be attributed as an artefact of faster write speeds at lower
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Higher exposure dose values produced fewer speed-triggered tail formations likely due to the slower write speed and the proximity effect at higher doses. The proximity effect is a prominent problem when forming nested features, such as this array of pillars, however, in this case the effective ‘spill-over’ of the beam of electrons whose mean-free path within the interaction volume in the polymer is not limited by causing chain scission during exposure of adjacent regions, could be diffusing to expose and reduce the presence of tail features on nearby pillars i.e. the proximity effect acts as an advantage.

**Fig. 5.13** SEM image of 200 nm PS spheres deposited on patterns formed with dose factors of (a) 1.0 and (b) 1.5 for a write field size of 200 × 200 μm and (c) 2.2 and (d,e) 1.7 for a write field size of 50 × 50 μm. (e) SEM image showing the disparity between sphere order on the unpatterned and patterned resist with the interface outlined by the red dashed line.

Spheres with a diameter smaller (~57%) than the inter-sphere distance outline by the pattern blueprint were used in order to introduce a size mismatch between the pattern
dimension and the sphere size in each pattern shown in Fig. 5.13. On inspection, spheres were seen to deposit in primarily monolayer arrangements among the patterned resist and also on the planar (non-patterned) resist of the same material. On underexposed patterns, spheres were seen to arrange in a non-close packed, fcc (100) square symmetry, matching that of the substrate unit cell, as is shown in Fig. 5.13 (a). The inset shows the pattern before sphere assembly. An increase in dose factor from 1.0 to 1.5 produces a template with an inter-pillar space in the x-direction of approximately 142 nm, and between 220-230 nm in the y-direction (Fig. 5.13(b)). This pattern is shown to accommodate the 200 nm spheres in a different arrangement to that of Fig. 5.13 (a). The remaining resist left in a grid-like pattern around the pillars, shown in the inset of Fig. 5.13 (b), greatly influences the sphere placement by acting as pillars themselves. During dip-coating the spheres organize around the lithographically defined pillars and remaining periodic resist, introducing an ordering that can be described using Woods notation\textsuperscript{62} for overlayer ordering as a c(1×1) fcc (100) or \( \left( \frac{1}{\sqrt{2}} \times \frac{1}{\sqrt{2}} \right) \) R45 order or structure, i.e. a factor of \( \sqrt{2} \) smaller than the substrate unit cell and rotated by 45° (explained schematically in Fig. 5.16).

The size of the pattern features also has an influence on sphere ordering. As shown in Fig. 5.13 (c), pillars reduced in height and diameter by e-beam exposure to only a dot pattern of PMMA had no visible effect on assembly of the relatively larger spheres, which assembled into their favoured hexagonal (111) ordering on top of the over-exposed pattern. A lower dose exposure for the same size write field produces a pattern which, as per the SEM image in Fig. 5.13 (d), organizes the spheres into \( \left( \frac{1}{\sqrt{2}} \times \frac{1}{\sqrt{2}} \right) \) R45 structure once again.

This variation in sphere organization compared to the more prevalent (111) hexagonal ordering is most noticeable in Fig. 5.13 (e), which shows the interface between planar, un-patterned resist and the patterned region from Fig. 5.13 (d). On the planar resist layer, the spheres adopt their energy minimized order similar to a bare substrate. Sphere self-assembly
is altered once the spheres meet the patterned substrate and immediately adopts a pattern commensurate with the underlying pattern. Importantly, the transition to a different packing structure is sharply defined. SEM images of these two differently ordered areas are shown again in Fig. 5.14 (a) and (b) with their corresponding fast Fourier transforms (FFT) in Fig. 5.14 (c) and (d), respectively showing the difference in the 2D film symmetry and ordering. The FFT of the patterned region is more defined and follows an fcc (100) type lattice. The pattern observed for the area on the planar resist tends more toward long range six-fold symmetry, but currently limited by a large density of defects. The patterned and non-patterned regions are simultaneously in contact with the meniscus line as the substrate is removed from solution therefore coating of the two regions occurs at the same time.

![Fig. 5.14](image)

**Fig. 5.14** SEM images of spheres ordered on (a) the pattern designed with dose factor 1.7 for a write field size of 50 × 50 μm and (b) on planar resist alongside patterned region and (c) FFT of area shown in (a) and (d) the FFT of area shown in (b).

Variations in beam exposure and proximity effects, discussed previously, can cause discrepancies between outer regions of patterned areas and the centre of these patterns and this can effect sphere organization across the pattern. The dependence of the sphere ordering
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To the relative pitch and spacing of pillars (that are large enough to influence sphere position) was examined and shown in Fig. 5.15. During dip-coating, the spheres begin to organize to suit one type of patterned substrate but must be accommodated differently when wider spaced pillars are encountered further into the pattern. Figure 5.15 (b) and (c) outline the differences in the patterns beneath the spheres. In Fig. 5.15 (a), the pattern consists of an area of pillars with a vertical pitch of ~250 nm and a lateral pitch providing ~200 nm accessible for sphere positioning.

**Fig. 5.15** SEM images showing the variation in ordering for 200 nm PS spheres (a) deposited on a pattern exposed with a dose factor of 1.9 to produce variable features due to differences between beam exposure caused by proximity effects and beam levels of deflection towards the centre of the pattern (b) near the outer edge of the pattern (c).

In this region the higher dose exposure and proximity effect closer to pattern centre reduces pillar diameter and removes the linear stripes of resist (seen at the edge of the pattern), providing a square array pattern with inter-pillar distances amenable to sphere positioning. In this region spheres, given the allowed space for deposition, begin to pack as
per the c(1×1) fcc (100) or \( \left( \frac{1}{\sqrt{2}} \times \frac{1}{\sqrt{2}} \right) \) R45 order (see yellow box Fig. 5.15(a)). However, along the outer regions of the pattern, the presence of tail features on the edge of the pillars reduces the horizontal pitch between pillars from ~200 nm (ideal for the 200 nm spheres used) to ~ 140 nm. The vertical pitch is also obstructed by lines of residual resist on either side of the pillar arrays, reducing the vertical pitch from ~200 nm to only ~70 nm either side of the linear stripes. In these regions spheres settle atop the pattern in the regions with the most available space for sphere deposition, for example, that marked by the blue X in Fig. 5.15(c). This highlights the sensitivity of sphere deposition and order to substrate characteristics and feature sizes. In order to achieve cohesive ordering on a large scale, pattern development must be of a high quality, consistent and uniform so as to maintain equal ordering.

### 5.2.4 Binary-like Colloidal PhC using Patterned Substrates

The PMMA pillars can also effectively act as the first adlayer of spheres, and provide an alternative packing structure to create a binary PhC following sphere deposition. In the more widely spaced pillar-patterns similar to that shown in Fig. 5.15(b), 2D non-closed packed sphere arrangements can be formed. The top surface, shown in Fig. 5.16(a) indicates spheres in a \( \left( \frac{1}{\sqrt{2}} \times \frac{1}{\sqrt{2}} \right) \) R45 arrangement. This pattern is formed within a pattern unit cell. However, by comparison to the underlying e-beam pattern, the sphere adsorbate unit cell has unit cell dimensions rotated by 45° with respect to the substrate fcc (100) unit cell. As the e-beam patterned PMMA pillar dimensions are ~0.5D and thus not crystallographically equivalent, the spheres deposit assembles in the form of a \( \left( \frac{1}{\sqrt{2}} \times \frac{1}{\sqrt{2}} \right) \) R45 structure, i.e. a factor of \( \sqrt{2} \) smaller than the substrate unit cell (outlined in the schematics I and II in Fig. 5.16). The 200 nm spheres have a size comparable though slightly smaller than the distances between pillars (pattern shown Fig. 5.16(b)) and therefore must be organized in a square diamond orientation.
around each pillar, as shown by the schematic in Fig. 5.16 (c). The pillars take the place of a centre sphere of dimension $D/2$, thus providing a packing density in fcc (100) ordering that is not possible during dip-coating onto unpatterned substrates, nor with binary systems containing two different sphere sizes formed bottom-up. Patterning the substrate with similar polymers facilitates a binary 2D PhC with a higher packing factor per unit area.

**Fig. 5.16** SEM image of (a) 200 nm PS spheres deposited on (b) a template patterned with a DF of 2.0 and schematic depicting (c) the assumed first layer sphere arrangement and (d) second layer sphere arrangement and (e) a high magnification SEM image of the observable top surface structure with the Woods notation for overlayer ordering depicted by the red and green boxes. Inset in (a) is FFT pattern for the area shown in (a) highlighting high degree of symmetry.

To form a 3D artificial opal with this alternative fcc structure, a second layer of spheres, outlined by the schematic Fig. 5.16 (d) is organized on top of the pillars to produce the arrangement shown at high magnification in Fig. 5.16 (e). This indicates the potential of patterned substrates in directing the sphere ordering and opal assembly into periodic structures that differ from the more energetically favoured arrangement of the hexagonal (111) plane parallel to the substrate. By forming a higher packing factor fcc (100) 2D binary PhC using the smaller periodic pillars, the successive layers follow the pattern of the dip-coated spheres. Importantly, this demonstrates the fcc(100) 3D PhC with altered periodicity and structure can be formed using a single sphere size.
Fig. 5.17 SEM images of the pillars patterned on (a) PMMA resist at a dose of \( \approx 197 \, \mu\text{C/cm}^2 \) and on (b) the higher sensitivity SX AR P 6200 resist at a dose of 44 \( \mu\text{C/cm}^2 \). Higher dose levels of (c) 51 \( \mu\text{C/cm}^2 \) and (d) 60 \( \mu\text{C/cm}^2 \) produced badly formed regions on the sensitive resist but the lower dose \( \approx 46 \, \mu\text{C/cm}^2 \) produced uniform pillar pattern as shown (d) and at higher magnification in (e).

One option for improving initial pattern formation is the use of a resist of higher sensitivity. To investigate this, the resist SXARP6200, also a positive resist, was prepared for beam exposure by the same method outlined in Fig. 5.11. As can be observed in Fig. 5.17, this resist produces much less variation throughout a single write field than the PMMA resist.
at a dose value lower (≈44 μC/cm²) than that used with the PMMA resist. As is observed in Fig. 5.17 (c) and (d), a higher dose with this more sensitive resist produces disparities within the template write field. This is shown in Fig. 5.17 (c) where at the higher dose of ≈ 51 μC/cm², it appears as though in places the pillars detach fully from the substrate once developed and move position within the write field leading to high levels of disorder. This is likely caused by undercutting by the exposure beam, and increased proximity effects for the high sensitivity resist. If the exposure is too high (≈ 60 μC/cm²), the area is completely overexposed resulting in no pattern, shown in Fig. 5.17 (d). This effect is reduced at lower doses as shown by the SEM images in Fig. 5.17 (e) and (f), producing a nicely uniform pattern for an exposure of ≈ 46 μC/cm² only. However, the ability to create uniform patterns at lower dose levels could benefit investigations into fast and low impact fabrication routes for the uniform pre-patterning of substrates for sphere assembly by dip-coating. The variable packing order in 2D monolayer artificial opal formation could provide possibilities for tuning the order and arrangement of the spheres across the one device. Depending on the application, a variation in complex photonic band structures are possible using 2D monolayer artificial opal assemblies.

5.3 Conclusions

5.3.1 Substrate Hydrophilicity and Increased Temperature

In summary, 3D photonic crystals were prepared on glass with different degrees of hydrophilicity by noise-assisted dip-coating and a greater level of long-range order was observed in the film formed on the more hydrophilic substrate. Temperature-assisted fast rate dip coating was performed for PS spheres on ITO-coated glass and gold-coated silicon substrates, the increased temperature promoted layer growth on the surface of the solution as the flux of particles towards the air-water interface increased. This resulted in improved
overall adsorption of spheres to the ITO surface and produced artificial opals with improved thickness and order compared with the deposition performed at room temperature. A similar result was observed for PS spheres deposited on gold surfaces at fast rate with improved reflectivity from the opal deposit representative of higher levels of 2D order compared with the patchy deposit observed at room temperature. The added heat was less beneficial for PMMA spheres deposited on gold coated silicon substrates, while increasing thickness, this method is more suited to the formation of thick photonic glasses as opposed to well-ordered opal structures. The lower solution stability of the PMMA spheres compared with the stability of the purchased PS sphere solution leaves insufficient time at the higher temperatures for the spheres to reach energetically favoured ordered arrangements before aggregation occurs. Increased thickness during fast rate dip coating is achievable by controlling the temperature, however, too high an evaporation rate will cause irregularities in the array growth and therefore further exploration is needed to determine the ideal evaporation rate needed to compensate for a particular increase in rate of withdrawal. It is also important to note that this is highly sensitive to both substrate type and sphere type. Polymers are more sensitive to environmental variations than silica spheres for example, and therefore too high a temperature (close to $T_g$) could cause the polymer spheres to deform.

### 5.3.2 Patterning

We have shown the sensitivity of opal assembly to substrate orientation and the ability to template PS spheres both in-between and atop patterned PMMA resist. In this way it was possible to demonstrate the subsequent sensitivity of the substrate pattern to the size of the spheres then assembled. Spheres with a diameter of 200 nm, somewhat smaller than the predetermined inter-pillar distance outlined in the blueprint, assembled around the pillars in a diamond like shape with a second layer mimicking the pillar pattern directly. This produced
an adsorbate unit cell a factor of $\sqrt{2}$ smaller than the substrate unit cell in both directions and also rotated by 45° with respect to the substrate fcc (100) unit cell. This highlights the possibilities of moving away from the usual particle-selected arrangement with the hexagonal (111) face parallel to the substrate. The use of PMMA in the pattern formation could allow the possibility of controlled defect introduction into PhCs if the technique is developed further, whereby lattice orientation could be designed so as to allow defect introduction by selective dry etch methods so as to remove the PMMA posts once the spheres are assembled, producing a defect in a specified area. This chapter demonstrated that a polymer pattern as a concept could be used to dip-coat an ordered binary 2D PhC. Second, subsequent growth into a 3D PhC was possible, forming a 3D PhC with a smaller periodicity, using a single sphere size for the 3D opal. Such an arrangement, including the fcc(100) arrangement are not possible with a single sphere size without a smaller secondary sphere/feature. Future efforts could explore combined topographical and chemically patterned techniques, modifying the pillar surfaces with material selective SAMs and using different sphere types, one type of sphere could then be selectively removed or altered to create the desired pattern. A more sensitive resist produced pillar patterns at lower exposures that showed a reduction in proximity effect, improving the pillar uniformity within the one template. Provided dose characteristics are tuned to suit the higher sensitivity and scanning direction and exposure mode explored as possible paths to improvement more perfect pillar patterns could be established to suit specific device requirements. The work has shown the sensitivity of dip-coated spheres to substrate topography, and in turn the sensitivity of surface patterns to sphere size. This type of directed-growth without a need for substrate manipulation beyond removing the resist following assembly could be particularly useful in device designs in need of larger, micro-sized features but is viable for nanoscale features also.
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Chapter 6

2D and 3D Vanadium Oxide Inverse Opals and Hollow Sphere Arrays

Abstract

High quality 2D and 3D inverse opals and hollow sphere arrays of vanadium oxide are grown on conductive substrates from colloidal polymer sphere templates formed by electrophoretic deposition or surfactant-assisted dip-coating. Inverse opals (IOs) are formed using variants of solution drop-casting, N2-gun assisted infiltration and high-rate (200 mm/min) iterative dip-coating methods. Through Raman scattering, transmission electron microscopy and optical diffraction, it is shown how the oxide phase, crystallinity and structure are inter-related and controlled. Opal template removal steps are demonstrated to determine the morphology, crystallinity and phase of the resulting 2D and 3D IO structures. The ability to form high quality 2D IOs is also demonstrated using UV Ozone removal of poly(methyl methacrylate) PMMA spheres. Rapid hydrolysis of the alkoxide precursor allows the formation of 2D arrays of crystalline hollow spheres of V2O5 by utilizing over-filling during iterative dip-coating. The methods and crystallinity control allow 2D and 3D hierarchically structured templates and inverse opal vanadium oxides directly on conductive surfaces. This can be extended to a wide range of other functional porous materials for energy storage and batteries, electrocatalysis, sensing, solar cell materials and diffractive optical coatings.
6.1 Introduction

Photonic Crystals (PhCs),\(^1\) the basis for many of nature’s colour schemes (butterfly wings, dragonflies, beetles etc.),\(^2\) have proven highly useful for many applications throughout optics and optoelectronics.\(^3\).\(^4\) Artificial PhCs, formed through the self-assembly of silica or polymer spheres (PS, PMMA), are becoming widely accepted as low cost and stable templates for the formation of three-dimensional (3D) and two-dimensional (2D) ordered structures.\(^5\)\(^-\)\(^8\) for example, waveguides,\(^9\) optical switches,\(^10\) and light-emitting devices\(^11\) with enhanced output power and external quantum efficiency have all been successfully produced using artificial opal templates. A growing area of interest however, is the potential these structures hold for the formation of three-dimensionally ordered macroporous (3DOM) or inverse opal battery electrodes.\(^12\)\(^-\)\(^14\) Inverse opals, as the name suggests, are formed by the infiltration of a PhC template or artificial opal with a material precursor and removal of the template. These structures have the advantage of periodicity in all three dimensions and the consequent possibility for a full photonic bandgap. These structures therefore, through template design and choice of infill material, allow the optical characteristics or phenomena of a material system to fit the desired application. The variety of assembly routes\(^15\) available for the formation of these templates, such as spin coating,\(^16\) drop casting,\(^17\) electrophoretic deposition,\(^18\) Langmuir-Blodgett,\(^19\) vertical deposition or dip coating,\(^20\)\(^21\) make it a well-controlled and easily adapted method for template design and formation.\(^22\)

The open and interconnected architectures have been shown to improve battery performance through increased conductivity and better electrolyte infiltration, providing substantial improvements in both power and rate capabilities.\(^13\)\(^23\) These properties have also been shown to extend to electrocatalysts, allowing a hierarchically
porous host structure that incorporates efficient catalytic nanocrystals. IO structures could provide that continuously sought after duplex of abilities; the battery that not only stores large amounts of energy in a light weight, binder free mouldable material can exhibit the power density capabilities of super-capacitors with the energy density of Li-ion batteries, required by the growing number of high power applications. Controlled porosity in functional materials has been continuously pursued for a wide range of materials in an effort to understand their synthesis, crystallization and their properties.

Vanadium oxides, in their various phases, have been employed in catalysis, energy storage and supercapacitors, photovoltaics, thermochromic and electrochromic devices, as well as sensing and field emission devices. Developing methods towards structuring vanadium oxide into ordered and optically significant architectures has the potential therefore to advance several types of functional devices. Vanadium oxide has long been a potential replacement cathode material for use in rechargeable lithium ion batteries due primarily to its layered geometry for cation intercalation, high theoretical specific capacity and low cost. Silver vanadium oxides are the primary materials for medical device batteries. When the c-axis of its unit cell structure is minimized, it has been shown to withstand high rates of intercalation allowing fully reversible charge discharge performance. Most recently, it has proven successful for use in sodium ion batteries, a potential alternative to Li-ion technologies. Some success has been made in combining the structural advantages of the 3-dimensionally ordered macroporous (3DOM) architecture with V$_2$O$_5$ to form a continuous network of porous V$_2$O$_5$ material with the aim of tackling the limited electronic conductivity issue faced by most V$_2$O$_5$ materials. Recent alternative methods have successfully demonstrated how mesocrystals of V$_2$O$_5$ can form using liquid crystals-based phases known as tactosols.
Vanadium oxide inverted opals (IOs) have primarily been formed as non-crystalline aerogel vanadium oxide synthesized from precursor infiltration and solvent exchange methods. Investigations in using electrodeposited crystalline V$_2$O$_5$ have also been made, quite often concentrating on electrochromic performance in 3D IOs.$^{55, 56}$ Recently, a thin layer of V$_2$O$_5$ was successfully electrodeposited on a 3D aluminum electrode for application as a Li-ion microbattery.$^{57}$ Controlling the phase, crystallinity and order in high quality IOs is critical for correlating structural changes, material and interface composition, electrochemical activity and electrical connection. In optical applications, the requirements for a high degree of order in the crystalline material would benefit from improvements in the methods of their synthesis and formation. Control in under- and over-infiltration methods by altering the influence of strong capillary forces through lowered viscosity and dip-coating for example, also provide opportunities for inverse opals as well as close-packed arrays of hollow spheres. Amorphous 2D structures can demonstrate controlled lasing and somewhat ordered 3D arrays can realize colour arrays independent of reflection angle for example.

Here, several routes for the formation of crystalline or amorphous 2D and 3D V$_2$O$_5$ inverse opals and hollow sphere arrays by low temperature crystallization of liquid precursor infiltrated colloidal crystal opal templates formed by electrophoretic deposition are presented. Two alternative methods of precursor infilling are demonstrated and thickness disparities and morphological variations are distinguished by particularly distinct Raman scattering responses and crystalline quality after equal heat treatments. The investigations uncover the specific phase transitions occurring during 3D IO formation. Methods towards the formation of amorphous and crystalline 2D V$_2$O$_5$ IOs on conductive substrates are also outlined.
6.2 Results and Discussion

6.2.1 Methods for 2D and 3D Opal Template Formation

The formation of the multilayer PS or PMMA sphere template on ITO glass by electrophoretic deposition is schematically represented in Fig. 6.1(a) and discussed in more detail in chapter 3, section 3.2.4. The resulting polymer sphere deposit is shown in Fig. 6.1(b) with the (111) plane of the colloidal crystal observed parallel to the substrate. This arrangement has the lowest free energy (maximum packing) for spherical colloids and therefore tends to form preferentially to other planes. At longer times the ordering can vary between domains due to the speed of sphere deposition and varying E-field strength.

![Fig. 6.1](image)

Fig. 6.1 (a) Schematic of the EPD technique. (b) SEM image of the top surface of the multilayer PS sphere template formed by the EPD technique after 10 min at 3 V. Inset shows cross section indicating multilayer thickness. (c) Schematic of the surfactant assisted dip-coating process for PMMA monolayer formation on gold surfaces. (d) SEM image of the top surface of the 2D monolayer PMMA sphere template with inset showing the monolayer with substrate clearly visible (through voids in the film). (e) Variation in EPD opal thickness as a function of deposition time for sulphated PS spheres on gold-coated silicon substrate.
Surfactant-assisted dip coating with PMMA spheres, described in chapter 3, section 3.2.2 and outlined in the schematic Fig. 6.1(c), produces a monolayer of PMMA spheres on gold coated silicon substrates, with a (111)-terminated surface shown in Fig. 6.1(d) similar to EPD deposited 3D opals. The cross-section of a sample prepared by this method (inset of Fig. 6.1(d)), shows a 2D opal from a single layer of spheres. Usually, gold surfaces quickly turn hydrophobic on interaction with air from any carbonaceous contamination, causing difficulties for ordered sphere deposition. The addition of the SDS surfactant to the solution at a concentration above its critical micelle concentration (CMC) causes the formation of micelles of SDS within solution. These micelles, comprising monomers of SDS with the hydrophilic heads orientated towards the polar solute and hydrophobic tails grouped into a hydrophobic core, allow more time for the spheres to reach an ordered organization at the air-liquid interface by reducing the surface tension, which subsequently reduces the evaporation rate. With the high concentration of $8 \text{ mg ml}^{-1} \times (27.7 \times 10^{-3} \text{ mol dm}^{-3})$ of SDS, and consequential formation of micelles in the solution, the horizontal component of the capillary forces between the spheres is increased due to the increase in ionic strength and surface compression of the solution. Micelles then interact with the spheres and the strong lateral forces push the spheres together as an assembly. As outlined in the previous chapter, it is possible using Derjaguin, Landau, Verwey and Overbeek (DLVO) theory and some assumptions, to predict that a separation of approximately one micelle thick can occur between neighbouring spheres when SDS above the CMC is used. The spheres’ colloidal stability in the presence of SDS at the air-liquid interface within the meniscus and substrate-liquid-air interfaces allows a close-packed ordered monolayer of PMMA spheres that behaves as a 2D diffraction grating.

With respect to the electrophoretic deposition route, as the template deposition time increases the deposited spheres will begin to screen the charge from the electrode,
weakening the attractive forces induced on the negatively charged spheres by reduction of the electric field influencing the electrophoresis. Therefore, the deposition rate will decrease with time and reach a plateau at very high deposition times.\textsuperscript{60} Direct measurements of the thickness of sulphated PS sphere templates on gold-coated silicon substrates for various EPD times at 3 V are shown in Fig. 6.1 (e), with each dark circle corresponding to a sample from which \(~3\) measurements were taken across between 3 and 5 different cross-sectional SEM images of the sample. Thickness variations between samples as a result of thickness variations between the top and lower areas on the substrate, contribute to the average values.

At longer deposition times, sphere settlement under gravity can create thickness gradients in the resulting opal deposit, evident by the larger variation between data points in Fig. 6.1(e) after longer EPD times. At 3 V, an optimum deposition time (thickness) to form a well ordered stable template on gold coated silicon using sulphated PS spheres without thickness gradients is between 30-50 minutes, highlighted by the black oval in Fig. 6.1(e). The overall mass deposit is directly proportional to the electric field $E$ and the deposition time $t$, and can also be represented in terms of the opal template thickness $d$ resolved by the number of spheres comprising the deposit as an fcc lattice (see Fig. 6.1(e) inset), such that $E = V/d$, where $d = (2R + N\sqrt{3}R)$, where $V$ is the applied voltage, $R$ is the sphere radius and $N$ the number of spheres stacked in an fcc lattice viewed along the (110) plane. The E-field is shielded preventing further deposition at 3 V after \(~90\) mins, which corresponds to a threshold E-field for EPD of \(~6.5 \times 10^4\) V/m at a final thickness of \(~45\) µm or \(~103\) spheres (Fig. 6.1(e)) in height. Electrophoretic deposition of the spheres is possible on any conductive substrate and on a planar surface, the deposited spheres maintain the (111) plane parallel to the substrate as shown in Fig. 6.2.
Fig. 6.2 SEM images of sphere templates deposited by electrophoretic deposition at 3V for 30 min on (a) ITO coated glass (b) Stainless Steel and (c) gold-coated Silicon showing domains of spheres arranged with the (111) plane parallel to the substrate. Bottom images indicating high level of thickness achieved for both ITO glass and Au-coated Silicon substrates.

6.2.2 Methods for 2D and 3D Inverse Opal Formation

Through condensation reactions and hydrolysis the liquid precursor solidifies into a rigid, amorphous V$_2$O$_5$ network of material when exposed to moisture in the air, once the added IPA is allowed to evaporate. The application of high temperature should then lead to crystallization of the V$_2$O$_5$ material. The method of precursor application and the following heat treatment can greatly influence the morphology and crystallinity of the resulting inverse opals. One of the methods developed in this work is schematically represented in Fig. 6.3(a). The 100:1 precursor solution was drop cast on to a multi-layered PS sphere template, covered with a cuvette and using a nitrogen gun, a light
flow of nitrogen gas was applied through the top of the cuvette, as is described in the experimental chapter, in section 3.3.1. The template was then heated for 12 h at 300 °C to simultaneously remove the spheres and crystallize the vanadium oxide. Higher temperatures (~450°C) are often used for the crystallization of vanadium oxide from liquid precursors, however, the vanadium oxide was found to grow to sizes and shapes that obscured the inverse opal morphology at those higher temperatures (See Fig. 6.4). However, when a lower temperature of 300 °C is used for the longer time of 12 h compared to 5-8 h frequently used at the higher temperature, and the nitrogen assisted infiltration is used as opposed to drop casting by other methods, well-ordered porous structures are achievable as shown in Fig. 6.5. This lower temperature crystallization is also mentioned as an alternate route to vanadium oxide porous structures by Stein et al. but dismissed due to poor ordering within the structure, it is believed that this something which is alleviated here by the applied pressure during infiltration and hydrolysis.

Fig. 6.3 (a) Schematic diagram of drop casting of precursor solution and the nitrogen-gun-assisted infilling of the template and SEM images of (b) infilled template with inset highlighting the infilling of the precursor to under layers and (c) the overall island morphology due to shrinking of material on drying. TEM image of a section of V$_2$O$_5$ thin walled IO with the inset highlighting the distinctive triangular wall region between the macro-pores characteristic of hexagonally ordered structures (f) and of the crystalline planes in the triangular section (e).
Fig. 6.4 (a) SEM image of 100:1 IPA:OV(OCH(CH$_3$)$_2$)$_3$ precursor solution drop-cast with 20 s sonication, and then allowed to hydrolyse in air, and heated at 450 °C for 5 hours in a furnace oven (a) SEM image of another area on same sample highlighting the non-uniformity of infiltration and crystallization by this method (b) Raman spectrum of (a) showing peaks at 103, 145, 197, 285, 304, 405, 483, 526, 703, and 994 cm$^{-1}$ indicating the formation of crystalline orthorhombic V$_2$O$_5$

A common problem for IO formation is crack propagation in the porous materials which can occur on evaporation of infiltrated solution and shrinkage during sphere removal. Large-scale growth of cracks along large domain boundaries of the starting opal template can lead to islands of IO material that mirror the grain shapes of the parent opal. The similarity in the shape and directional growth of the cracks and island boundaries in the IO material compared to the grain boundaries in an opal template can be observed in Fig. 6.3(b) and (c). The application of a steady flow of nitrogen air pressure during solidification increases the infiltration of the precursor through the close packed template as seen in the inset of Fig. 6.3(b). A crystalline IO structure is obtained as indicated by the TEM images shown in Figs 6.3(d) and (e). The nitrogen-containing flow directly above the substrate slows the hydrolysis of the precursor to solid vanadium oxide, improving precursor infiltration through the layers of the template. After 12 h at 300 °C, sphere removal is confirmed by SEM, by which an IO structure comprising two different morphologies is observed, as shown in Fig. 6.5 (a) and Fig. 6.5 (b). The variation in morphology and wall thickness can be attributed to a varied degree of precursor infilling before calcination. Used N$_2$ flow with slight
overpressure, while successful in retarding hydrolysis, can apply uneven pressure over the template causing infiltration of more material in certain areas. Crystallization by heating to these two areas for an equal amount of time produced IOs at different stages of crystallization with different morphological characteristics. The characteristic Raman modes at 103, 145, 197, 285, 304, 405, 483, 526, 703, and 995 cm\(^{-1}\) are clearly visible for both regions in the Raman scattering spectra taken over both areas of morphology and shown in Fig. 6.5 (c). These vibrational modes can be indexed to the orthorhombic structure of crystalline \(V_2O_5\) with a space group \(Pmmn\) and \(D_{2h}\) point symmetry. Thus, when acoustic modes are ignored, the optical modes (21 in total) are defined as: \(\Gamma_{opt} = 7A_g + 7B_{1g} + 3B_{2g} + 4B_{3g} + 3A_u + 3B_{1u} + 6B_{2u} + 6B_{3u}\). In both regions the stretching mode associated with the \(A_g\) symmetric vibrations of the short vanadyl \(V=O\) bond, with the bond length 1.58 Å, is consistent at 995 cm\(^{-1}\), and the skeleton bent vibration at 145 cm\(^{-1}\), evidence of the layered structure of the \(V_2O_5\), is predominant in both spectra.\(^{62,63}\) Variations in the two spectra however are more easily observed in Figs 6.5 (I)-(III). In these spectra, there are Raman modes visible that are not normally associated with purely crystalline \(V_2O_5\). A low frequency mode at 167 cm\(^{-1}\) (Fig. 6.5(I)) and the higher frequency vibrations at 847, 880 and 936 cm\(^{-1}\) (Fig. 6.5(II)) are found for the IO. Another peak is visible at 1033 cm\(^{-1}\) (Fig. 6.5(III)), particularly in the spectrum of the wider walled morphology (Fig. 6.5(a)). It is known that several growth mechanisms can occur for different morphologies of vanadium oxide that produce different Raman scattering responses.\(^{64}\) In some cases, the peaks at \(~167, 848, 880 and 936\) cm\(^{-1}\) have been described as artefactual,\(^{65}\) but have been observed in several reports involving the synthesis of vanadium oxide structures, as a mixed phase with crystalline \(V_2O_5\).\(^{66}\)

The peaks at 848 and 936 cm\(^{-1}\) were previously assigned by Su et al. to a mode of \(VO_2\) and the peak at 167 cm\(^{-1}\) discussed as a result of a \(VO_x\) layered structure.\(^{64}\)
Several reports have considered these peaks as a characteristic of VO\textsubscript{x} nanotubes (VONTs),\textsuperscript{66} or a phase seen in VONTs at low annealing temperatures before the nanotube structure is decomposed and re-arranged to form V\textsubscript{2}O\textsubscript{5}.\textsuperscript{67, 68} However, Manning et al. observed similar Raman scattering spectra in V\textsubscript{2}O\textsubscript{5} thin films prepared from VOCl\textsubscript{3} and from XRD analysis suggests that this mixed phase is V\textsubscript{6}O\textsubscript{13} and V\textsubscript{2}O\textsubscript{5.69}. XRD analysis of a sample which is seen to exhibit the foreign Raman peaks, did not yield an XRD pattern conducive with a presence of V\textsubscript{6}O\textsubscript{13}. The pattern, shown in Fig. 6.5 (f), can be indexed to crystalline orthorhombic V\textsubscript{2}O\textsubscript{5} with space group P\textsubscript{mmn} but does not clearly show any alternative phase of vanadium oxide. Some peaks are observed that could represent tetragonal V\textsubscript{2}O\textsubscript{5} and these are indicated by the star symbol in Fig. 6.5(f). The V-O-V in-plane mode depicted in Fig. 6.5(II) can theoretically exhibit an antiphase stretch with B\textsubscript{2g} symmetry. This mode is a pseudo centro-symmetric bending in pristine orthorhombic, layered V\textsubscript{n}O\textsubscript{2n-1}. This mode is predicted at ~848 cm\textsuperscript{-1} when the centro-symmetry is broken and the resulting Raman intensity greatly increases. Therefore the peak at 848 cm\textsuperscript{-1} while present in the Raman scattering response of V\textsubscript{6}O\textsubscript{13}, could also be related to the curved nature of the crystalline structure found in the IO structures\textsuperscript{69-71}. The intensities of these extra peaks, relative to the predominant 145 cm\textsuperscript{-1} and 995 cm\textsuperscript{-1} peaks of the pristine V\textsubscript{2}O\textsubscript{5} structure, are lower for defined IO walls, as would be expected if pseudo centrosymmetry is returned for thinner, less curved IO features. Defined and thinner opal walls are not as widely curved and possess more linearity (Fig. 6.5b) than seen for the wider walled regions. Their intensity is markedly increased in the wider walled morphology where a much greater quantity of curved crystalline V\textsubscript{2}O\textsubscript{5} regions are observed, but may also include a mixed oxide phase.
Fig. 6.5 SEM image of (a) wide walled IO structure and (b) thin walled IO structure seen within the same sample formed from the drop casted 100:1 IPA:OV(OCH(CH$_3$)$_2$)$_3$ precursor solution with air-gun assisted infilling and heating for 12 h at 300 °C. (c) Raman scattering for these two different morphologies indicating the greater presence of the minority phase vanadium oxide in the wider walled structure as indicated by the relative intensities of the peaks at (I) 167 cm$^{-1}$ (II) 847, 880, 936 cm$^{-1}$ and (III) 1033 cm$^{-1}$. TEM images of IO walls (d) and part of a triangular inter-pore partition (e). (f) XRD pattern of IOs indexed to orthorhombic V$_2$O$_5$ with some reflections indexed to tetragonal V$_2$O$_5$.

For the multi-layered (3D opal) templates dip-coated with precursor solution, thin, IO structures are observed in many areas. However, the morphology of the material in many areas in this sample is less defined than in the drop cast sample, with the appearance of precursor over-filling in many areas (see inset Fig. 6.6). Saturation of the top layers, where the precursor completely surrounds individual spheres and
hydrolyses before material can penetrate further into the template, could account for this effect. The IO structures are very thin and have smooth, wider walls that appear less uniform in morphology than those seen in the drop cast sample. The relative thinness of this IO structure, seemingly only one layer of material, compared with the drop cast sample can be explained by a lesser degree of template infilling in the absence of the added nitrogen pressure.

![Raman scattering of dip coated multi-layer template](image)

**Fig. 6.6** Raman scattering of dip coated multi-layer template (black line) showing the predominance of the V$_6$O$_{13}$ phase compared to the spectrum (red dashed line) from the drop cast V$_2$O$_5$ IO. Inset SEM image of resulting structure after heat treatment at 300 °C for 12 h of the dip coated precursor.

Raman scattering data for the multi-layered template dip-coated with the 100:1 precursor solution, shown in Fig. 6.6, was used to probe the crystal structure and composition simultaneously. The dominant Raman signature observed is identical to the minority phase of vanadium oxide seen in the spectrum in Fig. 6.5 for the drop-cast IO, most likely V$_6$O$_{13}$. The strongest peaks are the vibrations at 167, 848, 880 and 936 cm$^{-1}$ and the peaks associated with crystalline V$_2$O$_5$, most importantly the vibrations at 145 and 995 cm$^{-1}$, associated with long range order within the V$_2$O$_5$ planes and the
$V^{5+}=$O bond respectively, are not seen. However, low intensity broad peaks are observed at ~224, 298, 428, and 546 cm$^{-1}$, which are characteristic of the bending vibrations of $V_2O_5$. The mode at 224 cm$^{-1}$ is often found only when the modes associated with a frustrated or curved $V_2O_5$ crystal are found. The peak observed at ~701 cm$^{-1}$ is the classic in-plane antiphase V-O stretching vibration of $V_2O_5$. The peak observed at ~991 cm$^{-1}$ likely represents the stretching vibration of $V^{4+}=$O bond, before complete oxidation to $V^{5+}=$O, indicating a presence of more $V^{4+}$ ions than $V^{5+}$. This Raman signature is identical to that presented by Huotari et al. for VO$_x$-NT, referred to as the VO$_x$-NT phase (curved or scrolled oxide).$^{66}$ The Raman shift associated with bond order = 2 for the V=O bond can be expressed semi-empirically as $v = 21349 \exp(-1.9176R)$ where $R$ is the bond length.$^{72}$ For all 3D and 2D IOs and hollow sphere arrays in this work, this bond is unique to $V_2O_5$ with a shift close to 1000 cm$^{-1}$ and confirms $V_2O_5$ formation (see Table S1). Curvature or change in phase must also be those that contain a vanadyl oxygen that is unconstrained at a similar frequency.

The 100:1 precursor solution was drop-cast on a multilayer template and subjected to 300 °C for the longer time of 24 h also. The resulting inverted structure can be seen in Fig. 6.7(a) and at higher magnification in (b). The resulting IOs exhibit long range crystalline order. IOs with well-defined, circular pores are observed with walls that are smooth and somewhat thicker than the thin walled area shown in the sample heated for 12 h (Fig. 6.5(b)). After 24 h crystallization, the sensitivity of material crystallization to the precursor infilling and resultant IO thickness is also observed, shown in Figs 6.7 (c)-(f). It is evident through SEM inspection that the wall thickness and the presence of the mixed phase vanadium oxide is not solely dependent on heating time but on precursor hydrolysis and crystallization, with the mixed Raman response (Fig. 6.7(c)) more prevalent in areas of greater material thickness and better inverted opal structure.
Fig. 6.7 SEM images (a) and (b) of the structure formed from drop cast 100:1 IPA:OV(OCH(CH$_3$)$_2$)$_3$ precursor solution and N$_2$-gun assisted infilling with heating for 24 h at 300 °C. (Inset (a)) FFT of the IO structure. (c) Raman scattering data across a region of differing structure and thickness as indicated by accompanying SEM images which correspond to the different colour of light reflected in the optical image in (d) where the red arrow indicates the direction where Raman scattering data was obtained. (e) SEM image of region shown in (d). (f) Evolution of the 145 cm$^{-1}$ peak along the direction indicated by the arrow.

The change in the wall thickness and thus the periodicity of the IO causes a change in the wavelength of the primary diffraction, or color, as observed in Fig. 6.7(d,e). Differing degrees of crystallization and spectral purity can be seen in the Raman
signatures across the area (Fig. 6.7(c)). Fig. 6.7(f) highlights the 145 cm\(^{-1}\) \(B_{1g}\) mode from all 14 spectra taken along the arrow in Fig. 6.7(d). This is shown to approach higher intensity (spectra 1-6) where it approaches the ‘pink’ region indicative of high structural order, and then decreases in intensity (spectra 6-14) as the IO reduces in thickness, characterized by a poorly structured material shown as the brown area in Fig. 6.7 (d). The same intensity variation is also found in the peak at 995 cm\(^{-1}\) (V=O) proving that structural changes, both internal crystalline changes and external macro-structure changes, can correlate to different diffraction in the IOs. In such a scenario, hydrolysing alkoxide may pool and begin to solidify affecting the thickness or concentration of material between the spheres when hydrolysis occurs. Some methods have been proposed where vacuum infiltration can greatly improve the overall infiltration\(^{73}\). This however, is suitable for liquid precursors that solidify and crystallize upon heating after full infiltration. Preventing hydrolysis on surfaces with large surface area is less simplistic. This sensitivity of the Raman characterization to thickness variations and the mixed phase relationship to the amount of precursor present is shown throughout Fig. 6.7.

The Raman response previously discussed as either associated with VONTs-like curved V\(_2\)O\(_5\) or a mixture of V\(_2\)O\(_5\) polymorphs are observed in the areas on this sample corresponding to the IO structures with the highest order and regularity, comprised of defined walls and ordered sub-surface. The fact that these peaks are observed in the areas of darkest colour and best defined in structure further suggests these features could be both material and structurally dependent – a higher portion of curved crystalline V\(_2\)O\(_5\) contributes to the Raman tensor where the V-O bond polarizability is increased. This occurs when the pseudo-centrosymmmetric structure of the in-plane V-O-V bond is broken due to curvature in the layered structure. The minority phase peaks, occur in the wider walled morphologies uniquely, pointing further towards their
dependence on the arrangement of the vanadium oxide layers in the network of material during hydrolysis and crystallization and an increased level of precursor settlement in those areas. Through TEM, Fig. 6.5 and Fig. 6.8, the crystalline nature of all materials is evident, though complete 3D lattice structures are not easily resolved due to the curvature of the materials.

Crystallinity is more distinct in the inter-pore triangular partitions, seen in the TEM images for the drop cast precursor under nitrogen flow and heated for 12 h at 300 °C shown in Fig. 6.2 and 6.5 (e), and for the dip coated sample shown in Fig. 6.8 (a). The IO walls for both the dip coated sample (Fig. 6.8 (b)) and drop cast samples (Fig. 6.5(d), Fig. 6.8(c) and (d)) are shown by TEM imaging to be crystalline regardless of slight variations in crystal structure observed in their Raman responses.

![TEM images indicating the crystalline walls of the IO structures formed from the dip coated multi-layer template (a) and (b) and the drop cast 100:1 IPA:OV(OCH(CH₃)₂)₃ precursor solution and air-gun assisted infilling with heating for 24 h at 300 °C (c) and (d).](image)

**Fig. 6.8** TEM images indicating the crystalline walls of the IO structures formed from the dip coated multi-layer template (a) and (b) and the drop cast 100:1 IPA:OV(OCH(CH₃)₂)₃ precursor solution and air-gun assisted infilling with heating for 24 h at 300 °C (c) and (d).

In order to determine if the crystallization of the amorphous, hydrolysed material, deposited in the multilayer templates by the two infilling techniques, affected the
dimensions of the resulting IOs, line profiles from SEM images of the different structures were taken and are shown in Fig. 6.9. The templates were formed using 500 nm PS spheres and a plot profile for a typical top surface of such a template is shown in Fig. 6.9(a). The peak to peak distance can be taken as a representation of the diameter of the spheres, however, due to secondary electron contrast variations it can more accurately be used as a simple comparison between the plot profile of a closely packed template and the plot profiles taken for the inverted structures shown below this in Fig. 6.9(b)-(e). All data indicate an average value for the pores very close to the diameter of the spheres (500 nm). The average pore diameter for structures formed after drop casting and 24 h heating at 300 °C is ~505 nm, a broad short intensity peak is also visible in between the more defined peaks of the top surface walls, which are due to the structures visible in the second layer. However, the larger width of these peaks compared with that of the higher intensity peaks indicates a variation (increase) in wall thickness deeper into the structure.

Comparing Fig. 7(c) and (d) the differences between the two morphologies observed in the drop cast sample with nitrogen assisted infilling, and heating for only 12 h at 300 °C, can be more closely realized. The average pore diameter for Fig. 7(d) is ~ 480 nm, this is 20 nm less the average diameter calculated for the plot profile of Fig. 7(e) of ~500 nm. This, combined with the broader, high intensity peaks observed in Fig. 7(d) suggests the wall variation is ~20 nm between this morphology and the thinner walled morphology of the highly defined structure shown in Fig. 7(d). However, both these plot profiles produce low intensity peaks, characteristic of the IO walls on the layer beneath the top surface and seen between the pores, exactly midway between the high intensity peaks, (~240 nm and ~250 nm respectively) revealing a very well-ordered structure in both cases.
Fig. 6.9 Plot profiles and corresponding SEM images for a multilayer template of 500 nm spheres deposited by EPD on ITO glass (a) and 100:1 IPA:OV(OCH(CH₃)₂)₃ precursor solution drop cast with N₂-gun assisted infilling and heating for 24 h at 300 °C (b) dip coated at a rate of 200 mm/min × 10. (c) Drop cast with N₂-gun assisted infilling and heating for 12 h at 300 °C producing the wide walled morphology (d) and thin walled morphology (e).

Examining the plot profiles, it is clearly observed that the superior IOs are attained for the drop cast precursor with hydrolysis under applied nitrogen. However, this method of infiltration can produce areas of uneven infilling which can lead to variations in morphology and crystallinity within the one template outlined in Fig. 6.5 and Fig. 6.7. This could be beneficial in applications where variations in material phase, structure or crystallinity are desirable. By controlling the thickness and amount of material deposited, the length and temperature of the applied heat, different phases of the same material can be synthesized in one step and as part of the same structure. Thin walled structures are only attained after sufficient calcination time under temperature, however wider walled structures are also achieved in areas where it is
possible more material hydrolysed out of solution. This is also likely controllable by using a different precursor with a slower rate of hydrolysis or by varying the ratio of IPA to undiluted precursor, a smaller ratio will produce more crystalline $\text{V}_2\text{O}_5$ for a given area, but in this case hydrolysis will occur faster on exposure to air and moisture. These samples present possibilities for further investigations into the origin of the peaks sometimes seen in VONTs and their structural dependence, the arrangement of the vanadium oxide layers in the wider-walled IOs may be comparable to the walls of VONTs, unlike the mono-layered or thin-walled IOs.

### 6.2.3 2D Monolayer Vanadium Oxide IOs and Hollow Sphere Arrays

Monolayer templates of PMMA spheres were formed by surfactant assisted dip-coating as outlined in our previous work,\(^{21}\) whereby the spheres, due to micellar interactions, exhibit better order at higher withdrawal rates. This produced order similar to that of a 2D diffraction grating as shown by the light scattered normal to the surface when incident at 60° as shown in Chapter 4 Fig. 4.2. 2D monolayer templates prepared in this way were then infiltrated using the same two methods used for the multilayer samples. The resulting formations can be seen if Fig. 6.10 (a-e). Due to the thin nature of the monolayer templates the precursor, when drop cast and subjected to nitrogen air flow for infiltration assistance, pooled beneath the spheres between the substrate surface and sphere resulting in basin-like structures shown in plan-view in Fig. 6.10(a) with the cross-section shown in Fig. 6.10(d). Hydrolysis within a confined inter-sphere spacing solidifies into a solid but at the expense of a reduced volume, causing defects within the structure.

The over-filling effect discussed for the multi-layer dip-coated sample (summarised schematically in Fig. 6.10(b)) was more pronounced in 2D monolayer-templated structures, leading to alternative structure formation. In such cases an array of hollow
spheres of V$_2$O$_5$ are formed as seen in Fig. 6.10(c) and Fig. 6.10(e). It is postulated that hollow sphere 2D arrays could form as a consequence of the instability of PMMA in IPA, leading to their breakdown with each successive dip-coating in conjunction with continuing material hydrolysis. This would account for the absence of the spheres after heating without appreciable breakdown in the individual crystalline hollow spheres. Alternatively, the spheres may decompose with evolving CO and CO$_2$ escaping through voids in the structure. Future research may provide routes for optimizing single and multilayer hollow sphere arrays.

**Fig. 6.10** SEM image of the structure formed when precursor is drop cast with nitrogen assisted infilling and heated at 12 h for 300 °C (b) Schematic outlining the dip coating of a monolayer PMMA template with precursor solution and (c) SEM image of a monolayer PMMA template when dip coated at a rate of 200 mm/min × 10 times (d) Cross section of the structure shown in (a). (e) Cross section of the hollow spheres shown in (c). The red arrow indicates the hollow internal structure. Insets of (a) and (c) show optical image of the visible diffraction from these 2D structures. (f) Raman scattering of both (a) and (b) confirming V$_2$O$_5$ crystal structure.

Both the drop cast and dip coated monolayer templates when heated at 300 °C for 12 h produced crystalline V$_2$O$_5$ as evidenced by the Raman scattering shown in Fig.
6.10(f). The characteristic peaks of the 145 cm⁻¹ and 995 cm⁻¹, indicative of the layered structure and V=O short-length bond are well defined. Mixed phases of vanadium oxide are not observed in either of the monolayer IOs. This provides further evidence that template thickness influences crystallization; 12 h at 300 °C is insufficient for complete crystallization to orthorhombic V₂O₅ but is sufficient for these thinner material deposits in 2D IOs.

![SEM images of (a) amorphous vanadium oxide after dip coating with 100:1 IPA:OV(OCH(CH₃)₂)₃ precursor at a rate of 150 mm/min × 8 times and treated with UV Ozone for 12 h and (b) following heating for 12 h at 300 °C. (c) Raman scattering spectrum of the crystallized vanadium oxide following the heat treatment compared with the amorphous spectrum of the material after UV Ozone treatment only.](image)

**Fig. 6.11** SEM images of (a) amorphous vanadium oxide after dip coating with 100:1 IPA:OV(OCH(CH₃)₂)₃ precursor at a rate of 150 mm/min × 8 times and treated with UV Ozone for 12 h and (b) following heating for 12 h at 300 °C. (c) Raman scattering spectrum of the crystallized vanadium oxide following the heat treatment compared with the amorphous spectrum of the material after UV Ozone treatment only.

A monolayer template dipped at a rate of 150 mm/min × 8 into precursor solution and subjected to UV Ozone for an extended period of 12 h, produced 2D IO structures of amorphous vanadium oxide, shown in Fig. 6.11(a), i.e. removing the sphere template without crystallizing the vanadium oxide precursor. This results in a high quality, ordered 2D vanadium oxide IO with smooth walls. After heating for 12 h at
300 °C to crystallize the material, the structure shows negligible deformation, shown in Fig. 6.11(b) and is confirmed as crystalline V$_2$O$_5$ as indicated by the Raman scattering spectrum shown in Fig. 6.11(c) thus indicating UV Ozone is a viable route for amorphous IO structures that do not experience further growth or modifications to overall arrangement during heating and crystallization. Due to the monolayer nature of the template, infilling is possible after fewer coats. These structures have extremely thin walls due to the ratio of alkoxide in the IPA diluted precursor and subsequent low filling factor after only one dip at a very high withdrawal rate of 150 mm/min (see Fig. 6.12).

![Fig. 6.12](image)

**Fig. 6.12** SEM images at different magnification of the IO structure formed from dip coating a monolayer template in the 100:1 IPA:OV(OCH(CH$_3$)$_2$)$_3$ precursor solution, only once at the rate of 150 mm/min showing effects of low filling factor.

The thickness of the multilayer samples and the close-packed arrangement presented a difficulty in complete infiltration of precursor and the resulting IO can often lose up to 70% in thickness after sphere removal. This could be reduced with further study into concentration and type of precursor solution. However, it has been shown that the synthesis of ordered IOs of crystalline vanadium oxide are possible when using liquid precursor and infilling is assisted by some applied pressure and slowed hydrolysis. Crystallization is then performed at a lower temperature and a longer time than most
other methods so as to prevent over-growth of the vanadium oxide and loss of the ordered structure.

6.3 Conclusions

This work has demonstrated how 2D and 3D opals and corresponding vanadium oxide IOs can be formed from electrophoretically deposited templates and subsequent infilling methods. The formation and crystallization of the 2D and 3D V$_2$O$_5$ inverse opals was followed in detail through Raman scattering and it was demonstrated that the type of precursor deposition and subsequent treatment and removal of the sphere template greatly influences the morphology, crystallinity and phase of the resulting IOs structures. The ability to form high quality 2D IOs using UV Ozone removal of PMMA sphere templates was also demonstrated. Where rapid hydrolysis can occur, the formation of 2D arrays of crystalline hollow spheres of V$_2$O$_5$ is possible using iterative coating of opal templates. These methods provide viable routes for amorphous IO materials that optically diffract as a grating that can later be crystallized without major changes to the IO structure, and can likely be generalized to any template structure that uses polymeric templates capable of decomposition under UV-ozone exposure. The infiltration methods described here have the advantage of simplicity and low cost, with samples subjected to less strenuous synthetic methods, compared to other methods, such as CVD, ALD, PLD or electro-deposition, which is desirable for up-scaled charge storage, sensing, electrochromic and optoelectronic applications involving ordered or porous materials that behave as photonic crystals or 2D diffraction gratings. Very large-area templating on planar and curved metallic surfaces augers well for applications that require a conductive contact to the functional porous materials.
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Chapter 7

Electrodeposited Vanadium Oxide Inverse Opal Lithium-ion Battery Cathodes

Abstract

Crystalline V₂O₅ inverse opal electrodes were synthesised by electrodeposition at constant voltage vs SCE from an aqueous solution of VOSO₄·xH₂O into a stainless steel supported PS template (deposited by EPD). The electrodeposition growth process was compared with that of material deposited directly on bare stainless steel substrates with no template. Using the current-time transients it was confirmed that diffusion controlled growth occurs in both cases and the template presence has no noticeable effect on nucleation process. The performance of these V₂O₅ structures were then analysed and compared through rate capability test against the performance of V₂O₅ formed by drop cast infiltration with IPA diluted oxytriisopropoxide precursor. Electrodeposited IOs show good capacity retention over 100 cycles and high good coulombic efficiency per individual cycle. V₂O₅ still suffers a high degree of structural deformation on increasing lithium content which is illustrated using Raman scattering and XRD characterisation after discharge to different voltages at a 0.1 mV/s scan rate. Overall, the rate capability and cycling stability of both IO materials, and the as deposited electrodeposited material is shown to outperform that of bulk V₂O₅ powder.
Chapter 7 Electrodeposited Vanadium Oxide Inverse Opal Lithium Ion Battery Cathodes

7.1 Introduction

With the rapid and ever increasing growth in portable electronics and the growing need for electric and hybrid powered vehicles, the demand for light weight, high performance batteries with high power and energy densities, has never been more prevalent. Rechargeable lithium ion batteries (LIBs), which offer specific energies higher than other electrochemical power sources,\(^1\) have become the leading battery type for many of these applications. LIBs typically consist of a positive and negative electrode, the cathode and anode respectively, and electrolyte with a separator (usually a polymer membrane) to electrically isolate the anode and cathode from each other, preventing short circuits. It is the nature of these components that determines the performance of the battery, including the cell kinetics, cycle life and energy and power densities. The active material electrodes currently used in most LIBs often suffer performance issues due in some part to the disordered and brittle nature of these materials. For this reason, a substantial amount of research is currently underway to find materials and material architectures that can deliver the desired improvements in battery performance.\(^2\)-\(^7\)

Recently, three dimensional macroporous or mesoporous (3DOM) architectures, inverse opal (IO) architectures in particular,\(^8\)-\(^10\) have shown a lot of potential for providing a large active surface area within a continuously-interconnected electrode structure.\(^11\)-\(^16\) Lithium cobalt oxide (LiCoO\(_2\)) is currently the most commonly used cathode material in commercial LIBs. However, its increasing scarcity, high cost and poor cycle life has led to a growing interest into finding a replacement cathode material that is low in cost and can provide high specific capacity values while withstanding high charge/discharge rates. One such material receiving a lot of attention as a replacement cathode material, due to its low cost, availability and high energy density, is that of vanadium pentoxide (V\(_2\)O\(_5\)).
Vanadium is a material whose multiple valence states allow the formation of a number of oxides. In particular, Vanadium pentoxide ($V_2O_5$) has a particularly attractive mixed valence, $V^{4+}$ and $V^{5+}$, making it an ideal candidate for a large number of redox-dependent applications. Orthorhombic crystalline $V_2O_5$ consists of layers of VO$_5$ square pyramids that share edges and corners. This layered geometry makes it highly suited to the reversible intercalation of mobile guest species, such as metal ions.\textsuperscript{17} Intercalation of this kind, into a crystalline material with available and appropriately sized lattice sites, where the structural integrity of the host lattice is theoretically maintained, will cause certain changes to occur, including changes to material phase, and the inter-layer spacing.\textsuperscript{18} For this reason, interest into the development and synthesis of three-dimensional, nanostructured, porous $V_2O_5$ materials that can provide the desired surface area while accommodating foreign species with limited structural deformation, is important. The growth of metal oxide films through electrochemical oxidation is a well-established route and while $V_2O_5$ can be synthesised by a number of techniques, including hydrothermal synthesis, sol gel techniques, chemical vapour deposition, and atomic layer deposition, the electrodeposition of vanadium oxides from VOSO$_4$ aqueous solutions has the benefit of low cost and simplicity.

In recent years, the combination of the inverse opal architecture with electrodeposited $V_2O_5$ has in particular shown a lot of potential for both electrochromics and electrochemistry.\textsuperscript{19, 20} Engineered nanoscale materials that have 3D porosity can in principle accommodate electrolyte within the material and provide shorter diffusion pathways for efficient lithiation of the active material.\textsuperscript{9, 12, 21} A key challenge that is a basis for the use of ordered material approaches, is the problem of sluggish ionic and electronic transport kinetics in standard battery materials, especially if higher charge rates are required.\textsuperscript{3-5, 9, 16, 21-23} Reductions in the characteristic dimensions of the active material in an electrode are more effective in improving battery cycling rates than increases in ion diffusivity $D$, because the
characteristic time constant \( t \) for diffusion is proportional to the square of the diffusion length \( L \) \( (t \sim L^2/D) \). Furthermore, if the rate of lithiation can be increased, structural changes to the active material can be reduced under normal charging conditions to predefined depths of discharge. With respect to inverse opals, three-dimensionally interconnected macropores facilitate the rapid flux of liquid electrolyte solutions, such that, in a Carbon IO material for example 100 m\(^2\) g\(^{-1}\) of electrode interfaces are simultaneously accessible to Lithium or other mobile ionic charges. This degree of macropore interconnectivity is intentionally tailored into PhCs from self-assembled close-packed templates. For example, the ionic conductivity of a 1 M LiPF\(_6\) liquid electrolyte solution is only impeded by a factor of two when ion transport occurs through the interconnected macropores of monolithic carbon inverse opals (electrode thicknesses: 300 µm–3 mm). \(^{24,25}\)

In this chapter the formation of inverse opal vanadium oxide structures through electrodeposition on to PS templates suspended on a variety of substrates is presented. The use of different substrates and times, and the subsequent growth kinetics is briefly examined. The electrochemical performance of a V\(_2\)O\(_5\) IO formed using one set of conditions is then assessed and compared to bulk and electrodeposited non IO examples.

### 7.2 Results and Discussion

#### 7.2.1 Electrodeposition of V\(_2\)O\(_5\)

As described in Chapter 6, colloidal crystal templates were formed on conductive substrates of stainless steel, ITO-coated glass, or FTO-coated glass by electrophoretic deposition of 350 nm PS spheres at 3V for 50 minutes, described schematically in Fig. 3.4 of Chapter 3. This produced multilayer PS templates with the hexagonal (111) plane grown parallel to the substrate surface. Templates were then annealed for ~2 hours at 70°C to promote adhesion and structural stability. Vanadium oxide was infilled using electrodeposition at room
temperature with a constant potential of 2 V versus a saturated calomel (SCE) reference electrode in a three-electrode cell with a platinum mesh as counter electrode (Fig. 7.1 (a)). After deposition, samples were heated to 300°C for 24 hours to remove the spheres, resulting in the formation of a network of crystalline V_2O_5. The electrodeposition of vanadium oxide was performed for PS templates on ITO-coated glass, FTO-coated glass and stainless steel foil substrates. For comparison, vanadium oxide was also electrodeposited under similar conditions on to substrates without PS templates in place. These as-deposited samples were also heated at 300°C for 24 hours to form crystalline V_2O_5. The mass of stainless steel changes slightly on heating due to oxide formation, and so all stainless steel substrates were therefore pre-heated to 300°C and allowed to cool before sphere deposition to improve the accuracy of the mass calculation for the electrodeposited active material.

The current-time relationship shown in Fig. 7.1(b) is characteristic of 3D growth and nucleation. The current initially rises as the size and/or number of growth nuclei increases thus expanding the electroactive area. The current begins to decrease once the electrode surface becomes saturated and the rate of nucleation and growth gradually lowers towards steady state growth. The deposition profile observed for the PS templates is much like that of a bare substrate but due to a lower active surface area and electrode screening by the spheres, current values are lower than on the bare substrates. Oscillations in the current-time transient characteristic of electrodeposition into a sphere template were observed and are shown in the magnified region of the current-time transient in the bottom inset of Fig. 7.1 (b). In a simple diffusion controlled process the Cottrell equation, can be used to describe the current-time relationship and to determine a value for the diffusion coefficient, where I is the current, n is the number of electrons transferred, F is
Faraday's constant, $A$ is the area of the electrode, $C_0^*$ is the concentration of the electroactive species, $t$ is the time and $D$ is the diffusion coefficient for the electro-active species.\(^{28,29}\)

![Fig. 7.1](image)

**Fig. 7.1** (a) Schematic diagram of the three electrode cell used for the electrodeposition of vanadium oxide and (b) the characteristic current density versus time chronoamperograms observed for deposition on bare stainless-steel foil substrates (Bare SS), and PS sphere templates supported on stainless steel foil substrates (PS template on SS). (c) Current versus $t^{-1/2}$ for the decreasing portion of the $i$ vs $t$ transient (dotted line) for electrodeposition on bare stainless steel and (d) for the case of a PS template on stainless steel at 2 V for 15 minutes. (e) $i$ vs $t^{1/2}$ for both depositions plotted according to Cottrell equation with positive slope.

In an electrodeposition process the electrodeposited area continuously changes with time following initial nucleation of the $\text{V}_2\text{O}_5$. The trends observed for both planar and templated $\text{V}_2\text{O}_5$ electrodeposition in Fig. 7.1 confirm a diffusion controlled growth. The
Cottrell equation can be applied to the decreasing portion (after the current peak) of the current-time transient by plotting the current density $i$ vs $t^{1/2}$, and the linear relationship is indicative of a diffusion limited process in this region. Mass transport of reactants is thus limited by the diffusion constant with the double layer at the surface of the growing $V_2O_5$. A similar trend is shown in Fig. 7.1(c) for electrodeposition onto the bare stainless steel substrate (SS Bare) and in Fig. 7.1(d) for the stainless steel foil with a PS opal template on top. In Fig. 7.1(e) the two Cottrell plots are shown together for comparison. As is observed, while the slope differs as expected due to the variation in growth parameters caused by the template presence, the process of deposition into the template is also diffusion controlled, highlighting that the presence of the template does little to effect method of material nucleation and serves as a structural mould for shaping the growth.

**7.2.2 Structure of Electrodeposited $V_2O_5$ Inverse Opals**

The bottom-up filling of the sphere template can be an advantage in preparing IOs. Material congestion in the upper layers of the template, problematic in some top down infilling techniques is not an issue with electrodeposition. Improved infilling and thicker deposits are therefore possible with electrodeposition compared with some top down methods such as alkoxide drop-casting described in chapter 6. However, the bottom up approach provides other challenges. Material formation occurs at the electrode surface i.e. those areas of the substrate in contact with electrolyte. When using a sphere template atop a conductive substrate the available electrode surface are interstitial sites within the opal template and in the preferred case, growth and nucleation continues around and within the template.\textsuperscript{30, 31} It is possible however, for growth to occur destructively towards the template, growing parallel to the substrate beneath the template, reducing sphere adhesion, leading to separation from the substrate before complete infiltration can happen. Detachment from the substrate is also seen
when material thickness grows to a large mass, effectively pulling the template from the substrate. This was particularly prevalent for depositions of $\geq 1 \text{ hour}$ (corresponding to thickness $> 18 \mu m$) on all substrates investigated. Deposition time must therefore be calibrated to suit the template thickness, too long results in an overfilling of the template, producing a porous IO structure trapped beneath dense layers of material, as shown for samples on ITO-coated glass in the SEM images in Fig. 7.2.

![Fig.7.2 SEM images of the resulting V$_2$O$_5$ IO structure observed after infilling of PS sphere templates on ITO–coated glass by electrodeposition at 2 V for (a) and (b) 1 hour and (c) and (d) for 30 min. Note the excess material atop the IO structure, resultant from an extended infill time.](image)

To reduce the possibilities of template overfilling and/or detachment from the substrate, deposition times were restricted to 15 min. At this time, templates (electrophoretically deposited at 3 V for 20 min) usually filled to a level below the total template thickness (see Fig. 7.3 (a)), leaving the template surface visible after removal from the electrolyte. In this way open IO structures which are more conducive to electrolyte
infiltration were allowed to form with thickness of ~10-12 μm, see cross section Fig. 7.3 (b). Unless otherwise stated, electrochemical analysis as a Li-ion battery cathode was performed using IO structures prepared at 2 V for 15 min on stainless steel foil substrates due to the suitability of this substrate to the battery cell arrangement.

**Fig. 7.3** Cross sectional SEM images of (a) a PS template on stainless steel substrate infilled at 2 V for 15 min before removal of the spheres, indicating only a partially filled template with a remaining area of unfilled sphere layers along the sample top (above white dashed line) and (b) the resulting IO structure after removal of the spheres and material crystallization after ~24 h at 300 °C.

The two central morphologies observed in an IO structure formed at 2 V for 15 min on stainless steel foil are presented in Fig. 7.4. SEM analysis revealed the formation of three-dimensional macroporous structures separated into an island like arrangement by structural voids characteristic of crack propagation and material contraction that occurs during sphere removal and sample drying.³², ³³ Islands of networked material close to the centre of the template appeared more disordered (Fig. 7.4 (a)-(c)) than those formed near the meniscus line and outer edges of the sample, which were able to maintain the structural order of the opal template (Fig. 7.4 (d)-(e)). It is unclear whether the disorder within the sample structure is as a result of the deposition process or as result of sphere removal. At regions along the
meniscus, template thickness is often thinner than the template bulk due to a thin liquid region within a meniscus, thus reducing the density of spheres available for deposition during EPD as well as overall solution settlement during the process. The removal of the remaining, unfilled layers of spheres along the surface of the sample could therefore be disrupting the order of the regions below, unlike areas at the meniscus that were more fully filled within the 15 min deposition time. The disordered upper regions may not extend fully within the sample structure, as is suggested by the SEM image in Fig. 7.5 (a) for a sample formed on ITO-coated glass, which indicates better opal order. This further suggests the disordered regions are a product of the under-filling technique employed. Overfilling results in coverage of the surface by $V_2O_5$ with an overlayer that negates the benefit of a porous, open access to the material. Accurate filling of a self-assembled opal template of indeterminate thickness (or variable thickness) may require further work for accurate control of electrodeposition kinetics and time. However, it is also possible that disorder occurs due to the growth of the electrodeposited material. As discussed above, nucleation below the template could have a disruptive effect on the ordering of the spheres before they become enclosed by the growing deposit, and as such, fundamentally decrease the degree of ordering with time prior to the final stages of electrodeposited infilling near the surface.

The force of the sphere shrinking and liquid removal at high temperature was observed to cause the islands of IO material to contract together, folding upwards from the substrate, typically at edges of domains of infilled opal, as is shown in the SEM images in Fig. 7.5 (b) and more closely in Fig. 7.5 (c). The inconsistency of occurrence for this folding effect could suggest an environmental factor, changes in humidity or temperature during synthesis. The effect could also be attributed to levels of sphere packing and domain structuring, a slower rate of heating could alleviate the strain on the sample domains as the spheres shrink. However, the active $V_2O_5$ remains interconnected electrically within each
domain, and each domain is electrically addressable with the stainless steel substrate. Thus, under mild compression in a Li-ion cell, and also as a native electrodeposited materials soaked in an electrolyte, no delamination of the material occurs.

![SEM images](image)

**Fig. 7.4** SEM images of the disordered but highly porous network of material observed at regions near the centre of the sphere template (a-c) and the areas near the top and side edges of the template that maintained better structural order producing an inverse opal – like island morphology (d-e) for PS templates on stainless steel infilled by electrodeposition at 2 V for 15 min and heated at 300°C for 24 h.
Fig. 7.5 SEM images of (a) a seemingly ordered IO network maintained beneath the disordered top-layers of an IO formed on ITO-coated glass after infilling at 2 V for 15 min and heating at 300°C for 24 hours and the material folding defects at (b) low and (c) high magnification seen throughout samples formed at 2 V for 15 min, attributed to material contraction on drying and sphere removal.

7.2.3 Electrochemical Characterisation – IOs as Lithium-ion Battery Cathodes

Electrochemical analysis was carried out in a half cell arrangement as outlined in the experimental description in Chapter 3. In this split cell (similar to a coin cell) lithium foil was used as the counter and reference electrode and glass fiber separator was soaked with 0.1 ml of electrolyte - a 1 M solution of LiPF₆ salts in a 1:1 (v/v) mixture of ethylene carbonate in diethyl carbonate. The V₂O₅ IO electrode completed the sandwich structure of the battery cell, assembled in a water and oxygen-free Argon atmosphere. In order to compare the fundamental charge/discharge behaviour of the electrodeposited V₂O₅ IO with the crystallized as-deposited and bulk V₂O₅ material, no conductive additives or binders were added to the prepared cathode materials. In some cases the battery performance of V₂O₅ IOs formed by drop casting 100:1 IPA:Alkoxide precursor solution under nitrogen pressure, described in the previous chapter, are also compared. Galvanostatic cycling was typically performed within a potential window of 4.0-1.2 V and the potential difference between the working and counter electrodes was measured as a function of time.
Fig. 7.6 The first discharge curves for IO samples formed by electrodeposition (blue) and dropcasting (red) compared with those of the as deposited material electrodeposited without a template (orange), and bulk V₂O₅ powder dropcast on stainless steel foil (black) showing specific capacity (bottom axis) and number of moles of intercalated Li (top axis) as a function of voltage when discharged at a constant current of 50 μA within a potential window of 4.0 – 1.2 V.

In Fig. 7.6, the initial discharge curve for samples cycled at a constant current of ± 50 μA within a potential window of 4.0-1.2 V are shown. As reported by Whittingham the interactions and cell reactions between lithium and V₂O₅ produces ternary LiₙV₂O₅ phases. These phase transitions during discharge correspond to different fractions of intercalated lithium (χ) and are reflected by distinct changes in the shape profile of the discharge curve, as the potential (V) varies. For bulk V₂O₅, the α phase occurs for χ < 0.01 and results in little distortion of the V₂O₅ structure, for χ between 0.35 and 0.7 a puckering of the layered structure of this material begins and the interlayer spacing widens in what is known as the ε-phase. At χ = 1, the δ phase is reached which usually instigates a sudden decrease in cell potential. Beyond this serious structural changes begin to occur as the γ phase (χ = 2) and the irreversible ω phase, are reached (χ = 3). It has been suggested however, that due to the diffusion based nature of lithium insertion into V₂O₅ active material at the electrolyte
interface, lithium intercalating can occur earlier than regions at the current collector. This could cause several phases to co-exist at different stages during discharge for various amounts of intercalated lithium.\textsuperscript{18, 34} By introducing a porous inverse opal structure that accommodates electrolyte, the issues of slower cation diffusion and multiple phase formation over time in thick, coherent films, is reduced and beneficial for repeated cycling at the expense of higher gravimetric energy densities.

The discharge curve for the electrodeposited IO structure is plotted in Fig. 7.6, with those of the orthorhombic bulk V$_2$O$_5$, the drop cast IO structure and the as deposited material, against the number of lithium moles intercalated per mole of V$_2$O$_5$ ($\chi$ in Li$\chi$V$_2$O$_5$) and the specific capacity of the material in mAh g$^{-1}$. The value $\chi$ was calculated for the mass $m$ of active V$_2$O$_5$ material, discharged for a time $t$ at a constant current $I$ using the equation,

$$\chi = \frac{ItM}{mF} \quad \text{Eqn. 7.2}$$

where $M$ refers to the molar mass of V$_2$O$_5$ and $F$ to Faraday’s constant. The mass of the active material was calculated by recording the mass of the stainless steel substrate before template formation and subtracting this from the mass of the final sample after heating at 300 °C for ~24 h. Specific capacity is a measure of the amount of charge stored per unit mass of material,

$$SC = \frac{It}{m} \quad \text{Eqn. 7.3}$$

where $m$ is the mass of active material charged or discharged for a time $t$ at a constant current of $I$. The profile for the first discharge curve is similar across all samples and the phase transitions were found to occur at similar potentials. Some variation is observed, for example, the phase transition at ~2.298 V in the bulk powder sample occurs at the slightly lower potential of ~2.258 V in the electrodeposited structure. Fewer discrete phase changes are visible in the discharge curve of the as deposited material, suggesting perhaps a lower level of
crystallinity in this sample compared with the bulk and IO samples. Similar smooth cycling curves were reported for vanadium oxide xerogels heated to 300 °C.\textsuperscript{18, 35} Importantly for reversible and efficient deintercalation, the mole fraction of lithium in the IO structure is lower than for bulk at an equal depth of discharge. While the specific capacity is lower, the thinner walls of the IO structure prevent solid state diffusion limitations and the formation of phases that cause large scale crystal structure changes or irreversible deintercalation during subsequent charging ($\delta \rightarrow \omega$ phase transitions).

In Fig. 7.7 the specific capacity (bottom axis) and fraction of intercalated lithium (top axis) is examined as a function of the 2\textsuperscript{nd}, 5\textsuperscript{th} and 10\textsuperscript{th} charge/discharge cycle in order to compare the relative cycling performance of the different electrode architectures. Samples were cycled 10 times at a constant current of 50 $\mu$A within the potential window of 4.0-1.2 V. The shape of the discharge/charge curves can aid in understanding the mechanism of lithium insertion and removal that occurs for each sample. The mole fraction of lithium inserted into all samples shown, the electrodeposited IO (Fig. 7.7(a)), the drop cast IO sample (Fig. 7.7(b)) and the as deposited material (Fig. 7.7(c)) does not exceed an amount greater than $\chi \approx 1$ mol. The phase transitions seen in the discharge curve of these samples correspond to the $\epsilon$ - phase (typically $0.35 < \chi < 0.7$) and the $\delta$-phase which can occur between 0.9 and 1.0 mol Li in Li$_x$V$_2$O$_5$. A larger amount of lithium is intercalated into the dropcast IO structure. However, the amount of intercalated lithium is seen to increase slightly from the 2\textsuperscript{nd} to 10\textsuperscript{th} cycle for both the electrodeposited IO structure (Fig. 7.7(a)) and the electrodeposited as-deposited material (Fig. 7.7(c)). This may be due to a number of reasons. The increased thickness of these samples compared with the drop cast IO material may delay diffusion of the lithium to the lower regions of the material (a function of depth into the structure, not the thickness of the walls of the structure). Successive cycling (longer times at corresponding voltages) allows intercalation into material deeper into the structure. It could be a factor of electrolyte soakage...
or simply temperature fluctuations during testing.

![Figure 7.7](image)

**Fig. 7.7** 2\textsuperscript{nd}, 5\textsuperscript{th} and 10\textsuperscript{th} discharge/charge curves for the (a) electrodeposited IO (b) dropcast IO and (c) as-deposited material after heating to 300 °C for a constant current of 50 μA within a potential window of 4.0-1.2 V.
While initial discharge capacity values are highest for the bulk V$_2$O$_5$, the subsequent decrease in this value, seen in all vanadium oxide materials and many positive electrode materials after the first discharge, is much larger than the decrease seen for the electrodeposited IO, dropcast IO and the as deposited samples. Figure 7.8 shows the discharge capacities for all samples as a function of cycle number. Assuming similar electrochemical processes and materials, the large irreversible capacity loss is generally greater for systems limited by ionic solid state diffusion. The chemical potential, surface reactivity, electrolyte stability, and changes in electrical conductivity upon lithiation are not dominant factors for first cycle capacity loss in cathodes at potentials far from 0 V vs Li$^+/Li$.

For the same materials with different degrees of porosity and size (microscale versus nanoscale) the irreversible capacity loss is reduced by preventing large structural changes and irreversible phase formation (maintaining a lower Li mole fraction) on deep discharge in the first cycle. Narrow walled IO structures also reduce diffusion limitations to lithium removal on the first charge cycle.$^{11, 36, 37}$ The IO V$_2$O$_5$ structure exhibits excellent Coulometric efficiency and capacity stability during cycling from Fig. 7.8; bulk material specific capacity continuously decrease by comparison.

The lowest capacity values are seen for the bulk V$_2$O$_5$, compared with these values both the electrodeposited, the drop-cast IO and the as-deposited material all demonstrate superior cycling stability and efficiency. After the second discharge the specific capacities for the electrodeposited and drop-cast IO samples are ~112 mAh g$^{-1}$ and ~171 mAh g$^{-1}$ respectively. Due to variations in mass loading the capacity values for the drop cast IO are not fully comparable to those of the electrodeposited IO and it cannot be unequivocally stated that the drop-cast IO performs better of the two. The discharge capacities for the drop-cast and bulk materials show a steady decline with increasing cycle number, as expected if structural integrity is worsened with increased cycling.
Fig. 7.8 Discharge capacities for the electrodeposited IO, dropcast IO, as-deposited material electrodeposited without a template and bulk V$_2$O$_5$ powder over 10 cycles. The enlarged initial capacities seen for the first cycle is a common characteristic for V$_2$O$_5$ materials and capacity stability should therefore be determined from subsequent cycles.

However, the capacity values for the electrodeposited materials, both the as-deposited and IO structures, show a larger variation in capacity values over the 10 cycles, improving in both cases from values of 112 and 138 mAh g$^{-1}$ respectively after the 2$^{nd}$ discharge to values of 119 and 152 mAh g$^{-1}$ respectively in the 10$^{th}$ cycle. This increase in specific capacity occurs between the 5$^{th}$ and 6$^{th}$ cycle for the electrodeposited IO, this is between approximately the 17$^{th}$ and 21$^{st}$ hours of cycling. The increase occurs sooner for the as deposited material, from the 3$^{rd}$ to 4$^{th}$ discharge, between ~ 15 and 20 hours into cycling. The higher overall capacities for the as deposited material may be due to better contact with the current collector compared with the IO structures. A number of reasons could account for the increase in specific capacity values for the electrodeposited materials. Structural changes that form defect sites within the material crystal structure have been reported to contribute pseudocapacitance to the overall measured charge capacity. In this first possible contributory case, the material is generally small or thin (on the nanoscale) and has undergone heating that can result in thermal removal of oxygen atoms by calcination in humid O$_2$/H$_2$O atmospheres.
leaving proton-stabilized cation vacancies. In such systems, the typical increase was about 23% over the entire cycle lifetime. The second contribution could be space charge pseudocapacitance, but this effect is typically a mass transport limitation effect from varying the potential at fast rates – in charge-discharge curves, a constant current is applied and so this charge contribution is not likely to contribute. Exfoliation or widening of inter-planar distances within the walls of the IO may also contribute some improvement or maintenance of charge capacity observed in these coulometrically stable IO materials.

The specific capacity for the electrodeposited IO was monitored over 100 cycles at a constant current of 30 μA in a potential window of 4.0 – 1.2 V as shown in Fig. 7.9 (a). The smaller oscillations in the specific capacity values in the data are due to temperature fluctuations within the lab environment, between night and day. After 100 cycles the specific capacity has faded to ~ 51 mAh g⁻¹ which amounts to a decrease of ~33% from value obtained for the second discharge of ~151 mAh g⁻¹. Coulombic efficiency is ratio of the charge in to the charge out after equal discharge-charge times (equivalent depth of discharge and state of charge). The average coulombic efficiency from the 2nd to the 100th cycle was ~96 %. This indicates that the intercalation of lithium ions into the electrodeposited V₂O₅ IO for a single discharge-charge cycle appears highly reversible however, it is important to note that the capacity retention of ~ 33% over 100 cycles intimates that this cannot be equally said from one cycle to the next, i.e. over the complete range of cycles. SEM images of the sample following 100 cycles, are shown in Fig. 7.9 (b)-(c). Comparing these to the images shown in Fig. 7.4, the effect of the lithium intercalation in disturbing the material structure and IO order on the macro-level can be seen.
Fig. 7.9 (a) Specific capacities for the electrodeposited IO material over 100 cycles at a constant current of 30 μA within the potential window of 4.0 – 1.2 V and the corresponding coulombic efficiency calculated for every 5 cycles (b)-(d) SEM images representative of the IO morphology before electrochemical cycling and (e)-(g) SEM images representative of the material morphology after 100 cycles.

Rate capability testing, in a potential window of 4.0 – 1.2 V, was performed to further investigate the performance of the IO materials and their response to high rates of charge and discharge. This was done by changing the applied current every 10 cycles from 50 μA → 100 μA → 150 μA → 200 μA→50 μA. Porous architectures have been reported to demonstrate
improved cycle ability compared with bulk materials, attributed to better accommodation of volume changes during lithiation/delithiation and the shorter diffusion lengths provided by the nanowalled architecture.  
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**Fig. 7.10** Rate capability tests for the (a) electrodeposited IO and (b) drop casted IO compared with the rate capability of bulk $V_2O_5$ for current values as indicated.

The specific capacities for the electrodeposited IO and for the drop-cast IO during the rate testing are shown in Fig. 7.10 both against the rate test for bulk $V_2O_5$. Both IO materials are shown to perform better than bulk $V_2O_5$. With respect to the electrodeposited IO material Fig. 7.10 (a) shows an increase in applied current from ± 50 $\mu$A to ± 100 $\mu$A after the first 10 cycles caused a decrease in specific capacity from ~104.4 mAh g$^{-1}$ to ~96.4 mAh g$^{-1}$. For an
applied current of 150 μA the specific capacity decreased to a value of 82.1 mAh g⁻¹ and a further increase in current to 200 μA resulted in a decrease in specific capacity to ~65.6 mAh g⁻¹. However, when the current was decreased back to its initial value of 50 μA the specific capacity increased to ~121.90 mAh g⁻¹. From the 10th cycle at ± 50 μA to the 41st cycle a minor increase in specific capacity of ~16 % was observed. This recovery in specific capacity to the values at or above the original values indicates a high degree of stability for the electrodeposited V₂O₅ IO as a cathode material.

For the IO material formed by drop casting, the rate capability is outlined in Fig. 7.10 (b). An increase in applied current to 100 μA saw a decrease in specific capacity from ~118.8 mAh g⁻¹ to 103.4 mAh g⁻¹. For an applied current of 150 μA the specific capacity decreased to a value of ~83.3 mAh g⁻¹ and an increase to 200 μA decreased the specific capacity to ~66.9 mAh g⁻¹. However, similar to the behaviour of the electrodeposited IO, once the applied current was returned to ± 50 μA the specific capacity after cycle 40 rose to a value of ~128.34 mAh g⁻¹, ~8 % higher than the value after at the 10th cycle, indicating a high degree of stability as a cathode material. The rate performance of these two structures is compared with that of bulk and the as deposited material in Fig. 7.11. The as deposited material indicates a similar increase in specific capacity values on return to 50 μA rate after the 40th cycle. However, the stability of these values appears lower than the capacity values for the IO structure, indicating perhaps a lower degree of structural stability or higher degree of sensitivity to the temperature fluctuations in the outside environment. Observable in all cases is the increased stability at higher currents for all samples compared with measurement at the lower current of 50 μA. Also clear, is the higher specific capacity values observed for the IO and as deposited material compared with the bulk V₂O₅ powder.
Fig. 7.11 Comparison of the rate performance for all sample types indicating slightly improved specific capacity values after rate changes in both the as-deposited (after heating to 300 °C) material (orange) and the electrodeposited IO material (blue).

Cyclic voltammetry was performed on the electrodeposited V$_2$O$_5$ IO and as deposited material at a scan rate of 0.1 mV/s for 10 cycles within the potential range of 4.0-1.2 V. A comparison between the first cycle of the IO and as deposited material is shown in Fig. 7.12(a). In the first discharge, the shape, as per galvanostatic measurements, is highly indicative of the phase and structural transitions within the material due to lithium insertion. In Fig. 7.12 (b) and (c) the cyclic voltammograms for the 2$^{nd}$, 5$^{th}$ and 10$^{th}$ cycles for both the IO and as deposited material, respectively are shown. The differences in the changes occurring to the structure/phase of the two materials are immediately clear. In Fig. 7.12 (a) reduction peaks are observed at ~ 3.359, 3.142, 2.217 and 1.851 V for the IO structure. The last two peaks at ~ 2.217 V and 1.851 V correspond well with the potential plateau regions in the galvanostatic discharge curves shown in Fig. 7.6. These two peaks are also present in the as deposited material. The reduction peaks seen in the first discharge remain partially visible in the 2$^{nd}$ cycle for the IO sample but at more positive currents. These two peaks at ~3.359 V and 3.142 V are also seen in the 2$^{nd}$ discharge of the as deposited material.
Fig. 7.12 Cyclic voltammograms of the electrodeposited IO sample and electrodeposited as-deposited sample at a rate of 0.1 mV s\(^{-1}\) (a) first cycle comparisons (b) the 2\(^{\text{nd}}\), 5\(^{\text{th}}\) and 10\(^{\text{th}}\) cycle for the IO material and (c) the 2\(^{\text{nd}}\), 5\(^{\text{th}}\) and 10\(^{\text{th}}\) cycle for the as-deposited material.

The integrated area (charge) in cyclic voltammogram over a certain potential range can be used to determine specific capacity values, though this method can give heightened values and is therefore less reliable than galvanostatic measurements for specific capacity.
determination. For example, discharge specific capacities were calculated as ~ 241 mAh g\(^{-1}\) for the electrodeposited IO and ~ 171 mAh g\(^{-1}\) for the as deposited material after the 10\(^{th}\) CV cycle. These values far exceed those seen in galvanostatic testing. The area for the as deposited sample increases from the 2\(^{nd}\) to the 10\(^{th}\) suggesting, as was observed in the galvanostatic testing, an increase in the amount of lithium intercalated and subsequent specific capacity between the 2\(^{nd}\) and 10\(^{th}\) cycle.

### 7.2.4 Structural Characterisation of Li Intercalated IOs

In order to better understand the structural changes occurring in the IO material, linear sweep voltammograms were conducted from 4 V to the reduction peak voltages \(V_p\) observed in the initial cyclic voltammograms i.e. \(V_p = 3.359, 3.142, 2.217\) and 1.851 V. At these voltages samples were removed from the split cell and both Raman scattering and XRD measurements were performed to characterize any changes to the IO atomic and/or molecular structure. The initial Raman spectra for the electrodeposited IO, shown in Fig. 7.13 (a), matches that of orthorhombic \(\text{V}_2\text{O}_5\) with a space group \(Pmmn\) and \(D_{2h}\) point symmetry with the characteristic Raman modes at 102, 145, 196, 285, 304, 404, 482, 526, 701, and 994 cm\(^{-1}\), identical to the drop-cast structures discussed in Chapter 6. On lithium insertion, one of the first noticeable changes in the Raman signature for the sample removed at 3.359 V, is the change in the skeleton bent vibration at 145 cm\(^{-1}\) evidence of the layered structure of the \(\text{V}_2\text{O}_5\). This peak begins to lower in intensity indicative of a decrease in structural order a slight shift towards a lower wavenumber of 143 cm\(^{-1}\) is also seen which is contrary to other reports on lithium insertion effects which report an increase in wavenumber.\(^{40, 41}\) However, this increase is later seen, in the samples removed at lower voltages, i.e. those intercalated for a longer time with lithium inserted to a higher mole fraction. The internal modes associated with the O-V-O and V-O-V bending vibrations and V-O stretching vibrations between wavenumbers 200-700 cm\(^{-1}\).
are also seen to deform and shift in wavenumber. The peaks at 285 and 304 cm\(^{-1}\) shift to lower wavenumbers, of 282 and 299 cm\(^{-1}\) respectively, the peak at 404 cm\(^{-1}\) previously assigned to a V-O-V stretch, moves towards a higher wavenumber of 407 cm\(^{-1}\). The Raman modes at 482, 526 and 701 cm\(^{-1}\) appear to shift towards lower wavenumbers. The formation of \(\varepsilon\) phase Li\(x\)V\(_2\)O\(_5\) has previously been reported with movement of the 483, 526 and 404 cm\(^{-1}\) Raman modes towards higher wavenumbers, associated with oxygen displacement along the a-axis of the unit cell.\(^{41,42}\) A shift in the stretching mode associated with the \(A_g\) symmetric vibrations of the short vanadyl V=O bond, initially with a bond length of \(\sim 1.58\ \text{Å}\), located at 994 cm\(^{-1}\), shifts towards a lower wavenumber of 992 cm\(^{-1}\). This is characteristic of a lengthening of this bond as lithium enters the interlayer spacing and has previously been associated with the \(\varepsilon\) phase.\(^{40-44}\) The sample removed at 3.359 V likely represents an intermediate phase, moving towards the transition to the \(\varepsilon\) phase.

The Raman signature for the sample discharged to 3.142 V shows the formation of a new peak at 957 cm\(^{-1}\) and a further reduction in the V=O stretching mode frequency to 978 cm\(^{-1}\). Low wavenumber vibrations are observed at 96, 123, and 169 cm\(^{-1}\), the disappearance of the 196 cm\(^{-1}\) mode and the progressive loss in intensity for these low wavenumber modes indicates a significant increase in local disorder within the layers. The modes associated with the bending and stretching vibrations of the weak V-O bonds, appear at 271, 327, 534, 641, and 720 cm\(^{-1}\), the 404 cm\(^{-1}\) mode disappears. Little difference is observed between the spectra at 3.142 V and 2.217 V. At 1.851 V, the peaks become broader and lower further in intensity, a new peak is observed at 412 cm\(^{-1}\). The behaviour described here for the Raman characteristics of IO V\(_2\)O\(_5\) intercalated with increasing amounts of lithium are mainly associated with the \(\varepsilon\) phase of LiV\(_2\)O\(_5\) as has been reported for crystalline thin films elsewhere.\(^{40-42}\) This suggests that lithium insertion into the crystalline V\(_2\)O\(_5\) in IO form occurs similarly to that of a thin film material but across the increased surface area of the IO. It
should be noted that in most cases minor differences in spectra were observed throughout a single structure, characteristic of the presence of multiple phases.

**Fig. 7.13** (a) Raman scattering comparing the before spectra of an electrodeposited V2O5 IO structure to the spectra observed when potentiostatically swept at a rate of 0.1 mV s\(^{-1}\) from 4.0 V to 3.359, 3.142, 2.217, 1.851 and 1.2 V, and after 10 cycles at a rate of 0.1 mV s\(^{-1}\) in the potential window of 4 – 1.2 V and (b) a comparison of the IO and as deposited material after 10 cycles at 0.1 mV s\(^{-1}\) between 4.0-1.2 V.
Generally, similar Raman characteristics are common to all the potential sweeps with the central differing factor being the disintegrating local order, and the lengthening and/or weakening of the V=O stretching mode. After 10 cycles, several low intensity broad peaks remain visible but extremely poor order within the Li$_2$V$_2$O$_5$ structure is probable. Interestingly the IO structure is still visible after 10 cycles. As is shown in Fig. 7.14, the IO structure before cycling is comparable to that seen after 10 cycles, order is relatively maintained after cycling though the material itself appears altered in composition evident by increased transparency and sensitivity under the electron beam. The splitting of the 957 and 978 cm$^{-1}$ peaks has been suggested as resultant of two different vanadium atoms explained by a higher depth of discharge causing a change in electron localization. The similar Raman signatures for the as deposited and IO structures following successive cycling (10 cycles), shown in Fig. 7.13(b), suggests a similar structural deformation process in both samples, which is interesting given the initial differences seen in their CV profiles.

**Fig. 7.14** SEM images representative of the IO morphology before (a) and (c) and after 10 cyclic voltammetry cycles (b) and (d) illustrating that the IO structure is still visible after 10 cycles thought the IO walls appear rougher and more transparent under the beam.
Fig. 7.15 (a) XRD spectra for the electrodeposited IO structure, before and after discharge at a rate of 0.1 mV s\(^{-1}\) to voltages corresponding to the reduction peaks seen in the cyclic voltammograms and after 10 discharge/charge cycles at a rate of 0.1 mV s\(^{-1}\) from 4.0-1.2 V. (b) Stick pattern corresponding to the peak position of the 001 peak, illustrating its variation in position and intensity caused by intercalating lithium.

The disintegration in local order in the layered structure of the V\(_2\)O\(_5\) IO is further corroborated by XRD, shown in Fig. 7.15. The XRD pattern observed for the electrodeposited IO structure corresponds to orthorhombic V\(_2\)O\(_5\), with space group P\(_{mmm}\), with the (001) peak at 2θ ≈ 20.37°. This (001) resonant peak shifts to lower angles and broadens as the discharge voltage decreases which is indicative of a widening of the crystal planes within the solid material regions of the lamellar structure as a consequence of the intercalation of the lithium ions between the V\(_2\)O\(_5\) planes.\(^{45-47}\) A greater number of lithium ions cause a puckering of the layers and an increase in the interlayer spacing. The progression of the XRD spectra is directly correlated with the Raman spectra, showing gradual decrease in crystalline order as the material is discharged to 1.851 V, then a slight recovery at 1.2 V as
the lithium begins to leave the structure on charging. The final spectra taken after 10 cycles in both the Raman scattering data and XRD shows a lacking of any crystalline order present. The d-spacing decreases slightly between the sample at 3.142 V and 2.217 V and between 1.851 and 1.2 V. This could suggest a slight recovery in layer structure or, as has been proposed in dedicated HRTEM analysis of in-situ electrochemical modifications to vanadium oxide, a lithiation-induced electrochemical ‘welding’ of regions caused by phase change inclusions (localised regions of different phase) throughout the structure. However, considering these measurements were not conducted in-situ, slight variations in sample structure and thickness could account for the discrepancies in peak movement patterns, and specifically, the change in space group of the $V_2O_5$ structure as a function of the mole fraction of intercalated Li. A diffraction peak is observed at ~ 22.8 ° (* in Fig. 7.15 (a)) for the samples swept to 3.359 V, 2.217 V and 1.2 V, it is unclear as to the origin of this peak but one possibility is recrystallization of salts in residual electrolyte.

7.2.5 Flooded Cell Measurements

Galvanostatic testing was also performed in a 3 electrode flooded glass cell, to examine the possibility of optical characterization of porous IO materials deposited on ITO and FTO as transparent Li-ion battery electrodes, and to assess the usability of this cell setup. Measurements were performed under the same conditions as the split cell test – at a constant current of ±30 μA in a potential window of 4.0-1.2 V with lithium foil as the counter and reference electrodes.

The specific capacity values obtained for the sample tested in the flooded cell correlate well with those obtained in the split cell as is shown in Fig. 7.16. The capacity in the flooded cell does not appear to suffer the same capacity fading, as is observed by the slight separation in trend around the 40th cycle. This may be due to a drying out of the separator in
the split cell arrangement, which is not a factor in a flooded cell. It could also be attributed to an increased electrolyte soakage for the flooded cell arrangement. This preliminary test to a significant number of cycles is promising for developing diffractive optical analytical method for examining changes to the photonic band gap and bias-dependent electrochromic responses of 3D structured porous materials as ion-intercalation electrodes.

**Fig. 7.16** Specific capacity as a function of cycle number for an electrodeposited V$_2$O$_5$ IO on stainless steel foil, tested in a potential window of 4.0-1.2 V, at a constant current of 30 μA over 100 cycles in a flooded cell and split cell arrangement.

### 7.3 Conclusions

Inverse opal vanadium oxide cathode architectures were synthesised using PS sphere templates and electrodeposition from a vanadate sulphate aqueous solution. Electrodeposition time was limited to 15 min to prevent overfilling the IO structure. Electrochemical characterization was performed using a split cell arrangement against a lithium anode. Galvanostatic measurements were performed at a constant current of 50 μA within a potential window of 4-1.2 V. Results indicate that the IO structures formed by electrodeposition and alkoxide drop-casting present promising initial capacities of ~160 and 109 mAh g$^{-1}$ for the drop-cast and electrodeposited IO respectively, compared with bulk V$_2$O$_5$. The discharge profile for the as deposited material suggests a partially amorphous structure this may allude
to a need for further, longer crystallization, perhaps at higher temperature, due to the dense packing of the as deposited material compared with the porous IO structure. This could also be accounted for by the presence of a lower oxidation state of vanadium oxide, possibly due also to the post deposition sample treatment. However, the as deposited material displayed capable performance, suggesting perhaps that partially amorphous materials could be beneficial for lithium intercalation. The IO and as deposited materials all presented good rate stability. Raman scattering and XRD characterization was performed to help determine the structural and phase alterations on lithium insertion and to what level structural degradation occurs. This process highlighted the stress incurred by the interlayer widening and formation of the $\varepsilon$-$\text{Li}_x\text{V}_2\text{O}_5$ phase. In order to better determine performance ability between the different structures, further investigation needs to be made better accounting for mass loading between samples. In situ measurements would also provide an increased understanding of both macro-structure changes to the IO order and phase changes in the $\text{V}_2\text{O}_5$ structural order during intercalation. For this reason the transferability of the sample performance to a flooded glass cell is promising towards accommodating and developing *in-situ* measurement methods.
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8.1 Introduction

This chapter briefly outlines the significant conclusions from each of the four results chapters. Recommendations for continued investigation are also presented.

8.2 Ordered 2D Colloidal Photonic Crystals on Gold Substrates by Surfactant-assisted Fast-rate Dip Coating

Advances in template fabrication onto metallic, conductive substrates at higher fabrication rates, without a reduction in ordering is particularly useful for sensing and/or electrochemical applications that require a current collecting support. Difficulties arise however for the assembly of polymer spheres on metallic surfaces hydrophobic in air. In Chapter 4, this problem was addressed by the addition of an anionic surfactant to a solution of 700 nm poly(methyl methacrylate) PMMA spheres prior to assembly. When the anionic surfactant sodium dodecyl sulphate (SDS) was added to a 5 wt% aqueous solution of 700 nm PMMA spheres at a concentration above the critical micelle concentration of SDS, an ordered monolayer of spheres formed on the gold coated substrate when withdrawn from the solution at a rate of 1 mm min$^{-1}$. Assembly at these concentrations at the slower rate of withdrawal of 1 mm hr$^{-1}$ was less effective typically producing a disordered assembly. At sphere and SDS concentrations reduced by ~ 50% however, 2D structures with a further improved order, compared with the fast rate 2D monolayer, were obtained at the slower rate of withdrawal. The improved quality of the 2D structures formed using the SDS addition was investigated using an angle resolved spectroscopy measurement system. The angle resolved 2D diffraction from the sample surface was compared with the diffraction recorded from a disordered array and a clear improvement in diffractive behaviour for the SDS assisted sample is shown.
8.3 Methods of Affecting and Directing Opal Growth by Dip Coating

In Chapter 5, glass substrates were prepared by two different cleaning methods, one with piranha solution resulting in a water contact angle of ~30°, and the other with O₂ plasma resulting in a highly hydrophilic surface with a contact angle of ~0°. Colloidal self-assembly of 700 nm PMMA spheres by noise-assisted dip coating produced 3D colloidal crystals with high degrees of order. Through angle resolved transmission measurements the internal long range order of the structures was investigated and the superior quality of photonic crystal formation on the O₂ Plasma cleaned glass surface was demonstrated by monitoring a more defined optical transmission resonance for the (111) plane.

Next, the application of heat was demonstrated as another route towards improving the order and thickness of opal deposits formed at a faster rate of dip coating. The application of heat to an aqueous solution of PS spheres improved sphere assembly on ITO-coated glass and gold-coated silicon substrates. The increased particle flux towards the liquid meniscus at the higher evaporation rate compensated for the faster withdrawal from solution, improving the 2D optical reflectivity and thickness for PS spheres compared with deposition at room temperature. However, the addition of heat for the deposition of PMMA spheres was less successful. The lower net repulsion between PMMA spheres compared with PS spheres led to an insufficient time for the PMMA spheres to reach the thermodynamically favoured FCC ordering. High temperatures resulted in a greater number of irregularities in array growth and further investigation is needed to quantify the needed increase in temperature to produce an evaporation rate able to accommodate a particular increase in withdrawal rate for a particular colloid.

In the last part of chapter 5, the dip coating of e-beam patterned substrates with polymer pillar arrays non-commensurate with the normally favoured (111) fcc arrangement
of PS spheres, allowed the formation of an adsorbate unit cell a factor of \(\sqrt{2}\) smaller than the substrate unit cell in both directions and rotated by 45° with respect to the substrate fcc (100) unit cell. The ability to predetermine sphere arrangement and symmetry is highly desirable for the fabrication of specific templates for the synthesis of functional devices, for example, for sensing or waveguide applications. Using polymer e-beam resists similar to the sphere composition, patterns can influence and enforce order in the dip-coated 2D colloidal crystal to form quasi-binary colloids that cannot be formed by co-deposition using 2 or more sphere sizes. The use of PMMA as the patterning media could allow better control over defect introduction in monolayer coatings for the formation of 2D PhCs with a highly specific optical sensitivity, and subsequent growth allows 3D colloidal photonic crystals with photonic band gaps defined by the single sphere 3D colloidal assembly on the alternative reduced dimension 2D assembly caused by patterning.

### 8.4 2D and 3D Vanadium Oxide Inverse Opals and Hollow Sphere Arrays

In Chapter 6, the formation of multilayer PS opal templates using electrophoretic deposition was described. The colloidal crystal thickness was varied and controlled with deposition time and voltage. For longer electrophoresis times, thickness fluctuations across the template increased as the PS sphere solution settled over time. Vanadium oxide (\(V_2O_5\)) inverted opals (IOs) were then synthesised by infiltrating these templates with vanadium oxytriisopropoxide diluted with IPA, in the ratio 100:1 IPA:OV(OCH(CH\(_3\))\(_2\))\(_3\). Nitrogen gas at over-pressure was developed to improve template infiltration and slow down hydrolysis to improve uniformity in crystallisation. Samples were heated at 300 °C for 12 h, a lower temperature than typically used so as to maintain the shape dimensions of the IO network.

The crystallinity and phase of the subsequent IO material was comprehensively examined using Raman scattering to illustrate the sensitivity of the material composition to
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IO structural morphology. Drop casting the 100:1 precursor solution with the applied nitrogen on the monolayer PMMA sphere templates described in chapter 1 produced basin-like V_2O_5 structures with visible 2D diffraction. It was also determined that repeated dip coating of the PMMA monolayer templates in the IPA diluted precursor led to the formation of 2D V_2O_5 hollow sphere arrays, due to an over-filling and rapid hydrolysis of the precursor solution. Also discussed in this chapter was the formation of amorphous IO materials using UV Ozone exposure for sphere removal, which allowed a crystalline 2D inverse opal structure with amorphous V_2O_5. These structures were also shown to remain stable after crystallization at 300 °C for 12 hours with no noticeable structural deformation. Controlling 2D and 3D inverse opal and related structures, without solvent etching that may dissolve or disrupt the template order, is a viable route for the formation of amorphous material IOs, provided polymeric templates capable of decomposition under UV-ozone exposure are used. The ability to form IO materials on metallic surfaces using amenable synthetic procedures applicable to a range of surfaces (flexible, plastic, temperature sensitive etc.) to other methods like ALD or CVD is potentially important for the incorporation of IO designs into functional devices.

8.5 Electrodeposited Vanadium Oxide Inverse Opal Lithium Ion Battery Cathodes

In the final results chapter, Chapter 7, PS templates formed by electrophoretic deposition were infiltrated by electrodeposition to form thicker V_2O_5 IO samples than obtained by precursor drop casting. The electrochemical performance of these IO structures was then compared to the drop cast IO material, the as-deposited material electrodeposited onto the current collector directly with no PS template, heated as was the electrodeposited IO to 300 °C for 24 h. According to galvanostatic cycling the mole fraction of intercalated lithium increase from the 2nd to 10th cycle for both the electrodeposited IO structure and the
electrodeposited as-deposited material. A maximum capacity loss of ~33% from the 2\textsuperscript{nd} to 100\textsuperscript{th} cycle is found for the electrodeposited IO. The specific capacity however, is still comparable to commercial cathode materials and the coulometric efficiency during cycling (without the addition of binder or conductive additives) his still amounts to significant capacity retention over 100 cycles for a constant current of 30 μA. Of the IO materials the specific capacity appears highest for the drop cast material, but this could be partially due to mass loading and further investigation at masses closer to those of the electrodeposited materials is needed. All three materials exhibited high stability during high rate capability tests with specific capacity values returning to values obtained before cycling at the higher charge rates. Excluding the first discharge capacity, all delivered specific capacities (>150 mAh g\textsuperscript{-1}) above those measured for the bulk V\textsubscript{2}O\textsubscript{5} powder, and with minimal capacity fading. The as deposited material in particular presented higher specific capacity values, however the as-deposited material did appear to present a greater instability over a short cycle range than other materials.

Using Raman and XRD at various depths of discharge, the structural deformation of the orthorhombic V\textsubscript{2}O\textsubscript{5} layered structure during discharging in a battery cell was demonstrated by a shift in the (001) diffraction reflection to lower angles indicative of an increase in interlayer spacing with increasing lithium insertion, and also by a quenching of the B\textsubscript{1g} phonon mode for orthorhombic V\textsubscript{2}O\textsubscript{5} at 145 cm\textsuperscript{-1} related to order within the layers for the material. At discharge potential of ~3.142 V under voltammetric polarization, and corroborated by XRD and Raman scattering, the dominant phase appears to be that of the ε-phase V\textsubscript{2}O\textsubscript{5} which relates well with the galvanostatic discharge profile. The reduced dimensions of the V\textsubscript{2}O\textsubscript{5} material in the IO structure prevents solid state diffusion limitations and is electrically interconnected so that ambipolar conductivity is maintained throughout cycling. Second, high mole fraction lithiation to irreversible phases is prevented even at deep
discharge. Crystalline order is retained at this phase, but after 10 cycles the material appears to reach a primarily amorphous state.

8.6 Summary of Conclusions

- Ordered 2D monolayer colloidal crystals of PMMA spheres can form on gold surfaces at a faster rate of dip coating by the addition of the surfactant SDS above CMC.
- A more hydrophilic surface promotes long range order in opal deposits dip coated at slow rates with noise agitation.
- An increase in temperature increases thickness and order for PS spheres at faster withdrawal rates but forms only disordered photonic glass for PMMA spheres dip coated at the same rate.
- Dip coating of PS spheres is highly sensitive to substrate conditions and patterned substrates can influence packing and symmetry.
- Well-ordered crystalline V$_2$O$_5$ IOs can be formed by drop casting IPA diluted vanadium oxytriisopropoxide under nitrogen gas over-pressure to force impregnation of the template and slow down hydrolysis.
- Overfilling of monolayer substrates by dip coating and removal of the spheres can create hollow sphere arrays that visibly diffract light.
- Underfilling of monolayer substrates by drop casting under nitrogen can create an array of V$_2$O$_5$ basins that behave as 2D diffraction gratings.
- UV ozone can be used for the removal of a monolayer of polymer sphere infilled with precursor to form amorphous IO that can later be crystallized under temperature with no structural variation.
- V$_2$O$_5$ IOs can be formed by electrodeposition on a number of metallic and transparent conductive substrates.
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- Both electrodeposited and drop cast $\text{V}_2\text{O}_5$ IO structures show better electrochemical response to cycle reversible lithiation than bulk $\text{V}_2\text{O}_5$.
- Electrodeposited IOs show good capacity retention over 100 cycles but the crystalline $\text{V}_2\text{O}_5$ still suffers a high degree of structural deformation on increasing lithium content.
- The IO structure prevents irreversible phase formation and promotes electronic and ionic diffusion without binders or conductive additives at deep discharge and maintains good coulometric efficiency at slow and fast discharge-charge rates.

8.7 Future Work

8.7.1 Sphere Deposition on Patterned Substrates

A higher sensitivity resist was shown in chapter 5 to form higher resolution pillars at lower dose patterns. In order to improve the uniformity of the substrate patterns used dose characteristics need to be tuned to suit the higher sensitivity and scanning direction and exposure mode should be explored as a method of improving the pillar resolution. In this work positive resist was used, however, negative resist might be better suited for the formation of these types of pillar patterns. With negative resist it is the area exposed that remains after developing, meaning exposure areas would be much smaller than for positive resist, and the pattern much simpler. Patterning in this case was performed on a system outside of a cleanroom environment, and with the tendency of negative resists to be UV sensitive, use of them would require better facilities and extra sample preparation and care. However this would no doubt lead to better structures and subsequently a more uniform coating of spheres. As was suggested at the end of chapter 5, topographical and chemical patterning techniques could be combined by modifying the pillar and/or sphere surfaces with material selective self-assembled monolayers (SAMs). The use of different sphere types
could also be used which could allow one sphere type to then be selectively removed or altered to create the desired structure. Electrophoretic deposition, as used in chapter 6 and 7 for the assembly of PS spheres on conductive substrates, could also be investigated using patterned substrates. It would be of interest also, to determine and analyse the photonic band gap by modelling in order to gain some insight into the optical signature for an artificial opal with unit cell a factor of $\sqrt{2}$ smaller than an fcc (100) substrate unit cell in both directions.

### 8.7.2 Binary Colloidal Crystals by One-step EPD

In chapter 6 and 7, multilayer PS templates with the fcc (111) plane grown parallel to the substrate surface were formed on conductive substrates using electrophoretic deposition. In these instances a single sphere size was used in order to promote ordered assembly. As discussed in the review chapter binary colloidal crystals,\textsuperscript{3-5} formed using spheres of two sizes hold significant untapped potential, both optically and as structural templates for complex IO fabrication. However, many current growth methods for the self-assembly of binary colloids are limited by lengthy time requirements, poor control over larger dimensions and/or sedimentation of the larger particles before growth is completed. Future development of a fast single step process for the controllable formation of binary colloidal crystals is therefore a necessity if these structures are to reach their full potential.
Fig. 8.1 SEM images of binary colloidal crystals fabricated using EPD at 3 V using a 1:1 solution of 200 nm PS spheres and (a) 350 nm (b) 500 nm or (c) 1.5 μm PS spheres.

As described in the review (chapter 2), the assembly of smaller spheres by EPD on to a layer of larger spheres deposited by relatively slow evaporative assembly is possible and this cycle can be repeated for successive layers. Not yet reported to the best of my knowledge is the use of EPD for one step binary colloidal crystal growth. Preliminary investigation into the use of a single solution, containing spheres of two different diameters in a 1:1 concentration ratio and the application of an electric field for the assembly of ordered binary crystals is optimistic, see Fig. 8.1. While the structures are primarily disordered, variations in size ratio have shown some improvement, and as discussed in the chapter 2, the arrangement of binary crystals is determined by two factors - the size ratio and the number ratio (the concentrations of the two sphere types). By experimenting with these factors, ordered binary colloidal crystals may be possible using one-step EPD, but electrophoretic mobility needs to be controlled for spheres with large diameter differences to avoid size separation prior to deposition and ordering.

The growth of multilayer heterostructures may also be possible by successive EPD using solutions of different sphere sizes as is shown in Fig. 8.2 (b) and (c). Incremental increases in the voltage and deposition time would likely be needed to continuously overcome the electrostatic screening by previously assembled spheres and allow the growth
of thicker sequential deposits. A combination between dip coating and EPD may be a viable route to rational control of binary, ternary or more complex colloidal crystal assemblies.

8.7.3 $\text{V}_2\text{O}_5$ IO Formation and Optical/Electrochemical Characterisation

$\text{V}_2\text{O}_5$ IOs were synthesised in chapter 6 by the drop casting of IPA diluted precursor in the ratio of 100:1. Two different opal templates were used for infilling. However, as mentioned in chapter 7, the mass of the resultant IO structure was less than that of the electrodeposited material. Future efforts could explore the use of different dilution ratios or different dilution solvents. A lower dilution factor would ensure a higher filling fraction and increase the mass of $\text{V}_2\text{O}_5$ formed. However, with less dilution the rate of hydrolysis in air increases. Rapid hydrolysis has a tendency to cause delamination of the template structure from the substrate surface, therefore a balance must be made. Delamination of the infilling template was

Fig. 8.2 SEM image of (a) a cross section of a colloidal binary crystal assembled from a mixture of 200 and 350 nm PS spheres illustrating that while disordered, the assembly of the two different spheres reaches through the whole structure (b) a 200 nm PS spheres assembled by EPD on a 350 nm PS template and (c) 350 nm PS spheres deposited by EPD on a 200 nm PS sphere template.
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problematic throughout this thesis. Thick sphere depositions frequently became brittle and unstable and detached from the substrate. This was observed both during drop cast IO formation and with electrodeposition as well. Research into methods for improving sphere adhesion to substrate and each other after assembly, alternative to annealing methods, should be made. Perhaps the use of SAMs would be beneficial, or a slower heating/drying method which might allow for a less abrupt change in sphere size may prevent delamination after infilling and heating.

The electrodeposition of V$_2$O$_5$ IO materials would benefit from further investigation into correlating deposition time, voltage and electrolyte concentration with template thickness. This would prevent template overfilling but allow the full thickness of the template to be infilled. A dedicated body of work focused on pulsed electrodeposition, and potential step experiments that control the mechanism of nucleation and progressive material growth may offer finer control over the infilling depth. However, an in-situ method to predetermine the physical thickness of opal template prior to infilling may be useful to offset the timely SEM examination of each template prior to each deposition step.

As discussed in the chapter 2, IO materials are currently of interest primarily due to their photonic characteristics, the formation of a photonic band gap the ability to direct and control particular wavelengths of light though its design is of great utility and interest. It would be interesting therefore to probe the structure of the V$_2$O$_5$ IO materials optically, this would give greater insight into the long range order of the materials. It would allow better comparison between the two infilling routes described, particularly with respect to filling fraction and the preservation of template structural order. ²

Raman and XRD investigations into the phase formation were carried out for material discharged to voltages correlated to the cyclic voltammetry data. While the mechanism of
structural changes during discharging-charging is clearer, further work on the charge rate capability as a function of the porous nature of the IO would be advantageous. When the walls of the IO are below the solid state diffusion limit of Li ion, theoretical there is no limit to the charge rate provided optimum electrolyte infiltration. The IO structure provide an ideal platform for fundamental investigation into the rate capability limits of real active material electrodes. The electrochemical performance of the drop cast IO should also be monitored for a larger number of cycles as was the electrodeposited IO in chapter 7, and at a comparable mass loading.

Fig. 8.3 (a) and (b) SEM images of IO structure formed on FTO-coated glass by electrodeposition at 2 V vs SCE for 15 minutes into a 350 nm PS template using an aqueous VOSO$_4$ solution and (c) the specific capacity (mAh g$^{-1}$) as a function of cycle number for the electrodeposited IO on FTO-coated glass, galvanostatically cycled at a current of 30 μA in a potential window of 4.0-1.2 V in a flooded cell arrangement with Li foil as the anode.
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Electrochemical performance of V₂O₅ IOs on FTO-coated glass (Fig. 8.3(a) and (b)) in a flooded cell at a constant current of 30 μA has also shown promising cycling performance, as can be seen from the plot in Fig. 8.3 (c) of specific capacity across ~70 cycles. Therefore further investigation into the use of the flooded cell and IOs formed on this transparent substrate could allow in-situ optical characterisation to be more easily developed. The stainless steel substrates require optical reflectance spectroscopy and not transmission spectroscopy, which can prove more difficult from within a cell. The development of an in-situ IO characterisation technique could give increased information on the macro-structural degradation of the IO material throughout cycling (change in dielectric and index contrast, porosity change due to material swelling upon lithiation, and changes in the photonic band gap from order disintegration), which in turn could be related to in-situ Raman scattering⁸,⁹ i.e. the phase changes and atomic structural degradation of the V₂O₅ material as a function of the depth of discharge or the state of charge.
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