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Abstract

A novel spectroscopic method, incoherent broadband cavity enhanced absorption spectroscopy (IBBCEAS), has been modified and extended to measure absorption spectra in the near-ultraviolet with high sensitivity. The near-ultraviolet region extends from 300 to 400 nm and is particularly important in tropospheric photochemistry; absorption of near-UV light can also be exploited for sensitive trace gas measurements of several key atmospheric constituents. In this work, several IBBCEAS instruments were developed to record reference spectra and to measure trace gas concentrations in the laboratory and field. An IBBCEAS instrument was coupled to a flow cell for measuring very weak absorption spectra between 335 and 375 nm. The instrument was validated against the literature absorption spectrum of SO$_2$. Using the instrument, new absorption cross-sections of O$_3$, acetone, 2-butanone, and 2-pentanone were measured in this spectral region, where literature data diverge considerably owing to the extremely weak absorption. The instrument was also applied to quantifying low concentrations of the short-lived radical, BrO, in the presence of strong absorption by Br$_2$ and O$_3$. A different IBBCEAS system was adapted to a 4 m$^3$ atmosphere simulation chamber to record the absorption cross-sections of several low vapour pressure compounds, which are otherwise difficult to measure. Absorption cross-sections of benzaldehyde and the more volatile alkyl nitrites agree well with previous spectra; on this basis, the cross-sections of several nitrophenols and methyl-nitrophenols are reported for the first time. In addition, the instrument was also used to demonstrate that the optical properties of secondary organic aerosol formed following the photooxidation of isoprene can be measured.

Much of the interest in the IBBCEAS approach has been for trace gas analysis. An extractive IBBCEAS instrument was developed for detecting HONO and NO$_2$ and had a sensitivity of about 10$^{-9}$ cm$^{-1}$. This instrument participated in a major international intercomparison of HONO and NO$_2$ measurements held in the
EUPHORE simulation chamber in Valencia, Spain, and results from that campaign are also reported here. Issues arising from the large thermal gradients involved in the experiments compromised the stability of the IBBCEAS instrument, although the response of the system generally correlates well with large changes in the concentrations of HONO and NO$_2$. Suggestions for improving the instrument performance are presented. Finally, open path IBBCEAS instruments are described that were deployed in two field campaigns. These early field instruments provided useful lessons in system design for future field campaigns.
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Chapter 1

INTRODUCTION
1.1 Atmospheric photochemistry

The atmosphere, the thin and fragile envelope of air surrounding our earth, greatly affects the environment in which we live. The atmosphere contains oxygen used by most organisms for respiration, carbon dioxide used by plants, algae and cyanobacteria for photosynthesis, as well as ozone, which at high altitude protects living organisms from genetic damage by solar ultraviolet radiation. The composition of the atmosphere has a direct link to the earth’s climate through the radiative forcing effect of greenhouse gases, clouds and airborne particles. Absorption of sunlight initiates photochemical processes and generates a variety of free radicals that drive the chemistry of the troposphere as well as that of the stratosphere. For example, the generation of the hydroxyl radical (OH), which is the dominant atmospheric oxidant, occurs primarily via the photolysis of O$_3$ in the presence of water vapour. Thus, the fundamental spectroscopy and photochemistry of atmospheric species is central to understanding the chemistry of the atmosphere (Finlayson-Pitts and Pitts, 2000).

The chemistry of the atmosphere is driven to a very large measure by light, that is, by photochemical processes. After absorbing a photon of visible or UV wavelength, a molecule is excited into an electronically excited state, from which it can undergo a number of different processes. If the excited species does not relax to the ground electronic state via radiative or non-radiative processes, it may dissociate, isomerize, rearrange, or react with another molecule. Among these various fates for the excited species, photolysis is an important removal process for atmospheric constituents. In the troposphere, only light above 290 nm is available, and the near-UV region of the spectrum (300-400 nm) is the most photochemically important. Near-UV radiation gives rise to the major atmospheric oxidants, such as OH radical via the reaction of water vapour and O($^1$D) produced via the photolysis of O$_3$. Photolysis of NO$_2$ is also a major route to forming O$_3$ in the troposphere.

Photolysis of a molecule after absorption of light can be described as a first order
reaction. The photolysis rate constant is given by following expression:

\[ j = \int \sigma(\lambda) \Phi(\lambda) F(\lambda) d\lambda \]  

(1.1)

where \( j \) is the rate coefficient of photolysis, \( \sigma(\lambda) \) is the absorption cross-section of the species, \( \Phi(\lambda) \) is the quantum yield of photolysis, and \( F(\lambda) \) is the actinic flux. The absorption cross-section \( \sigma(\lambda) \) and quantum yield depend not only on wavelength, but also on the temperature and pressure. The importance of photolysis relative to other loss processes, such as reaction with OH and O\(_3\), can be determined by comparison with the rates of other competing degradation pathways.

Molecular absorption of light has long been a fundamental way to identify and to quantify numerous atmospheric constituents, and absorption spectroscopy has played an important role in studying the physical and chemical properties of the atmosphere. Spectroscopic studies of the earth’s atmosphere date back to the late 19\(^{th}\) century. An early landmark in atmospheric research was John Tyndall’s investigation of the infrared absorption of the atmospheric gases in the 1860s, notably nitrogen, oxygen, water vapour, carbon dioxide, ozone, and methane. The Hartley band of O\(_3\) in 1880 discovered by Sir Walter Noel Hartley. In the same year, Chappuis discovered the visible absorption bands of O\(_3\), now named the Chappuis band. In 1890, the near-UV absorption of O\(_3\), known today as the Huggins band, was discovered by Sir William Huggins. The Meinel bands of OH were discovered in 1950 and connected HO\(_x\)-chemistry with O\(_3\) chemistry. Spectroscopic methods have been key to the identification and quantification of the atmospheric relevant species in these historic milestones. In the following the photochemistry of several major atmospheric constituents will be discussed.
1.1.1 Ozone

Stratospheric O₃ plays a very important role in that the Hartley band (200 - 290 nm) of O₃ has an extremely strong absorption (~$10^{-17}$ cm² molecule⁻¹). This absorption filters the sun’s harmful UV radiation and was the source of much early interest in O₃ atmospheric chemistry. As a result, solar radiation below 290 nm is absorbed before reaching the earth surface. The stratospheric O₃ layer contains 90% of the atmosphere’s O₃ and is thus responsible for the majority of the absorption of solar UV radiation.

Photolysis of O₂ in the 175 to 242 nm region to produce oxygen atoms is particularly important in the stratosphere because it is the only significant source of O₃:

\[
\begin{align*}
O_2 + h\nu (175 \text{ nm} < \lambda < 242 \text{ nm}) &\rightarrow 2O (^3P) \quad (1.2) \\
O_2 + 2O (^3P) + M &\rightarrow O_3 + M \quad (1.3)
\end{align*}
\]

O₃ is removed via reaction with the oxygen atom (1.4) or via photolysis (1.5)

\[
\begin{align*}
O + O_3 &\rightarrow O_2 + O_2 \quad (1.4) \\
O_3 + h\nu (\lambda < 336 \text{ nm}) &\rightarrow O(^1D) + O_2 \quad (1.5)
\end{align*}
\]

The above reactions were first proposed by Chapman in 1930 and are known as ‘the Chapman Cycle’. In these reactions, the production and destruction of O₃ leads to a steady-state level of O₃ in the stratosphere.

Detailed investigation of O₃ in the 1960s found that the Chapman mechanism overestimated O₃ concentrations (Crutzen, 1969; Bates and Hays, 1967). A group of reactions were found to catalyze the reaction of O + O₃ (above reaction 1.4). The general scheme is:

\[
\begin{align*}
R + O_3 &\rightarrow RO + O_2 \quad (1.6) \\
RO + O &\rightarrow R + O_2 \quad (1.7)
\end{align*}
\]

The net result is:

\[
O + O_3 \rightarrow O_2 + O_2 \quad (1.8)
\]

The radical species Cl, Br, NO or OH were found to act as catalysts in reactions (1.6)
and (1.7) After including these catalytic reactions the model calculations were in much closer agreement with observations. A general reaction schema for stratospheric O₃ is shown in Fig.1.1.

Figure 1.1 Schematic diagram of the chemistry of O₃ in the stratosphere. After Brasseur et al. 1999
1.1.2 The hydroxyl radical

The hydroxyl radical (OH) is the dominant oxidant for most chemical compounds and is particularly important in terms of the atmospheric oxidation capacity. The most significant source of OH is photolysis of O$_3$ and subsequent reaction with H$_2$O:

\[ \text{O}_3 + h\nu \rightarrow \text{O}_2 + \text{O} \]  \hspace{1cm} (1.9)
\[ \text{O} + \text{H}_2\text{O} \rightarrow 2\text{OH} \]  \hspace{1cm} (1.10)

Another important source of OH is the reaction of the hydroperoxy radical (HO$_2$) radical with NO:

\[ \text{NO} + \text{HO}_2 \rightarrow \text{OH} + \text{NO}_2 \]  \hspace{1cm} (1.11)

In polluted air, photolysis of nitrous acid is a further source of OH:

\[ \text{HONO} + h\nu \rightarrow \text{OH} + \text{NO} \]  \hspace{1cm} (1.12)

The hydroxyl radical reacts with most oxidisable gases in the atmosphere. OH reacts with carbon monoxide to form carbon dioxide and an H atom:

\[ \text{OH} + \text{CO} \rightarrow \text{CO}_2 + \text{H} \]  \hspace{1cm} (1.13)

which may subsequently react with molecular oxygen to form HO$_2$:

\[ \text{H} + \text{O}_2 + \text{M} \rightarrow \text{HO}_2 + \text{M} \]  \hspace{1cm} (1.14)

OH is also critical to the degradation of organic species, such as methane:

\[ \text{OH} + \text{CH}_4 \rightarrow \text{CH}_3 + \text{H}_2\text{O} \]  \hspace{1cm} (1.15)
\[ \text{O}_2 + \text{CH}_3 + \text{M} \rightarrow \text{CH}_3\text{O}_2 + \text{M} \]  \hspace{1cm} (1.16)

Other primary reactions of OH are the oxidation of hydrogen and formaldehyde:

\[ \text{OH} + \text{H}_2 \rightarrow \text{H} + \text{H}_2\text{O} \]  \hspace{1cm} (1.17)
\[ \text{OH} + \text{CH}_3\text{O} \rightarrow \text{CHO} + \text{H}_2\text{O} \]  \hspace{1cm} (1.18)
\[ \text{O}_2 + \text{CHO} \rightarrow \text{HO}_2 + \text{CO} \]  \hspace{1cm} (1.19)

In all the above OH reactions, HO$_2$ is generated and easily converted to OH. Other major reactions include reactions of OH with NO$_2$ and SO$_2$ to form acids:

\[ \text{OH} + \text{NO}_2 + \text{M} \rightarrow \text{HNO}_3 + \text{M} \]  \hspace{1cm} (1.20)
\[ \text{OH} + \text{SO}_2 + \text{M} \rightarrow \text{HSO}_3 + \text{M} \]  \hspace{1cm} (1.21)
\[ \text{HSO}_3 + \text{O}_2 \rightarrow \text{SO}_3 + \text{HO}_2 \]  \hspace{1cm} (1.22)
Eventually nitric acid and sulfuric acid are removed from the gas phase by various processes, such as dry deposition to the ground or rainout.

### 1.1.3 Nitrogen oxides

In the stratosphere, the Chapman cycle is the core mechanism in the formation of O$_3$. Before the 1960s it was believed that stratospheric O$_3$ was the only source of tropospheric O$_3$. Stratospheric O$_3$ actually contributes only a minor part of the total O$_3$ budget of the troposphere, whereas large amounts of O$_3$ are formed and destroyed in the troposphere.

Formation of tropospheric O$_3$ differs from that in the stratosphere. The mechanism behind the production of high concentrations of O$_3$ near the ground was known by the late 1960s (Weinstoc, 1969; Crutzen, 1970; Levy, 1971). Photolysis of NO$_2$ produces the oxygen atom O($^3P$), which then reacts with O$_2$:

\[
\text{NO}_2 + h\nu (\lambda < 420 \text{ nm}) \rightarrow \text{NO} + O(^3P) \quad (1.24)
\]
\[
O_2 + O(^3P) + M \rightarrow O_3 + M \quad (1.25)
\]

The recommended absorption cross-section and wavelength-dependent quantum yield for photolysis of NO$_2$ are shown in Fig. 1.2, where it is clear that the quantum yield is essentially unity below 400 nm. The calculated photolysis threshold for NO$_2$ to form ground state NO and an O atom is only 398 nm (Okabe, 1978). The extension of the non-zero quantum yields from 398 nm to 420 nm is believed to be due to the energy acquired from the internal vibration-rotation energy and collisions between molecules.

However, NO is rapidly oxidized by O$_3$ back to NO$_2$

\[
O_3 + \text{NO} \rightarrow \text{NO}_2 + O_2 \quad (1.26)
\]
Reactions (1.24) and (1.25) are the only significant source of O₃ in the troposphere. Reaction (1.26) leads to a ‘photo-stationary’ state, in which the ratio of concentrations of O₃, NO, and NO₂ is constant:

\[
\frac{[O_3][NO]}{[NO_2]} = \frac{k_{1.24}}{k_{1.26}}
\] (1.27)

Eq. 1.27 was first expressed by Philip in 1961 and is now known as the Leighton Relationship. The photolysis rate of reaction (1.24) under clear sky conditions at noontime is about 8 × 10⁻³ s⁻¹ giving a lifetime about 2 minutes for NO₂ molecules (Junkermann et al., 1989). The relation between major constituents in the global troposphere is shown in Fig. 1.3 (Brasseur et al., 1999).

**Figure 1.2** The recommended wavelength-dependent quantum yield of photolysis of NO₂ (black cycle) (DeMore et al., 1997) and absorption cross-section of NO₂ (red line) (Voigt et al., 2002)
Figure 1.3 Schematic diagram of the relation between the constituents of the global troposphere. After Brasseur et. al. 1999
1.1.4 Halogens

Interest in the atmospheric chemistry of halogen compounds increased following the proposal in the early 1970s that chlorine chemistry in the stratosphere could lead to catalytic $\text{O}_3$ depletion (Molina and Rowland, 1974; Rowland and Molina, 1975). Such catalytic destruction of the $\text{O}_3$ follows the general reaction of (1.6) and (1.7), if there is a source of chlorine atoms in stratosphere:

$$2\text{Cl} + \text{O}_3 \rightarrow \text{ClO} + \text{O}_2 \quad (1.28)$$

$$\text{ClO} + \text{O} \rightarrow \text{Cl} + \text{O}_2 \quad (1.29)$$

In 1974, the inert chlorofluorocarbons (CFCs) were shown to be a source of atomic chlorine in the stratosphere via photolysis:

$$\text{CF}_2\text{Cl}_2 + \text{h} \nu \rightarrow \text{Cl} + \text{CF}_2\text{Cl} \quad (1.30)$$

In 1985, a team of British scientists reported alarmingly low levels of $\text{O}_3$ above Halley Bay, Antarctica, during austral springtime (Farman et al., 1985). Subsequent work indicated that the polar vortex, a relatively well-contained air mass over Antarctica, combined with heterogeneous chemistry occurring in and on the polar stratospheric clouds was the key to major changes in $\text{O}_3$ levels. Figure 1.4 shows satellite measurements of the dramatic reduction in springtime Antarctic $\text{O}_3$ levels from the 1970s to 1990s, also known as the “ozone hole”. In September 1987 an international protocol was signed in Montreal, Canada, to limit the production of chlorofluorocarbons. By 2004, the chlorine loading of the stratosphere had begun to decline (Rinsland et al., 2003) and recent evidence shows that stratospheric $\text{O}_3$ levels have started to recover (Newchurch et al., 2003; Bodeker et al., 2005). The 1995 Nobel Prize in Chemistry was shared by Crutzen, Molina and Rowland, who established how these anthropogenic emissions in the troposphere influence the chemistry of the stratosphere (Molina and Rowland, 1974; Crutzen, 1969).
Figure 1.4 Evolution of the total ozone column abundance over the South Pole from 1978 to 1994, measured by the Solar Backscatter Ultraviolet and the Total Ozone Mapping Spectrometer (image courtesy of the NASA/Goddard Space Flight Centre).
Although the role of halogen species in the destruction of stratospheric O₃ is relatively well understood, their impact in the troposphere is much less certain (Wagner and Platt, 1998; Avallone et al., 2003). Bromine and iodine are of greater interest (Sander et al., 2003) than chlorine in the troposphere because a) the absorption cross-sections of I₂ and Br₂ are an order of magnitude larger than that of Cl₂, b) the photolysis wavelength threshold for I₂ and Br₂ is longer than that of Cl₂ and occurs where the actinic flux is greater, and c) the chlorine atom reacts readily with organic species to form hydrogen chloride, which is removed rapidly by wet or dry deposition. This reaction cycle has been reviewed in previous studies about reactive halogen species (Wayne et al., 1995; Platt and Honninger, 2003; Lehrer et al., 1997; Platt and Janssen, 1995; von Glasow et al., 2004).

Following their release halogen species are easily photolyzed to form halogen atoms which then mainly react with O₃:

\[ X + O₃ \rightarrow XO + O₂ \]  \hspace{1cm} (1.31)

Photolysis of XO regenerates the halogen atom:

\[ XO + hν \rightarrow X + O \]  \hspace{1cm} (1.32)

while XO also undergoes self-reaction or reaction with another halogen oxide YO:

\[ XO + YO \rightarrow X + Y + O \]  \hspace{1cm} (1.33)
\[ XO + YO \rightarrow XY + O₂ \]  \hspace{1cm} (1.34)

The net reaction is then 2O₃ → 3O₂.

In addition, XO reacts with NO to recycle the halogen atoms

\[ XO + NO \rightarrow X + NO₂ \]  \hspace{1cm} (1.35)

This reaction provides a shortcut in the normal tropospheric NO/NO₂/O₃ cycle. (reactions 1.24, 1.25 and 1.26) with additional consequences for tropospheric photochemistry and O₃ formation. (Stutz et al., 1999)

Ozone depletion events in the polar boundary layer were linked to the above catalytic reaction cycles, especially for tropospheric bromine (Barrie et al., 1988; Barrie and
Platt, 1997). In the polar regions, significant quantities of BrO have been observed in the free troposphere (McElroy et al., 1999), and large increases in BrO correlate with low O$_3$ episodes. However the origin and extent of elevated BrO concentrations is poorly understood (Wagner and Platt, 1998). Hence, quantitative measurements are required to identify sources and sinks of BrO (Avallone et al., 2003), clarify its atmospheric chemistry, and evaluate its impact on a regional and global scale.

### 1.1.5 Nitrous acid

Photolysis of nitrous acid (HONO) via reaction (1.12) is believed to be an important early morning source of OH radicals and thus initiates daytime oxidation chemistry in the polluted urban atmosphere (Platt et al., 1979; Platt et al., 1980a; Harris et al., 1982; Harrison et al., 1996; Alicke et al., 2002; Alicke et al., 2003; Zhou et al., 2002; Aumont et al., 2003; Ren et al., 2003; Kleffmann et al., 2005) as well the polar boundary layer (Li, 1993; Zhou et al., 2001). Field observations showed that the highest HONO concentrations were observed early in the morning before photolysis of HONO had started (Zhou et al., 2002). The general HONO concentration is in the range of 0-15 ppbV in highly polluted environments (Calvert et al., 1994; Lammel, 1996; Alicke et al., 2002).

The near-UV absorption of HONO extends from 300 to 400 nm (Fig. 1.5), where the photolysis quantum yield is unity below 400 nm (Cox and Derwent, 1976; Stutz et al., 2000). The HONO absorption spectrum has several clearly visible vibronic lines and unresolved rotational structure.

HONO is formed in the atmosphere by a variety of chemical mechanisms. In the gas phase, direct recombination of OH and NO occurs via a termolecular process: (Zabarnick, 1993; Pagsberg et al., 1997; Nguyen et al., 1998).

$$\text{OH} + \text{NO} (+ \text{M}) \rightarrow \text{HONO} (+ \text{M}) \quad (1.36)$$
A large urban source of HONO is the reaction of water and NO₂ (Svensson et al., 1987; Jenkin et al., 1988; Kleffmann et al., 1998; Finlayson-Pitts et al., 2003), where strong evidence shows it to be a heterogeneous process (Gutzwiler et al., 2002; Ammann et al., 2005):

\[ \text{H}_2\text{O} + 2\text{NO}_2 \leftrightarrow \text{HONO} + \text{HNO}_3 \]  \hspace{1cm} (1.37)

However, the exact heterogeneous mechanism of HONO formation is still unclear and may involve surface of organic aerosols or soot particles (Gutzwiler et al., 2002; Bröske et al., 2003). Other sources of HONO include nitrophenols and are still an active area of research (Zhou et al., 2002; Zhou et al., 2003; Trick, 2004; George et al., 2005; Stemmler et al., 2006; Bejan et al., 2006).

![Figure 1.5 Nitrous acid absorption cross-section in the near-UV of A^1A'←X^1A'^+ (Stutz et al., 2000).](image-url)

**Figure 1.5** Nitrous acid absorption cross-section in the near-UV of A^1A'←X^1A'^+ (Stutz et al., 2000).
1.1.6 Nitrophenols

Aromatic hydrocarbons are an important class of volatile organic compounds (VOCs) and contribute approximately 25% of non-methane anthropogenic emissions (Calvert, 2002). These compounds account for 30% of photooxidants in the atmosphere (Derwent et al., 1996; Derwent et al., 1998) and contribute to secondary organic aerosol formation (Odum et al., 1996; Forstner et al., 1997; Hurley et al., 2001). Nitrophenols are a class of aromatic hydrocarbons that are largely sourced from anthropogenic emissions and have been observed in various environments including air, (Harrison et al., 2005) clouds, (Luttke et al., 1997) soil, (Voznakova et al., 1996) fog (Herterich, 1991) and snow (Kawamura and Kaplan, 1986a, b). Much of the initial interest in nitrophenols stemmed from their phytotoxic properties and potential contribution to forest decline (Rippen et al., 1987).

Bejan et al. (Bejan et al., 2006) proposed that photolysis of the gas phase nitrophenols was a gas phase source of HONO, and showed that HONO was produced from photolysis of nitrophenols in a flow tube photoreactor. Nitrophenols strongly absorb near-UV light due to the n→π* transition. However, the mechanism of the photolysis of nitrophenols as a source of HONO in the atmosphere is still unclear and the absorption cross-section in the gas phase is still unknown. Bejan and coworkers also estimated the quantum yield of photolysis to form HONO, but used solution spectra due to the absence of gas phase absorption cross-sections. Measurement of gas phase absorption cross-sections of these nitrophenols is needed to refine the quantum yield values and to better understand its photochemistry.

1.2 Near-ultraviolet absorption spectroscopy methods

1.2.1 Absorption measurements in the atmosphere

Electronic transitions of molecules occur in the near-UV and visible spectral ranges. Absorption in the near-UV plays a particularly important role in atmospheric
photochemistry and is also useful in the study of atmospheric composition. Historically, UV absorption measurements by Cornu and Hartley in 1880 helped to identify \( \text{O}_3 \) in the atmosphere. The identification and quantification of various halogen free radicals, \( \text{ClO}, \text{OCIO} \) and \( \text{BrO} \), revealed the catalytic chemistry responsible for the destruction of \( \text{O}_3 \), while \( \text{OH} \) and \( \text{NO}_3 \) were also first identified by absorption spectroscopy (Perner et al., 1976; Platt et al., 1980b).

The Beer-Lambert law relates the strength of light absorption to the concentration and absorption spectrum of molecules. In many cases, measuring absorption spectra is difficult owing to the very low concentration of most atmospheric species. Detecting short-lived free radicals, for which concentrations are necessarily low, is a formidable challenge. For instance, the typical tropospheric concentrations of bromine monoxide, \( \text{BrO} \), are extremely low – typically below 5 ppt – and at the detection limit of existing analytical methods (Sander et al., 2003; Fleischmann et al., 2004). Nevertheless, quantitative measurements are necessary to identify the sinks and sources of halogen oxides (\( \text{BrO}, \text{IO} \)) in the field. The absorption of low volatility species (below 1 mbar at 298 K) is also not easy to determine due to large wall losses as well as spectrometer and sample stability issues over the long measurement time. Nitrophenols are examples which are below the FTIR detection limit in chamber experiments (Bejan et al., 2006). In the case of weak absorption cross-sections, even \( \text{O}_3 \), arguably the most important atmospheric absorber in the visible and UV, has a near-UV spectrum that is relatively poorly characterized, with reported discrepancies up to one order of magnitude in the absorption minimum around 370 nm (Brion et al., 1998; Bogumil et al., 2003; Voigt et al., 2001). Accurate cross-sections are necessary for satellite retrievals and in calculations of the solar radiation transferred to the Earth (Burrows et al., 1999).

1.2.2 Spectroscopic methods

Spectroscopic techniques used for atmospheric observations can be broadly divided
into those approaches based on absorption and those based on emission. The absorption techniques currently and widely employed in atmospheric studies include differential optical absorption spectroscopy (including Long-Path DOAS, Multi-Axis-DOAS, etc.), multi-pass cells for absorption spectroscopy (including multi-pass FTIR), cavity ring down spectroscopy (CRDS) and cavity-enhanced absorption spectroscopy (CEAS), and tunable diode laser absorption spectroscopy (TDLAS). Others techniques like resonance fluorescence (RF), laser induced fluorescence (LIF) and chemiluminescence (CL) are based on emission. The technical criteria of absorption spectroscopic methods are mainly the arrangement of the light path (whether long-path, folded path, or optical system cavity) and the wavelength region (i.e. infra-red, visible or ultraviolet), and the light source (whether broadband or monochromatic). These differences determine the performance as well as the specificity of each technique.

Long-Path DOAS (LP-DOAS) is one of the most widely used techniques in field studies of various atmospheric species (Platt et al., 1979; Platt et al., 1980a; Platt et al., 1980b; Platt et al., 1988; Hebestreit et al., 1999). The long optical path length results in high sensitivity to small absorptions in accordance with the Beer-Lambert law. Measuring the so-called ‘differential’ absorption solved the problem of measuring the intensity of light in the absence of absorption and scattering in the open atmosphere. Satellite observations (eg., from GOME or SCIAMACHY) also employ a differential absorption spectral analysis algorithm to retrieve and map the slant column density from space (Khokhar et al., 2005). However, a drawback of long physical pathlengths is that the atmospheric composition may vary significantly across the path and these long path methods only measure the total column density of the light path (Avallone et al., 2003; Harder et al., 1997; Wayne, 1985). In fact, most DOAS applications constitute remote detection of trace gases. Hence, in-situ measuring trace gas at a point in space is also desirable to probe the spatial variation of atmospheric species.
There are several different configurations of multi-pass cells in use. The most common configuration is the White cell which uses a three-mirror multiple-pass cell. Multi-pass cells can extend the base path-length up to hundreds of metres or a few kilometres (Steyert et al., 2001). Major advantages of such cells are that they are relatively easy to align and folded optical paths can be obtained in moderate volumes. This is important when only small amounts of sample are available, for example, in laboratory studies, or when a fast response is needed; smaller volumes cells can be pumped out faster, giving shorter residence times in the cell. However, for incoherent light sources the optical stability is compromised by vibration and thermal expansion, especially in field settings.

The characteristics of multi-pass cells are successful exploited in tunable diode laser absorption spectroscopy (TDLAS). TDLAS uses a narrow-band, frequency variable diode laser tuned to a suitable trace gas absorption structure. The linewidths of the laser are less than \(10^{-4}\) cm\(^{-1}\) and the coherent laser light is readily coupled into multi-pass cell. In contrast to bulk lasers, semiconductor diode lasers are easy to use, free of maintenance, rugged, and low cost. They also have very low intensity noise, which is essential for achieving high sensitivity. In addition, their wavelength can be directly tuned by varying the injection current to scan over the entire line-shape of an absorption transition. The advantages of TDLAS are increased resolution and sensitivity and high specificity to the target molecule. Unfortunately reliable diode lasers are best suited to the relatively weak vibrational overtone bands in the near-IR where the fiber telecommunication windows are located. Current commercial diode lasers are only available down to 390 nm and have limited application in the near-UV. In addition, the tunable range of diode lasers is short compared to the relatively broad spectral features of electronic transitions.

Optical cavities provide an alternative means of obtaining a long effective path-length of light through the sample, and techniques exploiting this property include cavity ring-down spectroscopy (CRDS) and cavity-enhanced absorption
spectroscopy (CEAS) (Mazurenka et al., 2005). Light path-lengths on the order of many kilometres can be obtained with a resonator of around 1 m. Such laser-based techniques are exceptionally sensitive to weak absorptions (10⁻⁹ cm⁻¹ or better) but have some drawbacks for recording broad spectra. Because the laser must be scanned across the spectrum, the approach is limited by the stability of the absorber concentration over the duration of the measurement. Furthermore, the intrinsic high resolution of laser is compromised if measurements are taken at widely spaced intervals, as is sometimes the case (Xiang et al., 2009). The cost and experimental complexity of tuneable laser systems may also be prohibitive for UV measurements in particular.

As one of the alternatives to absorption measurements, laser-induced fluorescence (LIF) relies on the excitation of gas molecules by absorption of laser radiation, the frequency of which corresponds to a suitable transition from the molecule's ground state to an electronic excited state (Baardsen and Terhune, 1972). The number of fluorescing photons is proportional to the atmospheric species’ concentration, making it a very sensitive and specific technique for detection of atmospheric trace gases. In addition, as fluorescence is spatially emitted, it is possible to image the fluorescence or to make range-resolved measurements. One of the central difficulties is separating other radiation (especially Rayleigh scattering) from the fluorescence signal. Other problems include photochemical formation (Ortgies et al., 1980;Davis et al., 1981;Shirinzadeh et al., 1987) or saturation of the transition under consideration. It is also necessary to calibrate the instrument response (Hofzumahaus et al., 1996;Schultz et al., 1995;Holland et al., 2003).

Another widely used emission technique is chemiluminescence. The similarity between chemiluminescence and LIF is that some gas molecules are also electronically excited following chemical reaction. The effective concentration of the emitting species, and hence the emitted light intensity, is again proportional to the reactant concentration. For example, chemiluminescence is a standard method for
monitoring NO and is based on the reaction of O₃ with NO to produce electronically excited NO₂:

\[
\text{O}_3 + \text{NO} \rightarrow \text{NO}_2^* + \text{O}_2 \tag{1.38}
\]
\[
\text{NO}_2^* \rightarrow \text{NO}_2 + h\nu \tag{1.39}
\]

Electronically excited NO₂ emits light extending from 590 nm to 2800 nm, a region that is relatively easily and sensitively monitored using conventional photomultipliers. However, interferences from other chemical reactions can be a big source of measurement uncertainty (Navas et al., 1997).

### 1.2.3 Incoherent broadband cavity enhanced absorption spectroscopy

Techniques suitable for the measurement of atmospheric trace species must fulfill two main requirements. First, a technique must be sensitive enough to detect the species at their ambient concentration levels. Second, the technique must be selective to the particular species and subject to insignificant interferences or other measurement artefacts. Other desirable characteristics are the ability to monitor multiple species simultaneously and to monitor the composition of the atmosphere over short spatial scales. *In-situ*, high spatial resolution measurements are particularly desirable owing to the high variability of the reactive species in the troposphere. Incoherent broadband cavity enhanced absorption spectroscopy (IBBCEAS), an approach that combines the simultaneous measurement of a broad spectral window with the advantage of the long effective path-length of optical cavities, provides a sensitive, *in-situ* approach to measuring several atmospherically relevant species.

IBBCEAS was first demonstrated by Fiedler and co-workers (Fiedler et al., 2003). The technique employs an optical cavity, a broadband light source (usually a Xe arc lamp or light emitting diode), and a spectrograph to cover a relatively broad spectral window with high sensitivity to weak absorptions (or other extinction processes) in
the sample. The principle of the IBBCEAS technique will be presented in Chapter 2. The technique has proved valuable for quantifying trace gases and aerosol extinction in chamber and field measurements (Venables et al., 2006; Dixneuf et al., 2009; Ball et al., 2010; Varma et al., 2009; Washenfelder et al., 2008; Thalman and Volkamer, 2010) and good agreement with other techniques has been demonstrated in the recent intercomparison between NO₂ and NO₃ measurements. (Fuchs et al., 2010; Dorn et al., in preparation, 2011.) Most IBBCEAS measurements thus far have been at visible wavelengths, with the shortest wavelength measurements between 360 nm and 380 nm to quantify HONO and NO₂. (Gherman et al., 2008) Extending IBBCEAS into the UV would facilitate the study of a broader range of atmospherically important species, such as BrO and other species absorbing in the near-UV including OCIO, HONO, O₃ and NO₂ (Orphal and Chance, 2003). IBBCEAS allows multiple species to be measured simultaneously and with high spatial resolution.

1.3 Aim of the work

The aim of this work is to develop and exploit the IBBCEAS technique in the near-ultraviolet. Several different experimental systems were constructed for laboratory experiments, in-situ chamber measurements and field observations. The approach was applied to measure the absorption spectra and cross-sections of numerous species including O₃, BrO, HONO as well as several ketones, nitrates and nitrophenols. These absorption spectra are important to evaluate their photochemistry. The system was used for trace gas measurements and some of the results were obtained in the context of two large international measurement campaigns held in Canada and Spain.

Chapter 2 describes the IBBCEAS technique and discusses the principle and the optimization of the system. A variety of methods to calibrate the system are discussed in this chapter. In Chapter 3, laboratory spectra are reported using an IBBCEAS system with a flow tube sample cell. The weak band near-UV absorption
cross-sections of SO$_2$, O$_3$, acetone, 2-pentone and 2-butanone are reported. In addition, a photoreaction experiment producing BrO radicals is described. Chapter 4 presents two IBBCEAS field instruments, one of which took part in the COBRA campaign in Hudson Bay, Canada, while the other was deployed at the Mace Head Atmosphere Research Station, Galway. In Chapter 5 an \textit{in-situ} chamber study was carried out in a simulation chamber to measure the absorption cross-sections of alkyl nitrates, the nitrophenols and benzaldehyde. The extinction of secondary organic aerosol formed in the chamber was also investigated. Chapter 6 reports results from an extractive IBBCEAS system used in EUPHORE chamber, Valencia, in which an inter-comparison of HONO measurements was conducted. Finally, Chapter 7 summarizes the results and suggests future work.
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Chapter 2

INCOHERENT BROADBAND CAVITY-ENHANCED SPECTROSCOPY
Measurements of trace gas concentrations are the experimental prerequisites for understanding physico-chemical processes in the earth’s atmosphere (Platt, 1999). Optical absorption spectroscopy is widely used in atmospheric and geophysical sciences as a straightforward, non-invasive approach for the \textit{in situ} detection of trace species concentrations and the measurement of wavelength-dependent absorption cross-sections.

In conventional optical absorption methods, the incident and transmitted intensities of the light travelling through a medium with a certain pathlength are measured. The absorption is related to the attenuation of the light expressed in terms of the Lambert–Beer law (assuming light scattering to be a negligible attenuation mechanism). In this approach the measurement of the absorption is genuinely intensity-dependent and its sensitivity depends on the optical pathlength, which is therefore maximized in most applications. The arrangement of the light path is thus a key consideration for absorption measurements. Classical schemes employ multi-pass cells according to White (White, 1976) or Herriott and Schulte (Herriott and Schulte, 1965). An alternative approach, using a high finesse optical cavity for sensitive absorption measurements, was first demonstrated a little over two decades ago with the development of cavity ring-down spectroscopy (CRDS) (Ramponi et al., 1988).

The type of the light source is another important experimental consideration. Narrow band diode-lasers can be tuned (Reid et al., 1978; Werle, 1998) in terms of amplitude or frequency modulation spectroscopy (Bjorklund, 1980; Hall et al., 1981), which achieves sensitivity for detection of several atmospheric trace gases. Spectrally broad light sources, whose emission is dispersed before or after passing the sample, are also used in most differential optical absorption spectroscopy (DOAS) applications. A
broadband light source is particularly suited to detection of multiple species based on their spectral signature.

In this chapter, a novel spectroscopic method which combines an optical cavity with a broadband light source (Incoherent Broadband Cavity-Enhanced Spectroscopy) will be introduced. The performance and calibration of the instrument, as well as the analysis procedure will be presented and discussed.

### 2.1 Prior cavity absorption methods

“Classical” cavity spectroscopy has undergone rapid development since the mid-1990s. Various types of cavity-enhanced methods have been established based on pulsed (Engeln and Meijer, 1996; O'Keefe and Deacon, 1988; Crosson et al., 1999) and continuous wave laser excitation (Romanini et al., 1997), and summaries can be found in a number of reviews (Wheeler et al., 1998; Berden et al., 2000; Berden and Engeln, 2009). Among continuous wave cavity-enhanced techniques, significant improvements were made in recent years using diode-lasers (Ye et al., 1998), whereby exceptional sensitivities were achieved in applications such as NICE-OHMS (Ma et al., 1999) or heterodyne CRDS (Ye and Hall, 2000). However, the refinement of the spectral resolution better than 1 MHz with cavity-enhanced sensitivity was achieved at the expense of experimental simplicity. In many applications, mode-locking of the cavity is necessary, which requires fast optical switches and feedback electronics, as well as Faraday rotators to avoid optical feedback into the laser diode. In diode-laser-based cavity-enhanced absorption spectroscopy (CEAS), as described by Engeln (Engeln et al., 1998), cavity transmission is extensively averaged, similar to pulsed integrated cavity spectroscopy output (ICOS) demonstrated by O'Keefe. These methods retain a measure of experimental simplicity as well as high sensitivity.
Although CEAS with diode lasers is promising in terms of robustness and spectral resolution, it cannot be flexibly applied in a wide spectral region as there are no commercial available diode lasers below 390 nm. Mode-hops in diode lasers are also a practical drawback, especially if high resolution is not required and a large spectral region is to be studied. Several pulsed laser applications have been developed (Scherer, 1998; Czyzewski et al., 2001; Ball et al., 2001), besides more established intracavity absorption methods (Romanini, 1995; Cheskis, 1999). Excepting Fourier transform phase shift CRDS (Hamers et al., 2002), previous cavity-enhanced absorption techniques were laser-based. In atmospheric applications where several compounds are to be monitored simultaneously or species with broad absorption bands are to be detected, techniques covering wide spectral absorption regions are required, rather than high spectral resolution. Therefore, combined with the multiplexing capabilities of modern spectrographs, the development of broadband cavity-enhanced methods appears very attractive.

Incoherent Broad Band Cavity-Enhanced Absorption Spectroscopy (IBBCEAS) is a technique that combines cavity enhancement of absorption with a broadband spectral light source. The broad simultaneous spectral coverage allows interfering species to be accounted for, which is an important practical consideration. The sensitivity of this approach is comparable to that of cavity ring down or conventional long path methods, but it is experimentally simpler and therefore suitable for laboratory and field observations of atmospherically relevant trace gases. The approach was first demonstrated by Fiedler et al. (Fiedler et al., 2003b). Subsequently, the technique was applied to a wide variety of atmospherically relevant trace species, including NO₂, NO₃, I₂, IO, OIO, HONO, O₃, glyoxal, O₄, H₂O, BrO and ketones. A summary of previous broadband cavity studies for atmospheric species is given in Table 2.1.
Table 2.1 Summary of prior broadband cavity enhanced studies.

<table>
<thead>
<tr>
<th>Light source</th>
<th>Mirror reflectivity</th>
<th>Spectral range [nm]</th>
<th>Detected species</th>
<th>Author’s study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xe Arc</td>
<td>0.9999</td>
<td>630-670</td>
<td>O₂, azulene</td>
<td>(Fiedler et al., 2003a)</td>
</tr>
<tr>
<td>LED</td>
<td>0.99995</td>
<td>645-705</td>
<td>O₂, H₂O, NO₃, NO₂, I₂</td>
<td>(Ball et al., 2004)</td>
</tr>
<tr>
<td></td>
<td>0.9999</td>
<td>530-580</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LED</td>
<td>0.99976</td>
<td>441-462</td>
<td>NO₂, O₄ dimer</td>
<td>(Langridge et al., 2006)</td>
</tr>
<tr>
<td>Xe Arc</td>
<td>0.99775</td>
<td>630-700</td>
<td>NO₃, NO₂, O₃, H₂O</td>
<td>(Venables et al., 2006)</td>
</tr>
<tr>
<td>Xe Arc</td>
<td>0.996</td>
<td>612-712</td>
<td>O₂, H₂O</td>
<td>(Ruth et al., 2007)</td>
</tr>
<tr>
<td>Xe Arc</td>
<td>0.997</td>
<td>1550-1650</td>
<td>CO₂, OCS, HD¹⁸O</td>
<td>(Orphal and Ruth, 2008)</td>
</tr>
<tr>
<td>LED</td>
<td>0.9999</td>
<td>630-680</td>
<td>NO₂, H₂O, NO₃</td>
<td>(Langridge et al., 2008)</td>
</tr>
<tr>
<td>LED</td>
<td>0.9985</td>
<td>360-380</td>
<td>HONO, NO₂</td>
<td>(Gherman et al., 2008)</td>
</tr>
<tr>
<td>Xe Arc</td>
<td>0.9999</td>
<td>525-560</td>
<td>I₂, OIO and IO</td>
<td>(Vaughan et al., 2008)</td>
</tr>
<tr>
<td></td>
<td>0.9998</td>
<td>427-450</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xe Arc</td>
<td>0.999966</td>
<td>440-465</td>
<td>CHOCHO, NO₂, H₂O</td>
<td>(Washenfelder et al., 2008)</td>
</tr>
<tr>
<td>Xe Arc</td>
<td>0.999</td>
<td>630-690</td>
<td>NO₂, NO₃</td>
<td>(Varma et al., 2009)</td>
</tr>
<tr>
<td>LED</td>
<td>0.9955</td>
<td>450-490</td>
<td>NO₂</td>
<td>(Wu et al., 2009)</td>
</tr>
<tr>
<td>Xe Arc</td>
<td>0.9998</td>
<td>530-553</td>
<td>I₂</td>
<td>(Dixneuf et al., 2009)</td>
</tr>
<tr>
<td>LED</td>
<td>0.999985</td>
<td>620-700</td>
<td>NO₃, O₃</td>
<td>(Meinen et al., 2010)</td>
</tr>
<tr>
<td>LED</td>
<td>0.99955</td>
<td>520-555</td>
<td>I₂</td>
<td>(Ball et al., 2010)</td>
</tr>
<tr>
<td>LED</td>
<td>0.99996</td>
<td>420-490</td>
<td>CHOCHO, CH₃COCHO, IO, NO₂, O₄, H₂O</td>
<td>(Thalman and Volkamer, 2010)</td>
</tr>
<tr>
<td>LED</td>
<td>0.9999</td>
<td>631-670</td>
<td>NO₃, H₂O</td>
<td>(Benton et al., 2010)</td>
</tr>
</tbody>
</table>
2.2 Principle of measurement

An IBBCEAS system is shown in Fig 2.1. Light from a broadband light source, such as a short-arc Xe-lamp or LED, is transmitted through an optically stable resonator composed of two highly reflective mirrors. Light in the cavity is reflected back and forth between the high reflective dielectric mirrors and slowly leaks out to the detector. This results in a long photon residence time and hence a very long effective pathlength for photons in the cavity. The long effective pathlength is the source of the absorption sensitivity of the technique. The light transmitted through the cavity is coupled into and dispersed by a grating spectrograph and detected with a sensitive CCD detector. Usually a combination of filters is necessary for removing stray light which would otherwise have a serious influence on the weak cavity transmission. The IBBCEAS technique can be used with a sample cell enclosing the cavity (closed path) or without the sample cell entirely (open path). Each configuration has advantages and disadvantages. The sample cell provides a rigid structure for the stable cavity, but inlet and sample losses to the wall surfaces may be important. The open path configuration avoids wall effects, but long term stability can be more difficult to maintain. Ultimately, the selection of the cavity structure depends on the stability of the target species and the application.

IBBCEAS combines the simplicity and robustness of standard non-invasive optical absorption spectroscopy with the absorption enhancement achieved in cavity ring-down spectroscopy.
The retrieval of the extinction coefficient in the cavity with broad-band incoherent light is based on the superposition principle (Lehmann and Romanini, 1996). It is assumed that nonlinear effects are negligible and that the bandwidth $\Delta \nu$ of the detector is sufficiently large (i.e., $\Delta \nu >$ free spectral range of the cavity), so that the influence of the eigenmode structure of the resonator on the variation of the intensity is too small to be detected.

Following the analysis of Fielder et al. (2003a) we assume an optically stable cavity of length $d$, formed by two mirrors of reflectivity $R$. The cavity is continuously excited with incoherent light of intensity $I_{in}$. The intensity of the light transmitted through the entrance mirror is thus $I = I_{in} (1-R)$, where (1-$R$) indicates the imperfect mirror reflectivities. As the cavity is subject to additional losses per pass, $L$, arising from sample absorption or extinction, the intensity reflected back at the 2$^{nd}$ exit mirror is $I = I_{in}(1-R)(1-L)R$, while the transmitted intensity is $I = I_{in}(1-R)^2(1-L)$. After an odd
number of passes, \( I \) can then be described by the superposition of the light, leading to the following infinite sum:

\[
I = I_{in} (1 - R)^2 (1 - L) + I_{in} (1 - R)^2 R^2 (1 - L)^3 + \ldots + I_{in} (1 - R)^2 R^{2n} (1 - L)^{2n+1} + \ldots \quad (2.1)
\]

\[
= I_{in} (1 - R)^2 \left(1 - L\right) \sum_{n=0}^{\infty} R^{2n} (1 - L)^{2n}
\]

Since \( R < 1 \) and \( L < 1 \) this geometric series converges and Eq. (2.1) can be written in the form:

\[
I = I_{in} \frac{(1 - R)^2 (1 - L)}{1 - R^2 (1 - L)^2} \quad (2.2)
\]

For an empty resonator with \( L = 0 \), the time integrated transmitted intensity, \( I_0 \), is given by \( I_0 = I_{in} (1-R) (1+R)^{-1} \), and the fractional losses per pass can then be expressed as a function of the ratio of intensities measured without and with losses:

\[
(1 - L) = \sqrt{\frac{1}{4} \left( \frac{I_0}{I} \left(1 - \frac{R^2}{R^2} \right)^2 \right)} + \frac{1}{R^2} - \frac{1}{2} \left( \frac{I_0}{I} \left(1 - \frac{R^2}{R^2} \right) \right) \quad (2.3)
\]

Assuming the losses per pass to be solely due to Lambert–Beer absorption with which \( 1 - L = \exp(-\varepsilon d) \), the molar extinction coefficient, \( \varepsilon \), can be written in the general form:

\[
\varepsilon = \frac{1}{d} \ln \left( \frac{1}{2R^2} \left( \sqrt{4R^2 + \left( \frac{I_0}{I} (R^2 - 1) \right)^2} + \frac{I_0}{I} (R^2 - 1) \right) \right) \quad (2.4)
\]

For small losses per pass and high reflectivities of the mirrors, \( L \rightarrow 0, R \rightarrow 1 \), and the extinction coefficient in Eq. (2.4) can be approximated by:

\[
\varepsilon \approx \frac{1}{d} \left( \frac{I_0}{I} - 1 \right) (1 - R) \quad (2.5)
\]
The validity regime of the Eq. 2.5 depends on losses per pass and reflectivities. Equation 2.5 starts to strongly deviate from Eq. 2.4 at 25% losses per pass when the \( R \) equals 0.995 (Fiedler et al., 2003a). Therefore for small absorptions in the atmosphere Eq. 2.5 is a reasonable approximation.

### 2.3 Components of the spectrometer

#### 2.3.1 The light source

The light source is a key component of the IBBCEAS approach and influences the performance of the whole system. As the name of technique suggests, the light source used is both broadband and incoherent. The spectral output of the light source should cover the absorption spectra of the species to be investigated. Desirable characteristics are a high radiance in the spectral region of interest and stable intensity over the duration of measurement. Although most light sources do not meet these requirements, both Xenon arc lamps and high power light emitting diodes (LEDs) are stable, high radiance devices that are widely used in IBBCEAS systems.

Xenon arc lamps have a wide thermal emission spectrum covering the ultraviolet, visible, and near-infrared wavelength regions (approximately 180–2000 nm). A typical xenon arc lamp has a very high radiance that allows efficient imaging of light into the optical cavity. The brightest emission of the arc lamp usually comes from a spot within 1 mm of the lamp electrodes. Modifications of the arc lamp performance are possible under some circumstances, including a special short arc lamp running in so-called hot spot mode. The hot spot source differs from the conventional diffuse mode arc lamp in that the spot of the light is much smaller (~ 150 μm), with extremely high radiance. A hot spot with spectral radiance of 18 W cm\(^{-2}\) sr\(^{-1}\) nm\(^{-1}\) at 400 nm, which is about one to two orders of magnitude higher than in the diffuse mode, is formed close to the cathode surface (Fig. 2.2) (Welz et al., 2006b). Lamp intensity
variations affect the measured extinction coefficients and are another point to be considered. The long term dimming and short-term variation of a 75 W Xe arc lamp are shown in Fig. 2.3. The lamp output is highly stable, with short-term fluctuations of 0.2% and a further dimming of 0.27% per hour. This stability is likely to be worse for lamps nearing the end of their life.

![diffuse mode and "hot-spot" mode](image)

**Figure 2.2** Hot Spot of the Arc Lamp. Comparison between the brightness of the normal Xe arc lamp (left) and that of the “hot-spot” mode lamp (right) showing the very bright spot near the cathode (Welz et al., 2006a)

However, the arc lamp has disadvantages as well. a) The xenon gas has some emission lines which vary depending on the temperature and pressure inside the bulb and may produce spectral artefacts. b) Transmission of the broadband emission (especially in the IR range) into the spectrometer greatly increases stray light levels. Stringent filtering is required to attenuate this background signal to sufficiently low levels. c)
The life time of xenon arc lamp bulbs varies from 4-12 weeks, and effort and expense is needed to replace the bulb. d) Only a small portion (usually 5%) of the isotropic emission of the xenon arc lamp is collected (Kern et al., 2006).

Owing to these drawbacks of the arc lamp, high power LEDs have been adopted as convenient and cost effective alternative light sources for IBBCEAS (Ball et al., 2004). Compared to Xe arc lamps, LEDs are compact, efficient, and often have higher peak spectral radiances than arc lamps. In the near-UV range, where high power LEDs only extend down to 365 nm, the Xe arc lamp remains the better light source for measuring spectra below 360 nm.

Figure 2.3 Temporal dependence of the intensity of the arc lamp output at 355 nm. The long term trend is given by a slope of 0.27% per hour and the short term fluctuations from the trend line are approximately 0.2%. The measurement plot of pixel at 355 nm was based on a 1 s integration time over 6820 s.
2.3.2 Spectral filtering

As an incoherent source, a Xe arc lamp produces spectral output from around 180 nm to 2000 nm. The highly reflective mirrors of the optical cavity function as a highly efficient band rejection filter. On the other hand, light outside of the cavity mirror range is transmitted very efficiently through the cavity. Coupling all transmitted light into the spectrograph would cause serious stray light problems and possibly saturate the CCD detector. In addition, the background light would vary with absorption outside the cavity spectral region. In the current work focusing on near-UV spectroscopy this problem is more acute because the UV output of the arc lamp is weaker than in the visible range. In addition, there are fewer standard optical elements and filters in the UV. Hence, obtaining a small spectral region in the near-UV (320 nm to 380 nm) to match that of the cavity proved to be challenging. Nevertheless, a combination of several bandpass filters, dielectric mirrors, and short-pass filters allowed reasonable control of the spectral output.

Fig. 2.4 shows the transmission of three filters: a band pass filter centred at 357 nm (Semrock), a short pass Schott UG11 filter, and an IR absorbing filter (KG1). Combining these three filters achieved a spectral window located within the high reflectivity range of the cavity mirror and reduced stray light to an acceptable level.
Figure 2.4 TOP: Filter transmission curves of Semrock 357 (blue), UG11 (red) and KG1 (green). BOTTOM: Calculated filter transmission curve of all three filters (purple) as well as the transmission curve of the optical cavity (cyan).
2.3.3 Detector

With low light levels reaching the CCD, it is essential that the detector be highly sensitive over the whole spectral range monitored. The quantum efficiency (QE), which indicates the conversion efficiency of photon to electrons, determines the sensitivity of the detector. A higher relative QE of the CCD at the wavelength of interest will give a larger signal and a more sensitive spectrometer. Conventional CCD detectors have at most 30% QE in the near-UV range. However, back-thinned CCD detectors are more efficient in the UV range. Combining this detector with an anti-reflection coating, the detector selected for our system (Andor DV420-BU) has an average 80% QE from 300 to 400 nm (90% at 400 nm and 60% at 300 nm). Different integration times of 200, 400, 600, 800 and 1000 ms were measured and indicated that the detector displayed good linearity (Fig. 2.5).

![Graph showing linearity of detector response to different integration times for several wavelengths.](image)

**Figure 2.5** Linearity of the detector response to different integration times for several wavelengths.
2.4 Instrument performance

2.4.1 Allan variance study

The Allan variance is often used to study the stability and sensitivity of a measuring device (Werle et al., 1993; Weibring et al., 2006; Wu et al., 2008). The IBBCEAS spectra within the mirror range can be used for estimating the entire system’s stability and sensitivity, thereby identifying the optimum averaging time to give a maximum signal-to-noise ratio. In the current case, the intensity of the cavity signal was recorded over 200 consecutive 2.5 s spectra (500 ms integration time averaged 5 times) in an evacuated cavity. The following calculation was carried out: the \( N \) elements of the recorded cavity light intensity \( Y_{p,n} \) were divided into \( M \) groups containing \( K \) data points (\( p=1,2,...,370 \) the pixel number within the mirror range 330 - 370 nm), and \( n=1,2,...,200 \) the \( N \) elements) and then averaged within the groups as follows:

\[
X_{p,i}(K) = \frac{1}{K} \sum_{m=1}^{K} Y_{p,ik+m} \quad i = 0,1,2,...,M \quad M = \frac{N}{K} - 1 \quad (2.6)
\]

The Allan variance can be then calculated using:

\[
\sigma_A^2(p,K) = \frac{1}{2M} \sum_{i=1}^{M} (X_{p,i+1}(K) - X_{p,i}(K))^2 \quad (2.7)
\]

and the averaged Allan variance of all the pixels was determined from:

\[
\overline{\sigma_A^2(K)} = \frac{1}{P} \sum_{p=1}^{P} \sigma_A^2(p,K) \quad (2.8)
\]

The results are plotted in Fig. 2.6 and extend to 100 s averaging time for 370 pixels. Regarding to the optimization of the detector, the minimum Allan variance appears around 55 s and can be used as a reference for this detector in future experiments.
Other acquisition intervals, such as 30 or 60 seconds, may be more convenient for experimental purposes while still displaying good signal-to-noise characteristics.

Figure 2.6 Allan variance of the integrated spectrometer intensity from 330 and 370 nm as a function of the averaging time. At the average time \( \tau = 55 \) s the Allan variance showed a minimum.
2.4.2 Sensitivity

The sensitivity of IBBCEAS can be compared to that of conventional single pass absorption spectroscopy using Eq. (2.5). Approximating \( \frac{I_0-I}{I_0} \approx \frac{I_0-I}{I_0} \approx \ln \frac{I_0}{I} \) in the case of small absorptions, the minimum detectable absorption coefficient, \( \varepsilon_{\text{min}} \), can be expressed as:

\[
\varepsilon_{\text{min}} = \frac{1}{d} \left( 1 - \frac{I_{\text{min,sp}}}{I_{0,sp}} \right)
\]  

(2.9)

for single pass measurements, and as:

\[
\varepsilon_{\text{min}} = \frac{1}{d} \left( 1 - \frac{I_{\text{min}}}{I_0} \right) (1 - R)
\]  

(2.10)

for IBBCEAS measurements. Here \( I_{\text{min,sp}} \) and \( I_{\text{min}} \) are the minimum detectable intensities, while \( I_{0,sp} \) and \( I_0 \) are the background intensities (without any analyte) for single pass and IBBCEAS measurements respectively. The right-hand side of Eq. (2.10) represents the minimum detectable fractional absorption in IBBCEAS and follows directly from Eq. (2.5). The above equation demonstrates that the IBBCEAS technique is generally \( (1-R)^{-1} \) times more sensitive than a conventional single pass absorption method (Eq. 2.9), assuming that the ratios of minimum detectable intensity to background intensity are comparable for both approaches. This is always the case, as the optical cavity significantly reduces the measured intensity.

In practice, the sensitivity of an IBBCEAS system to atmospheric trace species can be estimated by dividing the maximum absorption coefficient by the root mean square of the fitting residual to give an estimate of the sensitivity of the instrument. Table 2.2, lists the sensitivity of an IBBCEAS spectrometer in the near-UV for several atmospheric trace species with a 60 s acquisition time (Chen and Venables, 2010).
Table 2.2 Measured sensitivity of an IBBCEAS spectrometer (in a 60 s acquisition time, cavity length $L = 198 \text{ cm}$) to several trace gases. The estimated sensitivity to OClO is shown in italics.

<table>
<thead>
<tr>
<th>Species</th>
<th>$\sigma \cdot 10^{17} \text{cm}^2$</th>
<th>$R$</th>
<th>Sensitivity [ppbV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO$_2$</td>
<td>0.05 (368 nm)</td>
<td>0.999</td>
<td>0.28</td>
</tr>
<tr>
<td>HONO</td>
<td>0.04 (368 nm)</td>
<td>0.999</td>
<td>0.23</td>
</tr>
<tr>
<td>BrO</td>
<td>2.5 (340 nm)</td>
<td>0.996</td>
<td>0.02</td>
</tr>
<tr>
<td>OClO</td>
<td>1.3 (345 nm)</td>
<td>0.996</td>
<td>0.04</td>
</tr>
</tbody>
</table>

2.4.3 Effect of flow rate and pressure on the cavity signal

Although an \textit{in situ} measurement at low pressures is one of the advantages of the IBBCEAS technique, the flow rate may influence the transmitted light intensity. An experiment was designed to vary the flow rate and pressure of the system to determine how these factors affected the IBBCEAS signal. Fig. 2.12 shows the temporal dependence of the intensity and pressure during the experiment. The flow rate of pure N$_2$ was increased using a mass flow controller from 0.2 L min$^{-1}$ to 1 L min$^{-1}$, after which the system pressure was increased by 3 mbar for 20 minutes by placing the gas exhaust under a few centimetres of water. The pressure was then decreased while maintaining the same flow rate at 1 L min$^{-1}$, and eventually the original slow flow rate was restored. Changing the flow rate had a significant (15%) influence on the signal. Increasing the flow rate also raised the pressure by about 0.2 mbar, but isolating the influence of the pressure showed that pressure changes caused a much smaller and temporary variation in the intensity. The effect of the flow rate on the system signal probably arises from turbulence in the cavity. As a consequence: (a) the flow rate should be kept as stable as possible throughout the experiment; (b) slight
changes in pressure do not affect the system signal significantly, which means that simple misalignment of the cavity mirrors by a pressure effect associated with higher flow rates can be excluded; and (c) as turbulence could affect the effective path length of the system, calibration of the mirror reflectivity should be carried out under the same flow conditions as subsequent measurements.

![Figure 2.12](image_url) Relative intensity variations at 355 nm (blue) at different flow rates and pressures (red). The noise at high pressure is associated with bubbling from the submerged sample gas outlet.

### 2.5 Calibration of the instrument

#### 2.5.1 Spectrograph wavelength and resolution

The wavelength scale and instrument line shape must be calibrated so that literature absorption cross-sections can be convoluted to match the measured spectrum. A HgNe pencil lamp (Newport) was used as an atomic emission line source for the
calibration. Several strong Hg emission lines are visible between 280 nm and 410 nm (Fig. 2.7a). A 3\textsuperscript{rd} order polynomial function was fitted to the pixel-wavelength mapping of several strong emissions (Fig. 2.7b). The uncertainty between the polynomial fitting and observed points was about 0.02 nm. The spectrometer resolution was calculated from the FWHM of a Gaussian fit on mercury emission lines (Fig. 2.7c). With a 25 micron slit and 1200 line/mm grating, the resolution of the spectrometer was 0.27 nm at 334 nm. Several other emission lines gave similar results.

Figure 2.7 (a) A near-UV spectrum of the HgNe penray lamp as recorded by the spectrograph. (b) A 3\textsuperscript{rd} order polynomial fit of the wavelength to the pixels. The uncertainty is about 0.02 nm. (c) A Gaussian fit to the 334.15 nm mercury emission line showing a FWHM of 0.27 nm.
2.5.2 Calibration of the mirror reflectivity

Quantitative measurements using IBBCEAS require the mirror reflectivity, $R$, as derived in Eq. (2.5). The mirror reflectivity can be calibrated using several methods: (a) by the absorption spectrum of a known concentration of gas, (b) by the difference in Rayleigh scattering of two gases, or (c) with a calibrated low-loss optic. Each approach is described below.

**Calibration from a known absorption**

This approach requires a gas absorbing in the wavelength range of interest. Although any such gas may be used, NO$_2$ is particularly convenient as it is readily available and has a broad absorption across the near-UV and visible ranges. The method is based on Eq. (2.5). The mirror reflectivity requires a known concentration of NO$_2$ and hence a known absorption coefficient; the mirror reflectivity can then be derived from the measured absorption (Gherman et al., 2008).

There are several ways to quantify NO$_2$ in the cavity: (a) In vacuum the number density can be determined by measuring the pressure directly. (b) With a known mass of NO$_2$ in a cell or chamber of known volume, the real number density of NO$_2$ is readily calculated. (c) Another calibrated instrument, such as the chemiluminescent NO$_x$ detector, can be used to measure the NO$_2$ concentration. Very low concentrations of NO$_2$ (tens of ppbV) are required for suitable absorptions. Losses to the walls of the glass bulb or sample cell can occur, especially where the surface-to-volume ratio is large. These effects increase the uncertainty in the calibration. Another disadvantage of this method is that the measured absorption spectrum does not exactly match the literature absorption cross sections convoluted to
the instrumental function, leaving some residual structures in the reflectivity curve (Fig. 2.8). Some form of smoothing or a polynomial fit could remove these features.

![Mirror Reflectivity Curve](image)

**Figure 2.8** Mirror reflectivity calibrated by NO$_2$ in a low pressure system. Residual structures are evident in the reflectivity spectrum.

**Rayleigh scattering of two gases**

In some circumstances, it is not possible to work under vacuum, especially in flow systems or in open path configurations in the field. Alternative approaches to calibrate the mirror reflectivity besides a known absorption of gas are desirable. Nitrogen and carbon dioxide are two unreactive gases that have a big difference in their Rayleigh scattering cross sections (Naus and Ubachs, 2000; Sneep and Ubachs, 2005), suggesting that Rayleigh scattering could be used to determine the mirror reflectivity (Langridge et al., 2008; Thalman and Volkamer, 2010). After taking a
measurement of the cavity signal filled with CO₂, the sample gas was switched to N₂ and a further measurement was taken (Fig. 2.9). The observed extinction of each gas is then:

\[
\varepsilon_{\text{CO}_2} = n \sigma_{\text{CO}_2}^{\text{rayl}} = \left( \frac{I_0}{I_{\text{CO}_2}} - 1 \right) \left( 1 - R \right) \frac{L}{L} \tag{2.11}
\]

And

\[
\varepsilon_{\text{N}_2} = n \sigma_{\text{N}_2}^{\text{rayl}} = \left( \frac{I_0}{I_{\text{N}_2}} - 1 \right) \left( 1 - R \right) \frac{L}{L} \tag{2.12}
\]

Based on Eq. (2.11) and Eq. (2.12) the two unknowns, \( R \) and \( I_0 \), can be calculated. The reflectivity is then given by:

\[
\frac{\left( 1 - R(\lambda) \right) d}{I_{\text{N}_2}(\lambda) - I_{\text{N}_2}(\lambda)} = \frac{I_{\text{CO}_2}(\lambda) - I_{\text{N}_2}(\lambda)}{I_{\text{CO}_2}(\lambda) - I_{\text{N}_2}(\lambda)} \tag{2.13}
\]

The advantage of this calibration approach is that the Rayleigh scattering is a broad, smooth extinction, as opposed to structured absorption of NO₂. The results of the NO₂ and Rayleigh scattering calibrations are shown in Fig. 2.10. However, the uncertainty of the Rayleigh scattering cross sections (~10 %) is larger than that of NO₂ (less than 5%). As the intensity changes are small (Fig. 2.9), drifts in the lamp output add to the calibration uncertainty. Therefore, Rayleigh scattering is better used as a relative calibration of the mirror and then scaled to an absolute value determined at a single wavelength.
Figure 2.9 The calibration of the mirror reflectivity based on the different Rayleigh scattering of N₂ and CO₂.

Figure 2.10 Comparison of the same mirror reflectivity calibrated by NO₂ (top black) and by Rayleigh scattering (red bottom)
**Single wavelength absorption**

As shown above, Rayleigh scattering calibration gives a smooth mirror reflectivity curve, but the relatively small signal can be susceptible to drifts in lamp intensity, thereby introducing a systematic error. Therefore the Rayleigh scattering calibration of the mirror reflectivity was scaled to match the known absorption of a gas at a single wavelength. In this case, after calibration by Rayleigh scattering, the reflectivity curve was scaled, based on the O$_4$ dimer absorption at 360.5 nm. The accuracy of the mirror calibration is limited to the literature absorption cross-section standard deviation at 360.5 nm (Greenblatt et al., 1990; Dianov-Klokov, 1964; Volkamer, 1996; Salow and Steiner, 1936), as well as the uncertainty in the gas concentration. Other single wavelength calibrations are also possible based on O$_3$ or O$_2$ absorption.

![Graph showing mirror reflectivity](image_url)

**Figure 2.11** The mirror reflectivity calibrated by Rayleigh scattering (black line). The blue line shows the mirror reflectivity scaled to the value determined by the O$_4$ dimer absorption at 360.5 nm (red triangle)
Low loss optics

In all the above cases, a known loss was used to calibrate the mirror reflectivity. By using an anti-reflection coated optical substrate of known loss, \( L(\lambda) \), instead of a calibration gas, the mirror reflectivity can also be determined (Varma et al., 2009). In this case, the losses of the substrate must be very low (< 0.01%) otherwise the intensity reduction would be too great to be used within the cavity regime. This method, which involves inserting the low loss optic substrate into the optical cavity, is especially convenient for open path configurations. In this case the reflectivity \( R(\lambda) \) can be calibrated as follows:

\[
R(\lambda) = 1 - \left( \frac{I_{LLS}(\lambda)}{I_0(\lambda) - I_{LLS}(\lambda)} \right) L(\lambda) \tag{2.14}
\]

In Eq. (2.14) the \( I_0(\lambda) \) and \( I_{LLS}(\lambda) \) are the cavity transmission intensity with and without the low loss optics in the cavity. However, drawbacks of this method are that the loss, \( L \), has to be calibrated before the experiment and that custom optics with sufficiently low losses are costly. The calibration of \( L(\lambda) \) can be determined by cavity ring-down methods as below:

\[
L(\lambda) = \frac{d}{c} \left( \frac{1}{\tau_2(\lambda)} - \frac{1}{\tau_1(\lambda)} \right) \tag{2.15}
\]

This method has first reported by Varma et al. but has not been widely adopted, probably because calibrating the low loss optic itself is not straightforward and the low loss optics itself is expensive. However, it is a feasible method to calibrate the mirror reflectivity for open path configurations and may be valuable in harsh conditions.
2.6 Spectral Analysis

The IBBCEAS extinction spectrum can be analyzed either based on the absolute or on the differential absorption. In this section, quantification based on the absolute absorption of the sample will be introduced first, followed by a discussion of the use of the differential absorption method. Lastly, retrieval of the aerosol extinction will be addressed.

2.6.1 Absolute absorption

The measured extinction $\varepsilon(\lambda)$, if only arising from gas phase absorption, can be described as followed:

$$\varepsilon(\lambda) = \sum_i \sigma_i(\lambda) \cdot N_i = \frac{1}{d} \left( \frac{I_0(\lambda)}{I(\lambda)} - 1 \right) \left( 1 - R(\lambda) \right)$$

(2.16)

where $\sigma_i(\lambda)$ and $N_i$ represents the absorption cross-section and number density of species $i$ respectively. The number density can be retrieved by a linear least square fitting procedure if each absorption cross section of species $i$ is known (Press et al., 2007):

$$\varepsilon(\lambda) = N_1\sigma_1(\lambda) + N_2\sigma_2(\lambda) + ... + N_i\sigma_i(\lambda) + a_0 + a_1\lambda + a_2\lambda^2$$

(2.17)

The polynomials are included as a baseline to compensate for the apparent extinction arising from lamp fluctuations. This approach was previously adopted in several studies (Dixneuf et al., 2009; Gherman et al., 2008; Varma et al., 2009; Vaughan et al., 2008; Venables et al., 2006).
2.6.2 Differential absorption

Under atmospheric conditions, the extinction coefficient also includes Rayleigh scattering by gas molecules as well as the Mie scattering by particles. The Rayleigh extinction coefficient, $\varepsilon_{\text{Rayl}}$, describes elastic scattering of photons by air molecules and is proportional to $\lambda^{-4}$. The Rayleigh scattering cross section of air, $\sigma_{\text{Rayl}}^{\text{air}}$, is about $4.4 \times 10^{-16}$ cm$^2$ nm$^4$. The Mie extinction coefficient, $\varepsilon_{\text{Mie}}$, describes elastic scattering processes by aerosols and largely depends on the aerosol size distribution and chemical composition. Therefore the extinction coefficient of Eq. (2.17) can be generalised as follows:

$$\varepsilon(\lambda) = \sum_i \sigma_i(\lambda) \cdot N_i + \varepsilon_{\text{Rayl}}(\lambda) + \varepsilon_{\text{Mie}}(\lambda)$$

In the real atmosphere, molecular absorbers are always present and Rayleigh and Mie scattering are also inevitable, so the atmospheric spectrum $I_0$ cannot be obtained free of any extinction. Instead, differential absorption methods can be used if the absorption spectrum of the species of interest contains marked structure within a fairly narrow wavelength range (typically 10 nm or less). These structured features in the spectrum can be used as a “fingerprint” of the molecular species.

In differential absorption spectrum analysis, the absorption cross-section $\sigma(\lambda)$ is separated into a “slow” component $\sigma'(\lambda)$ and “fast” (highly structured) component $\sigma''(\lambda)$ (Platt and Perner, 1984; Plane and Nien, 1989). The example of the SO$_2$ absorption cross-section is shown in Fig. 2.12 where it is split into a rapid and a slow component after fitting to a 5$^{\text{th}}$ order polynomial. In the extinction spectrum, a broad variation arises from $\varepsilon_{\text{Rayl}}(\lambda)$ and $\varepsilon_{\text{Mie}}(\lambda)$ as well as the slowly varying absorption from gas molecules. Then the differential extinction, $\varepsilon'(\lambda)$, can be defined as:
\[ \varepsilon' (\lambda) = \varepsilon (\lambda) - \sum_i \sigma_i^s (\lambda) \cdot N_i - \varepsilon_{R_{ally}} (\lambda) - \varepsilon_{M_{ie}} (\lambda) \]  

(2.19)

Thus, by using the polynomial representing the “slow” variations in the spectrum, Eq. (2.19) can be written as:

\[ \varepsilon' (\lambda) = \sum_i \sigma_i' (\lambda) \cdot N_i + a_0 + a_1 \lambda + \ldots + a_n \lambda^{n-1} \]  

(2.20)

Hence, the number density of a trace gas, \( N_i \), is now obtained by fitting the differential absorption cross-section, \( \sigma'(\lambda) \), to the differential extinction, \( \varepsilon'(\lambda) \).

**Figure 2.12** TOP: The absorption cross-section, \( \sigma(\lambda) \), composed of a broadband (slow) component, \( \sigma_s(\lambda) \), and a differential (fast) component, \( \sigma'(\lambda) \), and a differential (fast) component, \( \sigma'(\lambda) \), in the case of \( \text{SO}_2 \) (Bogumil et al.,...

### 2.6.3 Aerosol extinction

Although the polynomial represents slow variations in the differential absorption method, the broad extinction spectrum $\varepsilon_B(\lambda)$ can be assigned to aerosol extinction as long as other contributions from molecular absorbers and instrumental artefacts have been accounted for. Unfortunately, the aerosol extinction is very sensitive to $I_0$ in Eq. (2.5), and long term dimming of the lamp is difficult to separate from the aerosol extinction. An alternative approach is to retrieve the aerosol extinction based on a known concentration of the fractional absorption, $\alpha_{abs}^K$.

Figure 2.13 illustrates the calculation procedure. There are three different intensities transmitted through the cavity associated with different cavity extinctions, (a) Intensity without any sample extinction can be defined as $I_0$ (that is $\varepsilon = 0$). (b) Intensity with only spectrally broad and unstructured extinction can be defined as $I_B$ ($\varepsilon = \varepsilon_B$). (c) Intensity in the general case in which there is both broad extinction as well as some (structured) sample absorption can be defined as $I$.

Assuming $I_0 > I_B > I$, with $\Delta I_B = I_0 - I_B$ attributed to the background extinction, and $\Delta I_A = I_B - I$ arising from structured absorption, the known fractional absorption, $\alpha_{abs}^K$, can be deduced as follows:

$$\alpha_{abs}^K = \varepsilon \varepsilon_B$$

$$= \left( \frac{\Delta I_B + \Delta I_A}{I} \right) \left( \frac{1-R}{L} \right) \left( \frac{\Delta I_B}{I_B} \right) \left( \frac{1-R}{L} \right)$$

$$= \frac{\Delta I_A}{I} \left( \frac{1-R}{L} + \varepsilon_B \right)$$

(2.21)

Hence with a known absorption, $\alpha_{abs}^K$, such as the O₂ B-band absorption which is
known in the atmosphere, we can retrieve the aerosol extinction as:

\[ \varepsilon_B = \alpha_{\text{abs}}^e \left( \frac{I}{\Delta I_A} \right) \left( \frac{1-R}{L} \right) \]  

(2.22)

This method to retrieve the aerosol extinction based on a known fractional absorption was reported by Varma et al. (2009) and Thalman et al. (2010) and shown to correlate well with specific aerosol instruments (Varma et al., 2009; Thalman and Volkamer, 2010).
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**Figure 2.13** Calculation of the aerosol extinction based on a known structured absorption feature.
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Chapter 3

FLOW CELL SPECTROMETER
3.1 Introduction

Whereas large absorption cross-sections of atmospheric species are generally well established, weak absorption spectra are often poorly known. Accurate absorption cross-sections are important in atmospheric observations, laboratory work, and studies of fundamental molecular properties. The near-ultraviolet (300 nm to 400 nm) absorption spectra of gases are particularly relevant for understanding and modelling the chemistry of the atmosphere, since light in this spectral region drives most tropospheric photochemistry.

Weak absorptions, which occur when molecular absorption cross-sections are small or when the concentration of the species of interest is low, are a challenge to measure. In ozone, for instance, the absolute absorption cross-section drops to about $10^{-23}$ cm$^2$ molecule$^{-1}$ between the Chappuis and the Huggins bands (around 370 nm). Despite its prominent role in atmospheric chemistry, even recent O$_3$ absorption cross-sections differ by almost an order of magnitude in this region.(Brion et al., 1998; Bogumil et al., 2003; Voigt et al., 2001). The low concentrations associated with short-lived species also result in weak absorption. Bromine monoxide, BrO, exemplifies this case: although the absorption cross-section of BrO is large (about $1.5 \times 10^{-17}$ cm$^2$ molecule$^{-1}$ at 338.5 nm)(Fleischmann et al., 2004), the tropospheric mixing ratio is typically only a few ppt.(Honninger and Platt, 2002; Peters et al., 2005; Wagner et al., 2007; Mahajan et al., 2009). At a high atmospheric concentration of 10 pptv, the maximum absorption of BrO would be only about $4 \times 10^{-9}$ cm$^{-1}$, making it extremely difficult to measure. Even in the laboratory, low concentrations of BrO are inevitable owing to its fast self-reaction.(Fleischmann et al., 2004) Lastly, low gas concentrations are found also for substances with low vapour pressures; as a result,
the ultraviolet spectra of many low volatility organic species of atmospheric interest have yet to be determined. This includes the large group of compounds with carbonyl or nitro functional groups, for which the \( n \rightarrow \pi \) transition occurs in the near-ultraviolet.

The aim in this chapter is to demonstrate an IBBCEAS instrument for measuring weak absorption spectra of gases over the wavelength range 335 to 375 nm. We do so by first showing the comparability of \( \text{SO}_2 \) absorption spectra measured by the instrument with literature spectra. The technique is then applied to obtain moderate resolution spectra of several molecules for which the absorption cross-section is poorly known in this spectral region, namely ozone, the \( \text{O}_4 \) dimer, and the small ketones acetone, 2-butanone, and 2-pentanone. Moreover, as weak absorption spectra are often used to quantify sample constituents, we also demonstrate the measurement of a radical, \( \text{BrO} \), from a background of \( \text{Br}_2 \) and \( \text{O}_3 \).

3.2 Experimental

3.2.1 The flow cell IBBCEAS system

The IBBCEAS system is shown schematically in Fig. 3.1. Light from a 75 W arc Xe lamp was focused into the centre of a 198 cm long optical cavity formed by two high reflectivity dielectric mirrors (Layertec). The mirrors had a maximum reflectivity of ca. 99.8\% at 365 nm and a 5 m radius of curvature. Focusing the beam into the cavity centre improved the cavity quality and minimised dispersion losses. (Fiedler et al., 2007; Wu et al., 2008) Light exiting the cavity was focussed into a Czerny-Turner spectrograph (Andor SR-163) with a 163 cm focal length and a 1200 l/mm, 300 nm blaze grating. The spectrum was recorded using a back-illuminated
CCD (Andor 420A-BU) optimized for the near-UV and cooled to -40°C to reduce the dark current. The wavelength scale of the spectrograph was calibrated by fitting several emission lines of a Hg/Ne lamp to a second-order polynomial function. The uncertainty of the wavelength calibration was about 0.02 nm and the resolution of the instrument was 0.31 nm (25µm slit width) and 0.55 nm (100 µm slit width) as determined from emission lines at 334 nm and 365 nm. The lamp output was highly stable: the short term intensity fluctuation of 1 s duration scans was below 0.1% and dimming of around 0.4% was observed over a 2 hour period.

Figure 3.1 Schematic diagram of the IBBCEAS instrument. Spectrograph 1 recorded the IBBCEAS spectra, while spectrograph 2 recorded single-pass spectra outside of the cavity mirror reflectivity range.

One of the practical challenges with IBBCEAS systems employing Xe arc lamps is to filter the extremely broadband light (200 nm to 2000 nm) to the high reflectivity region of the cavity mirrors. The cavity mirrors act as a band rejection filter but
longer and shorter wavelengths are efficiently transmitted into the spectrograph, thereby adding to the background signal. A Schott UG11 band-pass filter (270 to 380 nm) removed most visible and near-IR light in our system, while a heat-absorbing filter (Schott KG1) rejected wavelengths above 900 nm. A final band-pass filter (Semrock FF01-357/44-25) placed in front of the spectrograph provided a final, close match of the filter transmission to the high reflectivity range of the cavity mirrors and a usable spectral region from 335 nm to 375 nm.

The concentration of absorber must be known to calculate the absorption cross-section. Although any analytical method could be used to quantify the concentrations of O₃ and the ketones, here we exploit the single-pass absorption at 320.1 nm to determine the concentration of the absorber. At this wavelength, which falls outside of the high reflectivity region of the optical cavity mirrors, most light traverses the sample once (a pathlength of 2 m); in contrast, the spectrometer is dramatically more sensitive at the reflectivity maximum and the effective pathlength of light through the sample is given by \( d/(1 - R) \), where \( d \) is the mirror separation and \( R \) is the mirror reflectivity. In the system employed here, the effective pathlength in the IBBCEAS region (335 to 375 nm) is about 0.5 km for weak absorptions and therefore about two orders of magnitude more sensitive than the 320 nm (single-pass) measurement. These species have moderate absorption cross-sections \( (10^{-20} \text{ cm}^2 \text{ molecule}^{-1}) \) at 320 nm and literature spectra agree closely (Meyrahn et al., 1986;Hynes et al., 1992;Martinez et al., 1992;Brion et al., 1998;Gierczak et al., 1998;Burrows et al., 1999;Mu and Mellouki, 2000;Wollenhaupt et al., 2000;Voigt et al., 2001;Bogumil et al., 2003). The absorption was determined by measuring a small portion of the light reflected by the Semrock filter, transmitted through an Andover 320 nm band-pass filter, and recorded in another spectrograph (Andor SR-303).
the cavity mirrors have a reflectivity of 42% at 320 nm, about 20% of the light makes
two or more passes through the sample. To account for multiple passes, the
absorption coefficient was therefore determined from the general cavity equation, Eq.
(4), in (Fiedler et al., 2003).

3.2.2 Mirror calibration

The extinction (or absorption) spectrum of a sample in the cavity is given by:(Fiedler
et al., 2003)

\[
\varepsilon(\lambda) = \sum_{i} \sigma_i(\lambda) \cdot N_i = \frac{1}{d} \left( I_0(\lambda) - I(\lambda) \right) (1 - R(\lambda)) \tag{3.1}
\]

where \( I \) and \( I_0 \) are respectively the intensities transmitted through the optical cavity in
the presence and absence of an absorber, \( d \) is the distance between the cavity mirrors,
\( R \) is the mirror reflectivity, and \( \sigma_i \) (cm² molecule⁻¹) and \( N_i \) (molecules cm⁻³) are the
absolute absorption cross section and number density of species \( i \). Equation (3.1)
implies that the lamp intensity must be stable between the measurement of \( I_0 \) and \( I \),
and that the mirror reflectivity is known. The reflectivity spectrum of the mirrors
was calibrated in two steps. In the first step, the shape of the reflectivity spectrum
was determined based on the difference in Rayleigh scattering of N₂ and CO₂. The
cavity was successively flushed with CO₂ and N₂ at about 1 L min⁻¹ for an hour each
until the transmitted intensity attained a stable value. The sample was kept at
1013 mbar and 293 K. The observed extinction, \( \varepsilon_i \), arising from Rayleigh scattering
of gas \( i \) is related to the mirror reflectivity according to:
\[ \alpha_i(\lambda) = N_i \sigma_i^{\text{Rayl}}(\lambda) = \left( \frac{I_0(\lambda)}{I_i(\lambda)} - 1 \right) \frac{(1 - R(\lambda))}{d} \] (3.2)

In Eq. (3.2), \( I_0 \) represents the (unmeasured) intensity of a non-scattering medium (that is, equivalent to the evacuated cavity) and \( \sigma^{\text{Rayl}} \) is the Rayleigh scattering cross-section of species \( i \). Rayleigh scattering cross-sections were based on those of Naus, et al. (2000), Sneep, et al. (2005) and Sutton, et al. (2004). The mirror reflectivity is thus related to the measured intensity through both CO\(_2\) and N\(_2\) by:

\[ \frac{(1 - R(\lambda))}{d} = \frac{I_{N_2}(\lambda)N_{N_2}\sigma_{N_2}^{\text{Rayl}}(\lambda) - I_{CO_2}(\lambda)N_{CO_2}\sigma_{CO_2}^{\text{Rayl}}(\lambda)}{I_{CO_2}(\lambda) - I_{N_2}(\lambda)} \] (3.3)

Although Rayleigh scattering gives a smooth mirror reflectivity spectrum (Fig 3.2(b)), the relatively small extinction can be susceptible to drifts in lamp intensity, thereby introducing a systematic error. The second step of the mirror calibration therefore scaled the reflectivity to match the absorption of O\(_3\) in the cavity to the literature absorption cross-section at 353 nm. The cross-section used was the average of four literature cross-sections convoluted to our instrumental function (Brion, Chakir et al. 1998; Burrows, Richter et al. 1999; Voigt, Orphal et al. 2001; Bogumil, Orphal et al. 2003). Figure 3.2(a) shows the linear dependence of the fractional absorption with O\(_3\) concentration, where the slope equals \( \sigma_{O_3}d/(1 - R) \), as indicated by Eq. (1). The scaled mirror reflectivity is rather flat over this spectral range (Fig. 3.2(b)). The accuracy of the mirror calibration at 353 nm is limited by the 7% standard deviation of the cross-sections at 353 nm, as well as the uncertainty in the individual cross-sections and the regression slope. The uncertainty in the reflectivity at other wavelengths is expected to be somewhat higher further away from 353 nm but cannot be explicitly quantified. Nevertheless, spectra generally agree closely with literature spectra, with some suggestion of a small overestimation.
of the mirror reflectivity below 340 nm in the ketone spectra.
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**Figure 3.2**  (a) Fractional absorption of O$_3$ at 353 nm and 370 nm. The slope of the graph, $\sigma_{O3}d(1 - R)$, was used to determine $R$ based on the literature absorption cross-section at 353 nm. (b) Mirror reflectivity scaled to give the literature cross-section of O$_3$ absorption at 353 nm.
3.2.3 Uncertainty of cross-sections

The uncertainty of the absorption cross-sections was estimated using standard uncertainty propagation. The uncertainty in the extinction coefficient, $\Delta \varepsilon$, was common to all spectra and was evaluated from Eq. (3.1):

$$
\Delta \varepsilon^2 = \left( \frac{\partial \varepsilon}{\partial d} \right)^2 \Delta d^2 + \left( \frac{\partial \varepsilon}{\partial (1-\varepsilon)} \right)^2 \Delta (1-\varepsilon)^2 + \left( \frac{\partial \varepsilon}{\partial I_F} \right)^2 \Delta I_F^2
$$

where $\Delta d$, $\Delta (1-R)$, and $\Delta I_F$ are the uncertainties in the mirror separation, the mirror reflectivity term, and the fractional change in intensity ($I_F \equiv I_0/I - 1$). A more intuitive expression of the uncertainty, in which the uncertainties are expressed in relative terms, can be derived from Eq. (3.4):

$$
\left( \frac{\Delta \varepsilon}{\varepsilon} \right)^2 = \left( \frac{\Delta d}{d} \right)^2 + \left( \frac{\Delta (1-R)}{1-R} \right)^2 + \left( \frac{\Delta I_F}{I_F} \right)^2
$$

The relative uncertainties (see above) are 7% for $(1-R)$ at 353 nm, about 0.5% for $d$, and about 0.4% for $I_F$ (depending on the duration of the experiment). The overall uncertainty in the extinction measurement at 353 nm is therefore around 7% and is clearly dominated by the uncertainty in the mirror reflectivity. The uncertainty in the absorption cross-sections must furthermore account for the uncertainty in the concentration of each species ($\Delta N$):

$$
\left( \frac{\Delta \sigma}{\sigma} \right)^2 = \left( \frac{\Delta \varepsilon}{\varepsilon} \right)^2 + \left( \frac{\Delta N}{N} \right)^2
$$

We have estimated $\Delta N$ from the standard deviation of the literature cross-sections at 320 nm, together with a 1.1% uncertainty in the single-pass absorption measurement. The uncertainties of the concentrations are 3% for O$_3$, 4% for acetone, 3% for 2-butanone and 3% for 2-pentanone. The overall uncertainties in absorption
cross-sections are thus 8% (O₃), 8% (acetone), 10% (2-butanone) and 8% (2-pentanone).

We emphasise that this uncertainty applies to the absorption cross-section at 353 nm and is necessarily a lower limit. The uncertainty is larger at other wavelengths, and particularly at the long and short wavelength limits of the IBBCEAS spectrum. Some of the spectra following suggest that our absorption cross-sections are underestimated towards the short wavelength limit. The uncertainty will therefore be revisited in the section 3.5 to place a more conservative estimate on the overall uncertainty on the absorption cross-section.

3.3 Near UV absorption spectra

3.3.1 Sulfur dioxide

SO₂ (BOC 99.9%) has a relatively weak absorption band from 345 to 420 nm arising from the spin-forbidden a³B₁–X¹A₁ transition. Since recent spectra agree closely,(Vandaele et al., 2009; Bogumil et al., 2003) and because SO₂ is stable and easily handled, the absorption of SO₂ in this region served as a convenient test of the spectrometer performance.

SO₂ was introduced into the spectrometer from a 500 µL gas-tight syringe into a stream of N₂ (0.5 L min⁻¹) at ambient temperature (296 K) and pressure (1013 mbar). The SO₂ flowed through the optical cavity as a short plug of gas with a relatively constant total column density. The sample absorption rose to a maximum for a short period before subsiding as the SO₂ was flushed from the chamber. Diffusion of gas into the dead volumes near the cavities mirrors resulted in a relatively long residence time of about 6 min. Measurements were based on the maximum absorption in the
cell. The integrated absorption from 350 to 375 nm increased linearly with volume of SO$_2$ (Fig. 3.3(a)). The small, negative intercept may have arisen from residual SO$_2$ in the chamber from one injection to another. Repeatability was good, with a standard deviation of 5% at the absorption peak at 370.2 nm found for five successive injections of 500 µL SO$_2$ (Fig. 3.3(b)).
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**Figure 3.3** (a) Dependence of the SO$_2$ integrated absorption on the volume of SO$_2$ introduced into the inlet stream. The correlation coefficient of the linear regression is $R^2 = 0.9961$. (b) Repeatability of five successive injections of 500 µL SO$_2$ into the inlet stream. The standard deviation is 5% at the absorption peak at 370.2 nm.
The average absorption cross-section of SO$_2$ from the five samples is shown in Fig. 3.4. The number density was calculated from the volume of the SO$_2$ injected and the volume of the sample cell. Figure 3.4 also displays the spectra of Bogumil et al. (2003) and Vandaele et al. (2009) at resolutions of 0.26 nm and 0.032 nm, respectively, as well as magnitudes of the absorption maxima convoluted to our instrument resolution. The magnitudes of the five largest absorption features above 350 nm were 28% larger than the average literature cross-sections, although around half of the difference (8.2×10$^{-23}$ cm$^2$ average) can be explained by the generally higher baseline (4.2×10$^{-23}$ cm$^2$ higher on average). Nevertheless, the agreement between the spectrum reported here and the literature spectra is generally good over this region, which includes changes in absorption coefficient of about an order of magnitude. Together with the absorption linearity and repeatability, these data thus provide evidence of the reliability of the spectra reported here.

A comparison of the experimental parameters illustrates the sensitivity of our instrument (Table 3.1). The overall concentration of SO$_2$ is about 0.039% in our spectrometer compared to pure SO$_2$ and 1% SO$_2$ in N$_2$ of Vandaele and Bogumil respectively. Furthermore, the total measurement of 360 s for the averaged spectra (including the measurement of $I_0$) was similar to that of the Bogumil spectra (320 s), but much shorter than the acquisition time of ca. 1 hour that Vandaele and co-workers used for several pressure measurements. On the other hand, the lower resolution of our instrument would tend to improve the signal-to-noise of the measurement over the much higher resolution of the Vandaele and Bogumil spectra. Despite these differences, the noise apparent in the absorption minima is comparable to or smaller than that in the literature spectra.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>295</td>
<td>335-375</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Sulfur dioxide</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bogumil et al. (2003)</td>
<td>293</td>
<td>239-395</td>
<td>0.26</td>
</tr>
<tr>
<td>Vandaele et al. (2009)</td>
<td>298</td>
<td>227-420</td>
<td>0.03</td>
</tr>
<tr>
<td><strong>Ozone</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bogumil et al. (2003)</td>
<td>293</td>
<td>230-1075</td>
<td>0.26</td>
</tr>
<tr>
<td>Voigt et al. (2001)</td>
<td>293</td>
<td>230-851</td>
<td>0.027</td>
</tr>
<tr>
<td>Burrows et al. (1999)</td>
<td>293</td>
<td>230-794</td>
<td>0.2-0.4</td>
</tr>
<tr>
<td>Brion et al. (1998)</td>
<td>295</td>
<td>350-830</td>
<td>0.01</td>
</tr>
<tr>
<td><strong>Acetone</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yujing et al. (2000)</td>
<td>298</td>
<td>240-350</td>
<td>0.04</td>
</tr>
<tr>
<td>Wollenhaupt et al. (2000)</td>
<td>296</td>
<td>220-346</td>
<td>0.16</td>
</tr>
<tr>
<td>Gierczak et al. (1998)</td>
<td>298</td>
<td>215-349</td>
<td>0.5</td>
</tr>
<tr>
<td>Martinez et al. (1992)</td>
<td>300</td>
<td>202-355</td>
<td>0.5</td>
</tr>
<tr>
<td>Hynes et al. (1992)</td>
<td>298</td>
<td>253.7-360</td>
<td>2</td>
</tr>
<tr>
<td>Meyrahn et al. (1986)</td>
<td>298</td>
<td>275-368</td>
<td>1.8</td>
</tr>
<tr>
<td><strong>2-Butanone</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yujing et al. (2000)</td>
<td>298</td>
<td>240-350</td>
<td>0.04</td>
</tr>
<tr>
<td>Martinez et al. (1992)</td>
<td>300</td>
<td>202-355</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>2-Pentanone</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horowitz et al. (1999)</td>
<td>298</td>
<td>210-360</td>
<td>0.07</td>
</tr>
<tr>
<td>Martinez et al. (1992)</td>
<td>300</td>
<td>202-354</td>
<td>0.5</td>
</tr>
</tbody>
</table>
This absorption band of SO$_2$ has some practical potential. The structured absorption features in this region have recently been used in DOAS measurements of SO$_2$ column densities (Bobrowski et al., 2010). For a broadband optical cavity spectrometer, injection of small volumes of SO$_2$ would also be a convenient approach to calibrate mirror reflectivities since the small absorption cross-section results in moderate, easily measurable absorptions. Strongly absorbing gases such as NO$_2$ must be highly diluted to low levels or no light will be transmitted through the optical cavity. In addition this absorption band of SO$_2$ may be useful in satellite retrieval (Bogumil et al., 2003).

![SO$_2$ absorption cross-sections spectra from this work (black), Vandaele (red) and Bogumil (blue). The lines are spectra of the respective literature convoluted to our spectrograph resolution.](image)

**Figure 3.4** SO$_2$ absorption cross-sections spectra from this work (black), Vandaele (red) and Bogumil (blue). The lines are spectra of the respective literature convoluted to our spectrograph resolution.
3.3.2 Ozone

In contrast to the SO$_2$ absorption cross-sections, relatively poor agreement exists between reported cross-sections of O$_3$ in the minimum between the Huggins and Chappuis bands. (Bogumil et al., 2003; Burrows et al., 1999; Voigt et al., 2001; Brion et al., 1998) Although various workers report similar absorption features, the absorption cross-sections differ enormously around 370 nm (Fig. 3.5). Agreement above 360 nm is poor owing to the very weak absorption and the relatively modest concentrations of O$_3$ in samples. With the long effective pathlength of our instrument, we report an improved estimate of ozone absorption cross-section in this region.

![Figure 3.5](image.png)

**Figure 3.5** O$_3$ absorption cross-sections from this work, Voigt et al. (2001), Burrows et al. (1999), Bogumil et al. (2003), and Brion et al. (1998).
Intensity spectra of around 1% O$_3$ in O$_2$ were recorded with a 5 minute averaging time and at a resolution of 0.26 nm. The ozone concentration in the cavity was quantified from the absorption at 320 nm. The absorption cross-section and literature spectra are shown in Fig. 3.5. Of the literature spectra, Brion et al. (1998) and Voigt et al. (2001) employed FTS, while the data from Burrows and co-workers (1999) and from Bogumil et. al. (2003) employed monochromators developed for satellite monitoring. The IBBCEAS spectrum was corrected for the weak collision-induced absorption of the O$_4$ dimer at 360 nm (see below). (Note that the magnitude of the absorption cross-section at 353 nm is fixed to the average literature cross-section by the calibration of the mirror reflectivity.) Below 340 nm, the cross-sections are 10 to 20% smaller than the literature values, probably because the mirror reflectivity is overestimated at short wavelengths. At longer wavelengths, the spectra diverge, with the IBBCEAS spectrum agreeing closely with the Brion spectrum. Remarkably little noise is apparent in the IBBCEAS spectrum, and linear absorption behaviour with concentration is apparent even at 370 nm where the absorption is weak (Fig. 3.2(a)). Hence the spectrum reported here provides good evidence that the O$_3$ absorption in this region is even weaker than most previous reports suggest.

The collision-induced absorption of the O$_4$ dimer ($^1\Sigma_g^+ + ^1\Sigma_g^+ (\nu=1) \leftrightarrow ^3\Sigma_g^- + ^3\Sigma_g^+$) contributes marginally to the O$_3$ absorption spectrum at 360.5 nm. The cross-section of the dimer was determined by comparing the sample extinction of pure O$_2$ versus that of N$_2$. Differences between the Rayleigh scattering cross-sections of N$_2$ and O$_2$ are small and contribute only a small baseline offset to the extinction. The observed absorption feature was fitted to a Gaussian line shape on a sloping baseline (Fig. 3.6). The magnitude of the Gaussian maximum was $4.0 \times 10^{-46}$ cm$^5$ molecule$^{-2}$ at 360.1 nm with a FWHM of 4.3 nm, in satisfactory
agreement with the careful measurements of Greenblatt and co-workers \((4.10 \times 10^{-46} \text{ cm}^5 \text{ molecule}^{-2} \text{ at } 360.5 \text{ nm with a FWHM of } 4.0 \text{ nm})\) and other work (Greenblatt et al., 1990; Volkamer, 1996; Salow and Steiner, 1936; Dianov-Klokov, 1964). Nevertheless, our signal-to-noise ratio is small despite the relatively long effective pathlength of our system \((L_{\text{eff}} = d/(1 - R) \approx 500 \text{ m})\) in pure O\(_2\): the spectrum of Greenblatt taken at 55 atm O\(_2\) is to be preferred to our results. More precise estimates of the absorption cross-section would be feasible with higher mirror reflectivities or at higher O\(_2\) pressures.

![Figure 3.6](image)

**Figure 3.6** Experimental spectrum (black) and Gaussian fit (red) of the collision-induced absorption of the O\(_4\) dimer. Literature maxima shown are those of Salow and Steiner (green square), Greenblatt (blue triangle), Dianov-Klokov (red circle), and Volkamer (purple triangle). Our measured spectrum was shifted downwards by the Gaussian offset of \(1.1 \times 10^{-46} \text{ cm}^5 \text{ molecule}^{-2}\) to facilitate comparison with the literature maxima.
3.3.3 Ketone spectra

Spectra of acetone (Aldrich 99.9%), 2-pentanone (Aldrich 99%), and 2-butanone (Aldrich 99%) were measured from 335 to 355 nm. The ketones were introduced via a N$_2$ stream (0.5 L min$^{-1}$) into the cavity and quantified from the literature absorption cross-sections at 320 nm. The acetone cross-sections used were those of Gierczak et al. and the 2-pentanone and 2-butanone cross-sections were taken from Martinez and co-workers. (Gierczak et al., 1998; Martinez et al., 1992) The acetone concentration was further diluted to check the linearity of the absorption measurement. The absorption of acetone increased linearly with concentration at 340 nm and 350 nm, where the absorption differs by over an order of magnitude (Fig. 3.7(a)). For acetone, the absorption cross-section was derived from the slope of the linear regression of the three concentrations; Fig. 3.7(b) shows the resulting spectrum. The lamp stability would increasingly influence the measurement of progressively weaker absorption at longer wavelengths.

The resulting absorption cross-section of acetone compares favourably with the available literature spectra. Most literature spectra are evidently close to their detection limits for such weak absorptions and agreement is poor even at the shortest wavelengths (largest absorption) in Fig. 3.7(b). Of the spectra, those of Mu and Mellouki, Wollenhaupt, Martinez, and Gierczak exhibit the lowest discernable measurement noise. (Mu and Mellouki, 2000; Wollenhaupt et al., 2000; Martinez et al., 1992; Gierczak et al., 1998) Our spectrum is reasonable agreement with these spectra. At wavelengths shorter than 340 nm our measured absorption increases less strongly than other spectra, possibly indicating an overestimation of the mirror reflectivity at the short wavelength limit of the spectrometer. On the other hand, the
linear dependence of the absorption with concentration at 340 nm, and particularly at 350 nm, provides strong evidence for the reliability of these cross-sections at these and similar wavelengths. Small undulations are visible in the IBBCEAS absorption spectra and probably correspond to vibronic transitions. Such absorption structures have been known for a long time (Noyes et al., 1956).

Figure 3.7  (a) Dependence of absorption coefficient on the acetone concentration at 340 nm (black triangles) and at 350 nm (red circles). Correlation coefficients are 0.996 and 0.987, respectively. (b) Acetone absorption cross-section of this work and of several literature spectra.
Spectra of 2-butanone and 2-pentanone are shown in Fig. 3.8. These spectra were determined from the absorption at a single concentration (2.07×10\(^{17}\) molecule cm\(^{-3}\) for 2-butanone and 1.05×10\(^{17}\) molecule cm\(^{-3}\) for 2-pentanone). Cross-sections from this work agree with earlier spectra at the shortest wavelengths; again, lower noise is evident, especially at longer wavelengths. The spectrum of 2-butanone clearly agrees closely with that of Martinez and co-workers to 355 nm. For 2-pentanone, the IBBCEAS spectrum is higher than either the spectrum of Martinez or that of Horowitz. In the case of Horowitz’s data, the negative values probably signify some measurement artefact.(Horowitz, 1999) In like manner, the IBBCEAS spectrum does not fall to zero at longer wavelengths (as would be expected); this result is ascribed to a small decrease in the lamp output over the duration of the measurement, thereby giving rise to an apparent absorption.

![Figure 3.8](image-url)  
**Figure 3.8** Absorption cross-sections of (a) 2-butanone and (b) 2-pentanone.
3.4 The spectrum of bromine monoxide

3.4.1 Generation of bromine monoxide

The sample cell and optical cavity were enclosed in a vacuum tight system with the middle of the cell enclosed by a 100 cm glass tube. The outlet was connected to a foreline trap and rotary vane pump. The system pressure was monitored with a Leybold CTR 90 capacitance manometer and samples were studied at atmospheric pressure (ca. 1013 mbar) and under moderate vacuum. Bromine (Aldrich reagent grade) was used as received. Samples were introduced into the chamber at well-defined flow rates via MKS mass flow controllers (Fig.3.9). Br₂ was introduced into a stream of N₂ via a trap assembly. To reduce the Br₂ concentration to below 10⁻¹³ cm⁻³, the trap was cooled to around -30°C in an alcohol/liquid nitrogen cooling bath and the Br₂/N₂ stream diluted further in a higher flow-rate N₂ stream. Ozone was produced in a flow of oxygen by an ozone generator (OzoneLab OL80W).

![Diagram of gas sample handling line]

**Figure 3.9** Gas sample handling line
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With a broad spectral window, the concentrations of several species can be
determined concurrently. We illustrate this application of the instrument by
quantifying the composition of a sample comprising Br₂, O₃, and the short-lived
species BrO. BrO was produced inside the cavity at reduced pressures (3 to 18 mbar)
by photolysing Br₂ in the presence of O₃:

\[
\text{Br}_2 + h\nu \rightarrow \text{Br} + \text{Br} \quad \text{(3.7)}
\]
\[
\text{O}_3 + \text{Br} \rightarrow \text{BrO} + \text{O}_2 \quad \text{(3.8)}
\]

Molecular bromine, Br₂, has a broad absorption band from 200 to 510 nm with a
maximum at 420 nm and unity photolysis quantum efficiency (Atkinson, 2007). With
filters placed behind the cavity, Br₂ is readily photolysed by residual light in the
cavity. Under these conditions BrO formation is prompt. Nevertheless, rapid
self-reaction suppresses the BrO concentration in the cavity:

\[
\text{BrO} + \text{BrO} \rightarrow \text{Br}_2 + \text{O}_2 \quad \text{(3.9)}
\]
\[
\text{BrO} + \text{BrO} \rightarrow 2\text{Br} + \text{O}_2 \quad \text{(3.10)}
\]

BrO is readily identified by the \( A^2\Pi_{3/2} \leftarrow X^2\Pi_{3/2} \) transition, with the (7, 0), (6, 0), (5, 0)
and (4, 0) vibrational bands falling within the spectral range of our spectrometer (Fig.
3.10(b)). The large absorption cross-section of this transition permits sensitive
retrieval of even very low concentrations of BrO.
3.4.2 Spectral analysis and quantification of BrO, Br₂, and O₃

The number densities of O₃, Br₂, and BrO were retrieved by least squares fitting their literature cross-sections to the measured absorption coefficient and including a linear offset:

\[ \alpha(\lambda) = N_{BrO} \sigma_{BrO}(\lambda) + N_{O_3} \sigma_{O_3}(\lambda) + N_{Br_2} \sigma_{Br_2}(\lambda) + a + b(\lambda) \]  \hspace{1cm} (3.11)

Literature cross-sections were those of Fleischmann et al. (2004) for BrO, the IUPAC recommendation for Br₂ (Atkinson, 2007) and Voigt et al. (2001) for O₃ and were convoluted with our instrument function. As the composition of the sample is probably non-uniform in the sample cell, the fitted number densities represent pathlength-integrated concentrations or column densities. A typical absorption spectrum of the sample and fit of the literature spectra over the range 336 nm to 358 nm is shown in Fig. 3.10. The absorption features of BrO and O₃ are readily evident against the monotonically increasing absorption of Br₂ with wavelength. The fitted curve closely matches the experimental absorption and the residual is small (RMS of 1.8×10⁻⁸ cm⁻¹). The fitted concentration values were little affected by extending the fitting window to 370 nm (a maximum change of 8% was found for \(N_{Br_2}\)). Excluding parameters \(a\) and \(b\) influenced the fit result more, with the value of \(N_{Br_2}\) decreasing by 31%. In this case, \(a\) and \(b\) most likely compensate for a nominal offset in the absorption arising from a slow decline in the lamp intensity. A comparison of fitting results using different fitting window and baseline parameters is presented in Table 3.2.
Figure 3.10  Absorption and fitted spectra for the Br$_2$, O$_3$, and BrO system. (a) Measured spectrum (black) and fitted result (red). The individual components of the spectrum are (b) BrO, (c) O$_3$, and (d) Br$_2$. (e) Residual of the fit.
Table 3.2 The influence of fitting window and the linear baseline on the retrieved concentrations from the spectral fit.

<table>
<thead>
<tr>
<th>Fitting window(nm)</th>
<th>$N_{BrO}$ ($10^{10}$molecule cm$^{-3}$)</th>
<th>$N_{Ozone}$ ($10^{14}$molecule cm$^{-3}$)</th>
<th>$N_{Bromine}$ ($10^{13}$molecule cm$^{-3}$)</th>
<th>$a$ ($10^{-7}$ cm$^{-1}$)</th>
<th>$b$ ($10^{-9}$cm$^{-1}$ nm$^{-1}$)</th>
<th>RMS residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>336 to 358</td>
<td>6.09 ± 0.04</td>
<td>3.86 ± 0.01</td>
<td>4.81 ±0.005</td>
<td>0</td>
<td>0</td>
<td>1.74E-8</td>
</tr>
<tr>
<td>336 to 370</td>
<td>7.88 ± 0.15</td>
<td>3.91 ± 0.06</td>
<td>3.81± 0.005</td>
<td>0</td>
<td>0</td>
<td>6.84E-8</td>
</tr>
<tr>
<td>336 to 358</td>
<td>6.22 ± 0.05</td>
<td>3.59 ± 0.02</td>
<td>3.79 ± 0.01</td>
<td>1.35± 0.06</td>
<td>0</td>
<td>1.96E-8</td>
</tr>
<tr>
<td>336 to 370</td>
<td>5.91 ± 0.08</td>
<td>3.26 ± 0.03</td>
<td>3.60± 0.005</td>
<td>2.32± 0.06</td>
<td>0</td>
<td>3.05E-8</td>
</tr>
<tr>
<td>336 to 358</td>
<td>6.24 ± 0.05</td>
<td>3.72 ± 0.05</td>
<td>3.66 ± 0.04</td>
<td>-17.02±5.9</td>
<td>5.38±1.7</td>
<td>1.91E-8</td>
</tr>
<tr>
<td>336 to 370</td>
<td>6.22 ± 0.06</td>
<td>3.90 ± 0.04</td>
<td>3.38 ± 0.01</td>
<td>-51.40±3.4</td>
<td>15.49±0.9</td>
<td>2.23E-8</td>
</tr>
</tbody>
</table>

(1) Zero values for $a$ and $b$ imply that these parameters were not included in the fit. (2) Bold values are from the fit shown in Fig. 3.10
The concentration of BrO in the flow cell was investigated as a function of reactant concentration (Fig. 3.11). The O\textsubscript{3} concentration in the input stream was increased at points A, C, and E by ramping up the O\textsubscript{3} generator output. Br\textsubscript{2} was introduced at time B by flowing N\textsubscript{2} over Br\textsubscript{2} in a liquid nitrogen/alcohol cooling bath initially at −30°C. As expected, photolysis of Br\textsubscript{2} in the presence of O\textsubscript{3} results in the immediate appearance of BrO; the BrO concentration increases with both Br\textsubscript{2} and O\textsubscript{3} concentration. The temperature of the cooling bath rose about 10°C over the course of the experiment, causing a gradual rise in the Br\textsubscript{2} and BrO concentrations. After the Br\textsubscript{2} source was stopped at time F, both Br\textsubscript{2} and BrO concentrations dropped off sharply, whereas the O\textsubscript{3} concentration rose by about a third as Br-catalysed O\textsubscript{3} loss is progressively choked off. The BrO concentration also rose at time D, when the Br\textsubscript{2} photolysis rate was increased by shining a high power 465 nm LED diagonally across the transparent centre of the flow tube.

The observed behaviour of the concentration of each species is in sensible agreement with known chemistry. Under stable inlet conditions, minimal scan-to-scan variation is observed. The precision of each concentration measurement was estimated based on the standard deviation from a seven-point running average between 49 and 65 min. Values of 1.2×10\textsuperscript{-12}, 4.5×10\textsuperscript{-10}, and 1.6×10\textsuperscript{-8} molecules cm\textsuperscript{-3} were found for O\textsubscript{3}, Br\textsubscript{2}, and BrO, respectively, which are comparable to the statistical uncertainties of the fit (respective averages of 2.1×10\textsuperscript{-12}, 9.0×10\textsuperscript{-10}, and 4.3×10\textsuperscript{-8} molecules cm\textsuperscript{-3}). We note in passing that whereas our measurements were obtained under steady-state conditions with low BrO concentrations, previous BrO measurements have recorded the absorption of higher BrO concentrations, either by using a microwave discharge or with short-time observations following flash lamp or laser photolysis of Br\textsubscript{2}(Fleischmann et al., 2004; Wahner et al., 1988; Sander and Friedl, 1989; Basco and
Dogra, 1971; Friedl and Sander, 1989; Gilles et al., 1997; Wilmouth et al., 1999; Laszlo et al., 1997; Cox et al., 1982; Orlando et al., 1991)

Figure 3.11  Temporal dependence of the number density of O₃, BrO, and Br₂ in the flow cell.  Points A – F indicate changes in either the input concentrations or photolysis rate.
3.5 Discussion

The results above show the potential of the IBBCEAS system for retrieving weak absorption spectra in the near-UV at moderate resolution. The instrument performance is affected by several factors which we discuss below.

Whereas earlier near-UV IBBCEAS systems employed a 365 nm LED, in this study a Xe arc lamp was used as the light source. The high radiance of LEDs at 365 nm is attractive for monitoring several species over a narrow spectral window, but the spectral output falls rapidly from the maximum and has a typical FWHM of only about 10 nm. High power LEDs are not yet available below 365 nm. In contrast, the Xe arc-lamp spectrum is relatively unstructured in this spectral range and better suited to retrieving reference spectra. Xe arc lamps also have useful output at even shorter wavelengths and can be used for relatively broad spectral coverage (greater than 100 nm with appropriate cavity mirrors), which we have demonstrated in recent chamber studies of low volatility organic species (Chen et al., in preparation 2011). Notwithstanding these advantages, arc-lamps (and other very broadband sources) require stringent filtering to minimise stray light levels.

The sensitive absorption of this spectrometer (ca. $2 \times 10^{-8}$ cm$^{-1}$) is with mirrors of only modest reflectivity. Although adequate for the purposes of this study, the sensitivity of the instrument could be improved with higher reflectivity mirrors. Higher reflectivity mirrors also lower the cavity transmission and the signal-to-noise ratio, so a balance must be struck between these competing factors. The reflectivity of the dielectric mirrors must be calibrated. In this study, we used a combination of the Rayleigh scattering and the well-established absorption of O$_3$ at 353 nm to determine the overall reflectivity. The mirror reflectivity is mostly flat across the spectral window determined by the filters. Any uncertainty in the mirror reflectivity –
or, more accurately, in the \( (1 - R) \) term in Eq. (3.1) – contributes linearly to the overall uncertainty in the absorption coefficient. In the results here, this uncertainty is 8% to 10% at 353 nm but increases towards the long and short-wavelength limits of the spectra owing to the uncertainty in the \( (1 - R) \) term. Below 340 nm, the spectra were 10 to 20% lower than previously reported absorption cross-sections, suggesting that the mirror reflectivity was overestimated at the short wavelength limit and that our spectra are less accurate in this region. Taking the wavelength-dependence of the uncertainty into account, we estimate the uncertainty in our cross-sections above 340 nm to range from 10 to 15%, which is acceptable for many applications and in line with the uncertainty in prior IBBCEAS studies. This work has also demonstrated that transmission of the windows outside of the high reflectivity range can be exploited to quantify components of the sample based on absorption in other spectral regions. In the results above, the small uncertainty of the (larger) absorption cross-sections of \( \text{O}_3 \) and ketones allows direct in situ quantification of these species. Sample losses elsewhere in the system can therefore be ignored.

In comparison to numerous literature spectra, the IBBCEAS spectra have significantly lower noise and also display linear absorption behaviour for weak absorptions. In these regions, where large variations between literature data are found, we believe that the spectra reported here are to be preferred to most prior spectra. Two caveats are in order, however. Firstly, even with long effective pathlengths, lamp intensity variations and gradual lamp dimming gives rise to apparent weak absorptions. This is evident in the small positive offset in the length wavelength limit of the 2-pentanone spectrum and implicitly in the linear offset of the fitting parameters of the \( \text{BrO} \), \( \text{O}_3 \), and \( \text{Br}_2 \) spectrum. Secondly, the ketone absorptions below 340 nm did not rise as quickly as reported in numerous literature spectra. (A similar effect was also observed in the \( \text{O}_3 \) spectrum). This effect is
modest (probably less than 20% at 330 nm) and presumably arises from a small overestimation of the mirror reflectivity.

3.6 Conclusions

A near-UV IBBCEAS instrument has been developed for measuring weak absorption spectra from 335 to 375 nm. Spectra of SO\textsubscript{2} measured with the instrument show good agreement with literature spectra. The instrument has been used to retrieve revised absorption cross-sections of O\textsubscript{3}, acetone, 2-butanone, and 2-pentanone, for which previously reported values diverge widely. The IBBCEAS spectra showed linear absorption behaviour and low spectral noise and provide revised estimates for the long-wavelength tail of these spectra. Concurrent retrieval of the concentrations of BrO, Br\textsubscript{2}, and O\textsubscript{3} in a steady-state flow system has been demonstrated.
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Chapter 4

FIELD OBSERVATIONS
In Chapter 3, an incoherent broadband cavity-enhanced absorption spectroscopy (IBBCEAS) instrument was applied to laboratory measurements. Using the instrument, new absorption cross-sections of O$_3$, acetone, 2-butanone, and 2-pentanone were measured in the near-UV. The application of the instrument to quantifying low concentrations of the short-lived radical, BrO, was also demonstrated. These studies notwithstanding, one of the key drivers of the technique is its potential for field observations. IBBCEAS is in several respects similar to long path-DOAS (LP-DOAS), an established and sensitive field method for a wide range of atmospheric species. However, one of the advantages of IBBCEAS compared to LP-DOAS is its higher spatial resolution which is especially important for reactive halogens with potentially small-scale sources.

The IBBCEAS approach has already been used at the SAPHIR atmospheric simulation chamber with a 20 m long cavity as well as in an open path configuration at a weather observing station (Roches Point, Co. Cork) for the retrieval of aerosol extinction (Varma et al., 2009; Fuchs et al., 2010). These studies showed that IBBCEAS can be used with an open path configuration as well as with large mirror separations for improved sensitivity. Other groups have also carried out several IBBCEAS field observations recently (Ball et al., 2010; Benton et al., 2010). This chapter reports on the use of the IBBCEAS approach in two field campaigns. The first campaign COBRA (=Impact of combined iodine and bromine release on the Arctic atmosphere) was a major international campaign that took place at Hudson Bay, Canada, in Spring 2008 as part of the International Polar Year (IPY). In Autumn 2009, a second campaign to investigate reactive halogen compounds was undertaken at Mace Head Atmospheric Research Station. In this chapter, both campaigns will be introduced and the field instruments developed for them will be presented. Ultimately neither campaign produced useful data owing to the difficult
meteorological conditions experienced. Nevertheless, as the group’s first major deployments of the technique in the field, these campaigns provide valuable lessons on the instrument’s performance and design issues for future field work.

4.1 COBRA Campaign

4.1.1 Motivation

During late winter and spring, sudden ozone depletion events (ODEs) occur in the polar boundary layer (PBL). This phenomenon has been observed since the 1980s (Barrie et al., 1988; Bottenheim et al., 1986). In these episodes, oxidation chemistry in the PBL shifts from being dominated by ozone photochemistry to being dominated by halogen chemistry, and especially by reactive bromine chemistry (Simpson et al., 2007). The events have been linked to the exchange of halogen species between the snowpack or sea-ice and the overlying atmosphere, and subsequent catalytic reaction of bromine atoms with ozone to produce bromine oxide is believed to be the primary loss process for ozone in this region (Piot and von Glasow, 2008).

\begin{align*}
\text{Br}_2 + \text{hv} & \rightarrow 2\text{Br} \tag{4.1} \\
\text{HOBr} + \text{hv} & \rightarrow \text{Br} + \text{OH} \tag{4.2}
\end{align*}

Then,

\begin{align*}
2\text{Br} + 2\text{O}_3 & \rightarrow 2\text{BrO} + 2\text{O}_2 \tag{4.3} \\
\text{BrO} + \text{BrO} & \rightarrow 2\text{Br} + \text{O}_2 \tag{4.4}
\end{align*}

Net:

\begin{align*}
2\text{O}_3 & \rightarrow 3\text{O}_2 \tag{4.5}
\end{align*}

However, questions still remain as to the source of the bromine: do these species evolve from frost flowers (crystalline structures that form on new sea ice), open leads in the ice, or from the ice or snow itself; are they released steadily with time or in
‘bromine explosions’; what is the temporal and spatial variation of BrO relative to the source; and is there recycling of BrO on the snowpack/ice?

Since tropospheric ozone is not only an important greenhouse gas, but it also has significant consequences for the oxidative capacity of this region, it is imperative to develop the quantitative understanding of relevant chemical interactions so that the future states of the Arctic and Antarctic atmosphere can be better predicted. Accurate observations of BrO during polar ODEs are critical for this task. Current data have been obtained using methods – for instance, LP-DOAS – that rely on performing measurements across several kilometres and thus have unavoidably been limited in their ability to follow the spatial variation of BrO.

A newly build field instrument based on IBBCEAS would allow sensitive monitoring of BrO over just a few metres, thus providing excellent spatial and temporal versatility. Furthermore, there has been great interest in the possibility that iodine-related species could play a significant role in Arctic chemistry following the recent observations of iodine oxides in the Antarctic atmosphere (Frieß et al.); in this context and based on the previous experiments in the laboratory the IBBCEAS approach looked promising for monitoring BrO during the COBRA campaign.

The COBRA campaign took place at a research site near Kuujjuaрапik on Hudson Bay from 7 February to 7 March 2008 (Fig. 4.1). Research groups from several UK research institutions (Universities of York, Leeds, Manchester, East Anglia, Cambridge and Leicester and the British Antarctic Survey), and international bodies (Universities of Bremen, Montreal and Battelle, and Environment Canada) also participated in the campaign. In spring, the sea in this region is covered with about 1 m of ice, with open leads and frost-flower formation in some areas near the research site. Hence, ODEs and subsequent generation of BrO was expected during the
campaign. The group’s objective in the campaign was to install the IBBCEAS instrument at various sites near frost flowers and open leads to investigate the evolution of BrO and iodine-containing species.

Figure 4.1 Kuujjuarapik (marked A), the research site of the COBRA campaign.

4.1.2 Spectrometer description

An IBBCEAS spectrometer, designed specifically for cold-temperature conditions, was developed at University College Cork in collaboration with the Ruth group (Department of Physics). The structure was based on the NO$_3$ Jülich campaign instrument (Varma et al., 2009), but had to be portable, easy to align, and thermally stable in the extremely cold conditions of the campaign.
The instrument was designed for near-UV measurements and consisted of a transmitter unit and a receiver unit, each housing one of the cavity mirrors (Fig. 4.2). Delrin, an engineering thermoplastic, was used for the body of the instrument. The advantages of Delrin are its high stiffness, low friction, excellent dimensional stability and low thermal conductivity (0.31 W m$^{-1}$ K$^{-1}$), which is critical to reduce heat losses. The two units could be separated by any arbitrary distance in an open-path configuration. The instrument for BrO targeted its strong $\Lambda^2\Pi_{3/2} \leftarrow X^2\Pi_{3/2}$ electronic transition which has a maximum at 338.5 nm.

A short Xe arc lamp, running in the “hot spot” mode, was used as a light source. This lamp had very high power radiance but required water cooling, a disadvantage in the field. The direction of the light emitted from the source was controlled by a piezo-mounted mirror and feedback loop linked to a quadrant detector. Two parabolic mirrors were used to transmit and focus the light onto an iris. A short pass filter was placed before the focal point. The light transmitted through the iris was imaged by a telescope into the centre of the cavity. Two highly reflective mirrors composed the optical resonator. The cavity mirrors (Layertec) each had a reflectivity centred at 355 nm, a 5 m radius of curvature, and were 40 cm in diameter. Transmission of the light from the cavity was collected by a fused silica lens and coupled into a fibre bundle. Fibres were vertically arranged to match the entrance slit of the spectrograph (Andor SR-163 and 420A-BU CCD camera). Both transmitter and receiver units were mounted on heavy duty tripods (Hercules Series, Quick Set Inc.) which allowed the height to be adjusted. A He-Ne laser was installed in the transmitter to align the optical resonator. The alignment laser beam was directed from the transmitter to the receiver via pinholes on both platforms to give coarse alignment of the height of both units. During alignment of the cavity mirrors, an aluminium mirror on a pre-located magnetic base reflected the alignment beam back.
through the optical cavity. After aligning the optical resonator, the mirror was removed to avoid blocking the cavity transmission.

Figure 4.2 TOP: Schematic of the open path field IBBCEAS instrument for the COBRA campaign. BOTTOM: Photographs of the inside of both units (receiver on the left and transmitter on right)
4.1.3 Campaign results

The extreme environmental conditions at the site posed a number of technical challenges for instrument design. Daytime temperatures were regularly below -20°C, falling on occasion to below -30°C at night, and the temperature could vary by as much as 30°C over a 24 hour period. Thus, the instrument contained controllers, heaters and thermostats to maintain the internal temperature above 0°C. Gusting winds were frequent, and could reach 70 km/hr, so the use of windbreaks was essential. Optimization of the optical components of the instrument was necessarily delayed during periods of snow precipitation. In fact, all work at the research site had to be halted for at least two days because of a blizzard. Even during optimal conditions, aligning the system was difficult because the optics had to be manipulated through thick winter gloves. In addition the alignment beam was difficult to observe because of the very bright snowpack.

Unfortunately, the IBBCEAS system was critically impaired by the unforeseeable breakdown of the light sources, without which the instrument could not operate. This was caused by the overnight malfunction of the generator that powered the research site and which led to the burn-out of the Xe short-arc lamp, probably because the cooling liquid froze. Due to the remote locality of the research site (Kuujjuarapik is over 1000 km from the nearest major city), the lamp could not be repaired at the site. A high-power light-emitting diode (LED) with strong emission in the ultra-violet (previously used for the detection of HONO) was substituted for the broken lamp unit. However, for unknown reasons, the LED also stopped functioning on the first night that measurements were being recorded and could not be repaired. Thus, our participation in the campaign eventually had to be aborted.

Although our participation in the campaign did not produce any new data to explain
the behaviour of BrO and iodo-species in the Arctic troposphere, there were several positive aspects resulting from participation in the COBRA campaign. For instance, this was the first field deployment of an IBBCEAS spectrometer in the field outside Ireland. Had the light sources not failed, the instrument could have yielded important scientific data and information. The campaign also provided the group and campaign participants with valuable experience of fieldwork in extreme and very difficult environments. Finally, the presence of the international scientific community allowed for a significant transfer of knowledge and expertise, as well as generating important contacts between UCC and other researchers that are leading experts in their field.

4.2 Mace Head Campaign

4.2.1 Motivation

Reactive halogen compounds not only play an important role in stratospheric chemistry (Molina and Rowland, 1974), but also in the troposphere via catalytic depletion of ozone (von Glasow et al., 2004). BrO was identified in the Arctic and Antarctic (Tuckermann et al., 1997), in which it contributes to ozone depletion.
(Barrie et al., 1988). However, BrO was also found at low concentrations in the marine boundary layer (MBL) (Leser et al., 2003; Saiz-Lopez et al., 2004). This reactive bromine can have a significant influence on the chemistry in the MBL. It can destroy ozone, change the NO/NO$_2$ and the OH/OH$_2$ ratios and oxidise dimethylsulfide (DMS) (Simpson et al., 2007). Heterogeneous reactions might also play a role in the release of bromine compounds in the MBL (Usher et al., 2003).

Iodine chemistry in ozone depletion events and marine aerosol formation has also received considerable attention recently. Molecular iodine is probably the dominant source of atmospheric iodine in certain coastal regions, as suggested by recent field observations and laboratory studies. High concentrations of I$_2$ have been measured during a previous campaign at Mace Head, County Galway (Saiz-Lopez and Plane, 2004). During daylight, I$_2$ molecules in the atmosphere are photolyzed to I atoms which then react with O$_3$ to form iodine oxide (IO).

\[
\text{I}_2 + h\nu \rightarrow 2\text{I} \tag{4.6}
\]

\[
\text{I} + \text{O}_3 \rightarrow \text{IO} + \text{O}_2 \tag{4.7}
\]

An anti-correlation between IO and tidal height and a correlation between IO and solar irradiation were also observed at Mace Head (Carpenter et al., 2001; Saiz-Lopez et al., 2006). The self-reaction of IO is thought to result in the formation of higher iodine oxides like OIO or I$_2$O$_4$ and eventually leads to new particle formation (Hoffmann et al., 2001; O'Dowd and Hoffmann, 2005; Pirjola et al., 2005; Plane et al., 2010). However, the exact mechanism of particle formation has not been fully established and probably involves reactions of IO and OIO (Himmelmann et al., 1996), which is formed via:

\[
\text{IO} + \text{IO} \rightarrow \text{OIO} + \text{I} \tag{4.8}
\]

Biogenic emission of I$_2$ by macroalgae has been suggested to be one of the most important processes responsible for the observed tropospheric iodine levels in coastal
locations (McFiggans et al., 2004; Palmer et al., 2005). Iodine is accumulated in macroalgae (e.g., *Laminaria digitata*) in the form of iodide and can react with O\(_3\) when the plants are exposed to the ambient air at low tide, leading to the direct release of I\(_2\) into the atmosphere (Küpper et al., 2008). Emission of organic iodine was not thought to be as important due to the relative low photolysis rate of these species. The time dependence of I\(_2\) emission from *Laminaria digitata* was previously investigated by the IBBCEAS method (Dixneuf et al., 2009). Hence, to study both bromine and iodine chemistry in the marine boundary layer it is desirable to develop an instrument that can measure both BrO and IO simultaneously. Another motivation for monitoring both species is that iodine seems to enhance the bromine-catalyzed destruction of ozone (Vogt et al., 1999). The LP-DOAS and MAX-DOAS methods have previously been used to measure these species, but do not give information about their spatial distribution which is important especially for halogen chemistry in the MBL. To address these issues, a dual cavity instrument measuring both BrO and IO was designed and setup at the Mace Head Atmospheric Research Station (Fig 4.4). The campaign took place from 19 to 27 August 2009, which was chosen to coincide with a spring tide during which the macroalgae would be exposed and relatively high iodine emissions were expected.

![Figure 4.4 The dual cavity IBBCEAS instrument in the campaign site at Mace Head (green covers), and the tripod-mounted IBBCEAS instrument of the Ruth group (red covers)](image-url)
4.2.2 The Dual Cavity Spectrometer

The spectrometer was designed to quantify BrO and IO concentrations. The open path configuration was also used in this spectrometer. The transmitter and receiver platforms were made from aluminium and were separated by 4 m. Both units were mounted and connected to each other on Bosch aluminium profile structures for rigidity.

Inside the transmitter unit (Fig 4.5), the hot spot lamp provides about 20 times the brightness compared to ordinary diffuse arcs, but the spot tended to wander around the cathode. This arc wandering was compensated by stabilizing the image of the hot spot with a feedback loop between the quadrant detector and a piezo-mounted plane mirror placed between the lamp and the first parabolic mirror. A fraction of the light was focused onto the quadrant detector while the main beam was imaged in the plane of an iris in a similar manner to the COBRA instrument. The light was separated into two bands (320-410 nm and 410-575 nm) with a beam splitter (Semrock FF409) before entering each cavity. The spot on the iris aperture was imaged at the centres of both the near-UV and blue open-path cavities using two telescopes. One of the telescopes was made from fused silica lenses to optimize the transmission of light into the near-UV cavity.

The receiver unit housed the other cavity mirrors. Light transmitted through the cavity was filtered with two different filter combinations. Filters for the UV cavity included a short-pass filter (UG11 Schott glass), a bandpass interference filter (Semrock FF01-357/44) and an IR cutoff filter (KG1 Schott glass). The blue cavity filters included a 460 nm centred band-pass filter (Semrock FF01-440/40) and an IR cutoff filter (KG1 Schott glass) to ensure that light outside the mirror reflectivity range was eliminated. After filtering, both beams were focused into a 2-way fibre.
Figure 4.5 Schema (top) and photograph (bottom) of the dual cavity IBBCEAS instrument. The transmitter platform is shown on the right and receiver on the left.
The fibre output bundle formed a 25 \mu m width vertical arrangement at the slit of the spectrograph (Andor SR-163 with 1200 l/mm grating) that had a CCD detector (Andor 420A-BU) attached to it. Two aluminium mirrors were placed between the cavity mirrors and filters using flippable mirror mounts. These mirrors were used to reflect the aligning beam back to the transmitter during the alignment of the optical cavities. Both cavity signals are shown in Fig. 4.6 along with the absorption cross-sections of BrO and IO. The windows extended from 330 to 380 nm and from 420 to 450 nm and covered major vibronic peaks of both species. Much more light was transmitted through the blue cavity than the near-UV cavity, which would reduce the relative magnitude of photon noise and improve sensitivity to small absorptions in the blue cavity. From laboratory measurements of BrO, the sensitivity of the field instrument can be conservatively estimated as about $10^{-8}$ cm$^{-1}$, equivalent to the absorption of 20 ppt of BrO and 10 ppt of IO respectively.

![Figure 4.6](image_url)  
Figure 4.6 The dual cavity intensity (black) from 320 to 460 nm after 60 s acquisition time. The spectral windows of each cavity (diagonal lines) and the BrO (purple) and IO (blue) absorption cross-sections are also shown (Fleischmann et al., 2004; Spietz et al., 2005).
4.2.3 Campaign results

The dual cavity spectrometer was set up outside the Mace Head Atmospheric Research Station on uneven coastal grassland (Fig. 4.4). Maintaining a stable cavity was a challenge as the wind was frequent with the gusts of up to 100 km/hr. Although the profiles were firmly tied down on the ground, the high wind speeds resulted in vibrations in the system giving a rather unstable cavity signal (Fig. 4.7). Furthermore, open path optical instruments are limited by weather conditions, and precipitation occurred regularly during the campaign. For these reasons, measurements during that time resulted in no useful data. Another IBBCEAS system for I\textsubscript{2} measurements mounted on tripods was operated by colleagues from the Ruth group also shown in (Fig. 4.4). This system was based on the platform from the COBRA campaign, except that a super-continuum source substituted for the arc lamp. Unfortunately, this system also was not sufficiently mechanically stable and with the intermittent rain also did not produce any results during the campaign.

![Graph](image)

**Figure 4.7** The cavity intensity measured at 370 nm (green) and 430 nm (red) on 20 Aug 2009. The intensity drops around 250 min and 550 min correspond to calibration of the system.
Although the campaign did not produce useful data, the basic instrumental design of the dual cavity system proved to be feasible and was replicated for chamber studies. In conclusion, for field observations IBBCEAS requires a very stable platform for the optical cavity and further work on the design of such a platform is necessary. The dual cavity configuration has been implemented on the halogen atmosphere simulation chamber in the Environmental Research Institute (Fig. 4.8). Two pairs of cavity mirrors were installed on a flange mounted on the wall of the chamber. The mirrors were pushed from the back side onto a compressible silica O-ring to provide adjustment. The mirrors can be purged from the edge of the flange to prevent degradation. The IBBCEAS instrument coupled on the halogen chamber has a blue (420 to 460 nm) and a green (490 to 550 nm) window for monitoring species such as I\textsubscript{2}, IO and OIO.

**Figure 4.8** Dual cavity IBBCEAS instrument coupled onto the chamber in the Environmental Research Institute, Cork. The transmitter side with arc lamp (top) and the receiver side (bottom).
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Chapter 5

SIMULATION CHAMBER MEASUREMENTS
5.1 Introduction

The application of incoherent broadband cavity-enhanced absorption spectroscopy (IBBCEAS) to flow tube measurement of weak absorptions was presented in Chapter 3. A good sensitivity of \( \text{ca. } 10^{-8} \text{ cm}^{-1} \) was achieved in the near-ultraviolet. IBBCEAS may also be applied in simulation chambers, which have advantages over flow tubes configuration for certain types of experiments. Simulation chambers have low surface-to-volume ratios to minimize wall losses. Combined with the large volumes of typical chambers, this is advantageous for determining the absorption cross-sections of low volatility compounds. Owing to their low vapour pressures, these compounds are usually difficult to detect in the gas phase. Nevertheless, the gas phase spectra of many low vapour pressure compounds are important in atmospheric photochemistry modelling. The characteristics of simulation chambers are also suited to study the formation of secondary organic aerosol (SOA) and its subsequent aging over several hours. The large volume of such chambers allow the installation of several instruments, such as scanning mobility particle sizers (SMPS), to provide multiple measurements during each experiment. Simulation chambers also allow studies at concentrations more closely resembling those in the real atmosphere.

The IBBCEAS technique has previously been successfully applied to chamber studies of NO\(_3\) and HONO (Venables et al., 2006; Gherman et al., 2008). A 20 m long cavity has been setup up in the SAPHIR atmospheric simulation chamber for a NO\(_3\) measurement campaign (Varma et al., 2009). However, previous chamber work has not yet applied the IBBCEAS technique to recording reference spectra in the near-UV. In addition, the spectral ranges in prior IBBCEAS work have been relatively modest (usually less than 60 nm), whereas broader coverage would be
better suited to recording reference spectra.

The aims of the experiments carried out in the simulation chamber of the Centre for Research into Atmospheric Chemistry (CRAC) were the following. 1) To demonstrate the application of an IBBCEAS system with a very wide spectral range and to extend the range to the shortest wavelengths yet demonstrated. 2) To develop a robust and simple mirror calibration procedure in the chamber. 3) To record reference absorption cross-sections of several gas phase species, including those of several alkyl nitrites, benzaldehyde and several nitrophenols. 4) To carry out a preliminary investigation of the short-wavelength optical properties of anthropogenic and biogenic SOA.

5.2 Experimental

5.2.1 IBBCEAS chamber setup

The CRAC chamber comprised a cylindrically-shaped fluorine-ethene-propene (FEP) bag. It was surrounded by 36 UV-visible fluorescence lamps (Philips TUV and TL05) for photochemical experiments (Clifford et al., 2005; Thuner et al., 2004). The chamber was 4.1 m long with a diameter of 1.1 m, giving a volume of approximately 3.91 m³. The chamber’s surface-to-volume ratio was ca. 0.24 m. It was operated at atmospheric pressure and ambient laboratory temperature (ca. 21 ºC). Between experiments the chamber was flushed by dry clean air at 200 L min⁻¹ for 3 to 12 hours.

The IBBCEAS instrument attached to the simulation chamber is shown schematically in Fig. 5.1. Two highly reflective mirrors (Layertec) with maximum reflectivity of 99.6% and 5 m radius of curvature were separated across the length of
the chamber. Mirrors were mounted in sealed flexible mounts that were attached to the walls of the chamber. The mirrors were purged with purified air at 0.5 L min\(^{-1}\) to keep the mirrors clean. Light from a 75 W arc Xe lamp was focussed into the centre of the optical cavity formed by the two high reflectivity mirrors. After passing the cavity, light was focussed into a Czerny-Turner spectrograph (Andor SR-303) with a 303 mm focal length and a 150 l/mm grating and 500 nm blaze. A back-illuminated CCD (Andor 420A-BU), optimized for the near-UV, was cooled to -40 °C to reduce the dark current. Spectra were recorded with a 1 min integration time. Wavelength calibration was carried out using a HgAr calibration source (Ocean Optics) and had a 0.11 nm uncertainty when fitted by a second order polynomial function. This uncertainty is not unexpected given the broad spectral coverage from 200 to 800 nm. With the motorized slit set to 50 µm, the resolution of the instrument (FWHM) was ca. 2.2 nm based on the 365 nm mercury emission line. In an earlier study, the short-term fluctuations of the arc lamp was measured to be 0.1% (Chen and Venables, 2011). For the experiments in this chapter the lamp was near the end of its life and had a significantly higher dimming rate.
Figure 5.1 Schematic diagram of the IBBCEAS *in-situ* chamber setup.
As the high reflectivity range of the mirror acts as a band rejection filter, the broad Xe arc output must be filtered. A Schott BG 3 glass filter was used to filter the window from 315 to 445 nm to within the high reflectivity range of the cavity mirrors. Another BG 40 short pass filter removed wavelengths longer than 715 nm. However, the transmission of the BG40 filter falls off quickly below 335 nm, reducing the measured intensity at short wavelengths. As the BG3 filter is still partially transmitting above 450 nm, the detector saturated from about 460 to 500 nm. The effect of filters on the cavity intensity is shown in Fig. 5.2. For the SOA experiment a TSI scanning mobility particle sizer (SMPS) with a condensation particle counter (CPC) was used to measure the particle size distribution. The SMPS sampled chamber air at 1 L min$^{-1}$. The particle size range of the SMPS extended from 10 to 500 nm.

Samples of 2-nitrophenol (Fluka 99%), 3-methyl-2-nitrophenol (Fluka 99%), 4-methyl-2-nitrophenol (Fluka 99%), Benzaldehyde (Aldrich 99%) T-butyl nitrite (Aldrich 90%), Isobutyl nitrite (Aldrich 95%), Butyl nitrite (Aldrich 95%), and Iso-pentyl nitrite (Aldrich 96%) were used as received. Weighed samples were introduced into the chamber via an impinger connected to a stream of purified compressed air. The samples were volatilized into the air stream by gentle heating with a heat gun. Depending on the volatility of the compound, the heating took place over a period of a few minutes.
Figure 5.2 Cavity intensity (solid line) of the IBBCEAS chamber system and transmission of the BG3 (dash dot) and BG40 (dot) filters. The intensity around 300 nm represents the background signal level.

5.2.2 Instrument Calibration

The extinction (or absorption) spectrum of a sample in the cavity is given by:(Fiedler et al., 2003)

\[
\varepsilon(\lambda) = \sum_i \sigma_i(\lambda) \cdot n_i / V = \frac{1}{d} \left( \frac{I_0(\lambda)}{I(\lambda)} - 1 \right) (1 - R(\lambda)) \tag{5.1}
\]

where \( I \) and \( I_0 \) are respectively the intensities transmitted through the optical cavity in the presence and absence of an absorber, \( d \) is the distance between the cavity mirrors, \( R \) is the mirror reflectivity, and \( \sigma_i \) (cm\(^2\) molecule\(^{-1}\)) and \( n_i \) (molecules) are...
the absolute absorption cross section and molecules of species $i$. $V$ (cm$^3$) is the volume of the chamber.

Because the FEP bag was flexible and subject to significant pressure fluctuations during purging, the chamber volume was slightly variable from experiment to experiment. Furthermore, the path length through the actual sample was affected by the slow purge of the cavity mirror. Therefore, instead of directly calibrating the reflectivity $R(\lambda)$, the overall system response to a given number of absorbing molecules in the chamber was calibrated. This was done in a two step process by first using NO$_2$ for a relative calibration and then determining an absolute value by reference to the absorption of MVK.

NO$_2$, a broadband absorbing gas, was used to obtain the broad overall shape of the mirror transmission spectrum:

$$K_{NO_2}(\lambda) = \sigma_{NO_2}(\lambda) \cdot n_{NO_2} \left( \frac{I_0(\lambda)}{I(\lambda)} - 1 \right) = \frac{V}{d} \left( 1 - R(\lambda) \right)$$  (5.2)

As shown in Fig. 5.3.b, the $K_{NO_2}(\lambda)$ curve extends from 320 to 450 nm covering most of the near-UV and part of the visible spectrum. The reflectivity curve demonstrates a usable 130 nm band which is about twice that of previous IBBCEAS applications (Table 2.1). Unlike most optical cavity mirrors which have a relatively flat transmission minimum over the short range of high reflectivity, the transmission spectrum of the cavity mirrors has significant undulations. These are in good agreement with the manufacturer’s scaled transmission spectra of the mirrors. Although these structures in the mirror spectrum are readily apparent in Fig. 5.3.a, no evidence was found that these features led to artefacts in the spectra reported below.
Although NO\textsubscript{2} provides a suitably broad absorption for calibrating the system, without an accurate measurement of the NO\textsubscript{2} concentration, the calibration is only a relative one. Unfortunately, during the experiment reported here, the chamber chemiluminescence NO\textsubscript{x} detector was not working. Therefore, the absorption of a known mass of methyl vinyl ketone (MVK) was used to establish the absolute calibration (Eq. 5.2). MVK has several advantages: (a) it has a broad absorption below 390 nm (Gierczak et al., 1997); (b) the strength of the absorption cross-section is moderate (ca. 7×10\textsuperscript{-20} cm\textsuperscript{2} molecule\textsuperscript{-1}) and suitable for calibrating the IBBCEAS instrument; and (c) MVK is relatively stable and easily added into the chamber.

The linearity of the instrument response to the MVK absorption was first tested (Fig. 5.3.a). Masses of 4, 9, 15, 22, 32, and 41 mg of MVK were weighted into a glass impinger. N\textsubscript{2} was used as a carrier gas to introduce the sample into the chamber. The corresponding absorption of MVK showed good linearity from 340 to 370 nm ($R^2 > 0.997$). The small positive offset of the regression probably arose from slight dimming of the lamp, particularly at short wavelengths. The MVK absorption at 360 nm was chosen to establish the absolute calibration based on the Gierczak cross-sections (Gierczak et al., 1997). The difference between literature cross-sections at 360 nm is 5\% and overall agreed to within 10\% (Gierczak et al., 1997; Barker, 1995). With a 0.1\% uncertainty in the mass measurement, the uncertainty of calibration is therefore around 5\%.

The rest of the spectral calibration was relative to the 360 nm value and was scaled accordingly:

\[
K(\lambda) = K_{NO_2}(\lambda) \cdot K_{MVK}(\lambda_{360}) / K_{NO_2}(\lambda_{360})
\]

(5.3)
A small mass of MVK (typically 15 mg) was introduced for calibration before each experiment to provide a daily calibration of the system.
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**Figure 5.3** Calibration of the IBBCEAS simulation chamber instrument (a) Fractional absorption of MVK at 340 nm (black squares), 350 nm (red dots), 360 nm (blue triangles) and 370 nm (cyan triangles); linear regressions are also shown ($R^2_{340\text{nm}} = 0.9976$, $R^2_{350\text{nm}} = 0.9982$, $R^2_{360\text{nm}} = 0.9988$, $R^2_{370\text{nm}} = 0.9989$; y-intercepts are 0.026 at 340 nm, 0.020 at 350 nm, 0.006 at 360 nm and 0.003 at 370 nm). (b) The relative calibration from 320 to 450 nm using NO$_2$ (black line), and the absolute calibration at 360 nm after scaling to the reflectivity obtained from MVK (red triangle). The final scaled calibration is shown (blue line) along with the scaled transmission from the manufacturer’s data (black dots).
5.2.3 Standard addition method

The long purge time of the atmosphere simulation chamber – a minimum of several hours – imposed practical constraints on using the chamber for recording spectra. However, if the absorption is monitored continuously and no rapid changes occur in the absorption of the sample (such as rapid deposition to chamber surfaces or reactions within the chamber), it is possible to carry out multiple absorption measurements per experiment in the chamber using a variation of the standard addition method.

In practice, the intensity reduction observed after several analyte injections will be nonlinear. Earlier studies (Platt et al., 2009) have shown that the effective path length of the spectrometer is related to the concentration of the absorbing species. We therefore quantified the extinction based on the difference in intensity between before and after each addition of the sample. Consider the time-dependent absorption coefficient of the sample in the chamber:

\[ \alpha(t) = \left( \frac{I_0 - I(t)}{I(t)} \right) \left( \frac{1 - R}{L} \right) \]  

(5.4)

where \( I_0 \) is the intensity transmitted through the clean chamber. Adding an absorbing compound to the chamber changes the overall sample absorption, and we define \( \Delta \alpha \) as the difference between the sample absorption before (\( \alpha_{\text{OLD}} \)) and after (\( \alpha_{\text{NEW}} \)) addition of the absorber:

\[ \Delta \alpha = \alpha_{\text{NEW}} - \alpha_{\text{OLD}} \]  

(5.5)

If \( I_{\text{OLD}} \) and \( I_{\text{NEW}} \) are the corresponding intensities measured before and after addition of sample, the change in absorption associated with the addition of sample is readily determined:
\[ \Delta \alpha = \left[ \left( \frac{I_0 - I_{\text{NEW}}}{I_{\text{NEW}}} \right) - \left( \frac{I_0 - I_{\text{OLD}}}{I_{\text{OLD}}} \right) \right] \left( \frac{1-R_L}{L} \right) = \left[ \frac{I_0}{I_{\text{NEW}}} - \frac{I_0}{I_{\text{OLD}}} \right] \left( \frac{1-R_L}{L} \right) \]

It is necessary that \( I_0 \) must reasonably approximate the transmitted intensity of the clean chamber at the time of both measurements, implying that normalisation is needed if the lamp output varies with time.

5.3 Gas phase spectra

5.3.1 Benzaldehyde

Benzaldehyde is released during the manufacture of pesticides and from plants. It is also formed during the OH-initiated oxidation of anthropogenic species such as toluene, xylenes and trimethylbenzenes (Klotz et al., 1998; Smith et al., 1998; Clifford et al., 2005). Its structured absorption between 320 and 360 nm arises from a dipole forbidden \( n-\pi^* \) electronic transition of the carbonyl group. Determining the atmospheric photolysis rates from the near-UV absorption cross-section of these compounds is important. In addition, the absorption cross-section is required for \textit{in-situ} detection of these species in the atmosphere based on absorption spectroscopy (Trost et al., 1997; Etzkorn et al., 1999). The UV absorption spectra of benzaldehyde have been determined previously by different groups and literature spectrum from 300 to 400 nm agree to within 45% (Etzkorn et al., 1999; Trost et al., 1997; Xiang et al., 2009; Zhu and Cronin, 2000; Noziere et al., 1994; Thiault et al., 2004). The absorption spectrum of benzaldehyde was recorded for benzaldehyde masses of 3.8, 5.7, 8.8, and 12.6 mg introduced into the chamber, where each addition corresponded to approximate concentration increases of 0.22, 0.34, 0.52, and 0.74 ppm in the chamber. As with the MVK calibration of the mirror reflectivity
spectrum, the absorption of benzaldehyde increased linearly with the total amount of benzaldehyde in the chamber. The absorption cross-section of benzaldehyde recorded in the chamber is shown in Fig. 5.4. The absorption extends to around 380 nm and several diffuse bands with maxima at 339 nm ($29.5\times10^3$ cm$^{-1}$), 354 nm ($28.3\times10^3$ cm$^{-1}$), and 371 nm ($27.0\times10^3$ cm$^{-1}$) are apparent in the spectrum and in good agreement with earlier high resolution studies. (Ohmori et al., 1988; Imanishi et al., 1952) These features are separated by 1250 to 1300 cm$^{-1}$ and form part of a vibrational progression of the excited state carbonyl stretching mode. (Ohmori et al., 1988) A small offset of about $3\times10^{-21}$ cm$^2$ molecule$^{-1}$ is visible in our spectrum beyond 380 nm and probably arises from lamp dimming. The absorption cross-section was extended into the visible in these measurements. The standard deviation varied depending on wavelength: it was about $2.4\times10^{-22}$ cm$^{-2}$ at 320 nm, $2.1\times10^{-21}$ cm$^{-2}$ at 340 nm, $7.7\times10^{-22}$ cm$^{-2}$ at 370 nm and $5.4\times10^{-22}$ cm$^{-2}$ at 380 nm. The uncertainty of the $(1-R)$ value is 6%, that of the lamp intensity fluctuation is about 1%, and with a 5% standard deviation between measured values, the overall uncertainty in the absorption cross-section is about 8%.

The chamber spectrum is in broad agreement with the spectra of Thiault et al. and Xiang et al., also shown in Fig. 5.4 (Xiang et al., 2009; Thiault et al., 2004). Thiault et al. used an elevated temperature and multipath cell arrangement to record spectra of benzaldehyde and tolualdehyde from 252 to 368 nm. In contrast, Xiang and co-workers used a cavity ringdown system in a vacuum cell to record spectra from 285 to 400 nm at 5 nm intervals. The results of these studies agree fairly well below 340 nm (within 5%), but the spectra diverge significantly at longer wavelengths.
Figure 5.4 Top: Changes in the fractional absorption with increasing mass of benzaldehyde. Bottom: The benzaldehyde absorption cross-section and associated variation between different additions (error bars). Literature spectra covering the near-UV are also shown.

The spectrum of Thiault et al. has a similar magnitude and structure to that reported here; they also observed additional fine structure that our system could not resolve. Surprisingly, however, the spectra appear to be shifted about 4 nm relative to each
other, with our spectrum found at longer wavelengths. The reason for the apparent shift in wavelength is unclear. But, as the wavelength calibration was checked both at the start of the experiment (HgNe calibration lamp) and against the convoluted NO\textsubscript{2} absorption at the end of the experiment, we are confident that our wavelength calibration is accurate. Thiault and co-workers observed no significant temperature dependence of the spectra (303–363K), nor did they see any concentration dependence to suggest formation of dimers. We also rule out dimer formation in our experiments based on the significantly lower concentrations compared to their work (up to 1052 ppm, 0.8 Torr) and the absence of any deviation from linearity with increasing concentration. We conclude that Thiault wavelength scale is incorrect.

Xiang et al. determined absorption cross-sections every 5 nm using a cavity ring-down approach at low pressures. Fine structure is thus precluded from their spectrum. Their reported absorption cross-sections are similar in magnitude to our values below 360 nm and from 375 nm and above. Three points from their spectrum between 360 and 370 nm are two to three times larger than either our results or those of Thiault and co-workers. The reason for this divergence between the spectra is unclear, but probably does not lie in the poorer signal-to-noise of the French groups as Xiang and co-workers suggest, because our results are quite similar to those of Thiault et al. We therefore suggest that either our spectrum or that of Thiault is better for estimating the photolysis rate of benzaldehyde in the atmosphere than those of Xiang et al. The slight difference between our spectra and literature spectra would only marginally affect the photolysis rate. This difference is relatively small: the integrated cross-sections of our work and the shifted Thiault spectrum are both ca. 10% lower than the cavity-ringdown spectrum of Xiang and colleagues and within the reported uncertainties of the three spectra. These minor
differences aside, we conclude that our broadband cavity approach across a simulation chamber produces results in generally good agreement with the literature.

### 5.3.2 Alkyl nitrites

Alkyl nitrites are volatile, photolabile compounds that have been the subject of many photochemical studies. These compounds are also of interest in air pollution and organic synthesis (Leighton, 1961). The main primary photochemical process for alkyl nitrites is fission to nitric oxide and an alkoxy radical, for which they are a convenient experimental source (Christie and Hetherington, 1976):

\[
R-O-N-O + h\nu \rightarrow R-O + NO \quad (5.7)
\]

where the alkoxy radical is typically a precursor to PAN formation. Alkyl nitrites absorb strongly in the near-UV from the \( n\rightarrow\pi^* \) transition associated with the lone-pair of the nitrite oxygen. The band structure arises from the N-O vibrational stretch and has a separation of about 1100 cm\(^{-1}\) between the two lowest vibrational levels of the excited state.

Although the above information on the alkyl nitrite spectra has been established for several decades, and the photophysics of these compounds have been the subject of long-standing attention (Raff and Finlayson-Pitts, 2010), there is nevertheless a surprising absence of high quality absorption cross-sections for these species. Indeed, the standard reference spectra of methyl nitrite and t-butyl nitrite are those from the Calvert and Pitts text (McMillan, 1962; Taylor et al., 1980; Calvert and Pitts, 1966) and much less work has focussed on other butyl or larger alkyl nitrites. As reaction 5.7 is useful in simulation chamber studies, high quality reference spectra of these species would be valuable in experiments where the spectrum is also being monitored. In this context, revisiting the near-UV cross-sections of these species is
warranted. Such a survey also serves as an additional test of the chamber spectrometer for volatile species and for those with structured absorption spectra. In the following we report the absorption cross-sections of the two primary nitrites (n-butyl nitrite and iso-pentyl nitrite), one secondary nitrite (isobutyl nitrite), and the tertiary nitrite t-butyl nitrite.

T-butyl nitrite, isobutyl nitrite, butyl nitrite and iso-pentyl nitrite were measured in the chamber. Absorption cross-sections from 320 to 450 nm were determined from single additions of each compound. The absorption cross-sections are shown in Fig. 5.5, where diffuse vibrational bands are apparent below 410 nm (Thompson and Dainton, 1937). The mass of alkyl nitrites injected into chamber and the peak positions of these alkyl nitrites is listed in Table 5.1. There is only one absorption cross-section spectrum of t-butyl nitrite in the literature (McMillan, 1962) which is in agreement with our spectrum. The magnitude of our absorption cross-section is larger than that of McMillan et al. which may be due to a slight offset apparent in our spectrum. This difference is relatively small, however, and comparable to the overall uncertainty in the measurement of about 10%. The absorption of isobutyl nitrite, n-butyl nitrite, and isopentyl nitrites have very similar peak positions (Table 5.1), whereas t-butyl nitrite is red-shifted by about 12 nm compared to the other spectra. It is probably as a result of steric effects.

**Table 5.1** Alkyl nitrite mass and peak positions

<table>
<thead>
<tr>
<th>Compound</th>
<th>Mass [mg]</th>
<th>Concentration[ppm]</th>
<th>Peak positions [nm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tert-butyl nitrite</td>
<td>12.5</td>
<td>0.75</td>
<td>339.4, 351.7, 365.7, 380.8, 398.1</td>
</tr>
<tr>
<td>Isobutyl-nitrite</td>
<td>12.1</td>
<td>0.71</td>
<td>331.6, 342.2, 354.5, 368.5,(384.1)</td>
</tr>
<tr>
<td>Butyl-nitrite</td>
<td>12.1</td>
<td>0.71</td>
<td>331.6, 342.8, 354.5, 369.0,(384.6)</td>
</tr>
<tr>
<td>Isopentyl-nitrite</td>
<td>14.0</td>
<td>0.74</td>
<td>332.1, 342.8, 355.1, 369.0,(383.5)</td>
</tr>
</tbody>
</table>
Figure 5.5 Absorption cross-sections of some alkyl nitrites from 320 to 460 nm (a) tert-butyl nitrite (this work in black line) with the McMillan 1966 spectrum (in pink squares) (b) iso-butyl nitrite (c) butyl nitrite (d) iso-pentyl nitrite.
5.3.3 Nitrophenol and methyl nitrophenol spectra

Nitrophenols are directly emitted to the atmosphere from vehicle emissions; (Tremp et al., 1993) they are also formed from tropospheric reactions of mono-aromatic compounds with the hydroxyl radical, OH, and nitrogen oxides. The photochemistry of nitrophenol has recently received much attention, particularly since the formation of nitrous acid (HONO) and the nitrite ion has been observed during the photolysis of nitrophenols in the gas phase (Bejan et al., 2006), liquid phase (Harrison et al., 2005; Ishag and Moseley, 1977; Alif et al., 1991) and in ice (Dubowski and Hoffmann, 2000).

Nitrophenols absorb strongly in the near-UV range, (Harrison et al., 2005; Ishag and Moseley, 1977; Alif et al., 1991) corresponding to the $\pi$ (benzene ring) $\rightarrow \pi^*$ (nitro group) transition (Wang et al., 2006). Despite interest in their photochemistry, no near-UV gas phase absorption cross-sections have been reported. Here the near-UV gas phase absorption cross-sections of 2-nitrophenol (2NP), 3-methyl-2-nitrophenol (3M2NP), 4-methyl-2-nitrophenol (4M2NP) and 3-nitrophenol (3NP) are reported. Although photolysis rates have been measured in atmosphere simulation chamber experiments, the quantum efficiencies of photolysis have only been estimated from solution spectra. On the basis of gas phase spectra, we report an average quantum efficiency for photolysis to HONO.

2NP was introduced stepwise into the chamber. The time-varying intensity at 340 nm is shown in Fig. 5.6, where successive additions of the absorbing sample are evident as stepwise drops in the intensity. The quantities added to the chamber correspond to increases in the mixing ratio of 9, 18, 27, and 36 ppbV respectively. The transmitted intensity drops by over 50% at 0.1 ppmV of 2NP. The intensity
stabilises within a minute or two of adding the sample. From the observed intensity before adding any sample to the chamber, there is a linear dimming of the lamp. A linear fit was applied to normalize the intensity (dashed line in Fig 5.6). Note that the normalization is wavelength-dependent and that the lamp spectrum itself is gradually changing. The normalised intensity is relatively constant before the first addition, but losses to chamber surfaces are manifest as an increasingly positive slope as the concentration of 2NP increases. Each separate addition was used to calculate a spectrum of 2NP. As the measurement of $\Delta \alpha$ is taken shortly before and shortly after adding (within 2 min) the sample, minimal loss of sample to the walls is expected over this short period.

![Figure 5.6](image)

**Figure 5.6** Top: The intensity at 340 nm as a function of time for several additions of 2-nitrophenol solution. Bottom: Normalization factors at 340 nm (black), 370 nm (red), 400 nm (blue) and 430 nm, (cyan) nm based on the fitted slope before 1350 s.
The absorption of nitrophenols increased linearly with the amount added in the chamber (Fig 5.7). 3M2NP was added into the chamber with increases in the mixing ratio of 4.1 ppbV, 8.2 ppbV, 12.4 ppbV, and 16.5 ppbV. 4M2NP was added into the chamber with increases in the mixing ratio of 4.3 ppbV, 8.6 ppbV, 12.8 ppbV, and 17.1 ppbV.

**Figure 5.7** Linearity of the absorption with the nitrophenol concentration in the chamber. Top: 2-nitrophenol absorption at 335 nm. Middle: 3-methyl-2-nitrophenol absorption at 337 nm. Bottom: 4-methyl-2-nitrophenol absorption at 345 nm.
The spectrum obtained from averaging each of the four individual additions of 2NP is shown in Fig. 5.8(a): The standard deviation of the four spectra is ±5% at the absorption maxima. The absorption peaks at 335 nm with a very large absorption cross-section of \(1.8 \times 10^{-17} \text{ cm}^2 \text{ molecule}^{-1}\). The absorption band has an apparent half-width of around 40 nm and the long wavelength tail extends to around 390 nm. The short-wavelength limit of the spectrum extends slightly beyond the peak maximum, where the absorption appears to fall more rapidly than at longer wavelengths.

Spectra of the 3- and 4- methyl-substituted isomers of 2-nitrophenol are also shown in Fig. 5.8(b) and (c). The peak of the absorption cross-section of 3M2NP was occurred at 339 nm and was about \(8.9 \times 10^{-18} \text{ cm}^2\) which is smaller than that of 2NP and shifted slightly to longer wavelengths by about 2 nm. The absorption band tail extended to about 420 nm. There is a standard deviation of about 6% at the absorption maximum of 339 nm for the measurements. The peak of 4M2NP of the absorption cross-section was at 345 nm (about \(1.03 \times 10^{-17} \text{ cm}^2\)) and the absorption tail extended to 410 nm. There is a 5% standard deviation between the measurements at the peak.

These gas phase spectra are readily compared to the corresponding solution spectra, also shown in Fig. 5.8. The solution spectra were recorded in acetonitrile, although there little difference was observed between spectra in acetonitrile, methanol, or propanol (Bardini, 2006). The gas and solution spectra are broadly similar in shape and magnitude for 2NP. The maximum of the solution spectrum is red-shifted to 352 nm and the absorption tail also extends about 20 nm further into the visible. The peak of the 3M2NP solution spectrum was also red-shifted (to 356 nm) but without
much extension of the absorption tail. The peak of 4M2NP solution spectra occurred at 368 nm and was also red-shifted by 20 nm compared to the gas phase spectra. The solution spectra have comparable magnitudes to the gas phase spectra.

We also attempted to measure the absorption spectra of 3- and 4- nitrophenol. Sample handling was much more problematic for these compounds because their vapour pressures are markedly lower than that of 2-nitrophenol. The lower volatility of the 3- and 4-isomers stems from intermolecular hydrogen bonding, which is partially suppressed by the formation of an intra-molecular hydrogen bond in the case of 2-nitrophenol. Extensive, vigorous heating of the samples in the air stream resulted in some thermal decomposition and particle formation. Once in the chamber, these isomers also attached much more rapidly to the chamber walls. Nevertheless, we include a spectrum of 3-nitrophenol in Fig. 5.8.(c): given the uncertainties arising from sample handling, this spectrum should be regarded as indicative only. Referring to the solution spectra, the magnitude of the gas phase absorption was scaled to present the general shape of the spectrum. The gas phase 3NP spectrum is shifted to shorter wavelengths compared to the spectrum of 2NP. 4-nitrophenol was even less volatile than the 3-isomer and we were not able to determine an absorption spectrum with any certainty.
Figure 5.8 Nitrophenol absorption cross-sections in the gas phase (black cycle) with standard deviation (gray) and in acetonitrile solution (red dashes): a) 2-nitrophenol b) 3-methyl-2-nitrophenol c) 3-nitrophenol (arbitrarily scaled for the gas phase absorption) d) 4-methyl-2-nitrophenol.
5.3.4 Quantum yield of photolysis

The rate coefficient at which a species undergoes photolysis is evaluated by the following expression:

\[ j = \int \sigma(\lambda) \Phi(\lambda) F(\lambda, \theta) d\lambda \]  \hspace{1cm} (5.8)

where \( j \) is the rate coefficient of photolysis, \( \sigma (\lambda) \) is the absorption cross-section, \( \Phi(\lambda) \) is the quantum yield of the photolysis, and \( F (\lambda, \theta) \) is the actinic flux.

As shown above, 2-nitrophenol and its methylated isomers have large absorption cross-sections in the near-UV. Photolysis is likely the dominant atmospheric loss process for the nitrophenols and is about 3 times faster than reaction with the OH radical (Bejan et al., 2007). Previous research showed that photolysis of 2-nitrophenol could be a new gas phase source of HONO (Bejan et al., 2006). Earlier work by the group has reported photolysis rates of 2NP \((0.63 \pm 0.03 \times 10^{-4} \text{ s}^{-1})\) in the EUPHORE (Bardini, 2006). The photolysis rate coefficient in the photoreactor was measured and scaled to be \(7.1 \times 10^{-4} \text{ s}^{-1}\) of 3M2N and \(3.8 \times 10^{-4} \text{ s}^{-1}\) of 4M2N for clear sky conditions (Bejan et al., 2007). The Bejan et al. study used the liquid phase absorption cross-sections as a proxy for the gas absorption to estimate an average quantum yield of \(\Phi = 1.5 \times 10^{-4}\) for HONO formation.

The new absorption cross-sections allow the average photolysis quantum yield to be recalculated as \(1.1 \pm 0.05 \times 10^{-4}\) for 2-nitrophenol, which is around 25% less than Bejan’s earlier estimation. The actinic flux data are those of Madronich and reported in Finlayson-Pitts and Pitts (Finlayson-Pitts and Pitts, 2000) for the earth’s surface as a function of zenith angle assuming a “best estimate” surface albedo. The quoted
photolysis rate $j$ included a $2\sigma$ uncertainty, which was propagated to $\Phi$. We note that the photolysis rates of 3M2NP and 4M2NP from Bejan et al. (Bejan et al., 2007) are larger than the measurements in the EUPHORE chamber by Bardini and that further work is required to more accurately measure the photolysis rate. However, the estimation of the quantum yields under atmospheric actinic flux conditions depend on the precise atmospheric photolysis rates. Nevertheless, based on the estimation of the quantum yields, the photolysis rate at different solar zenith angles can be derived.

5.4 Optical properties of secondary organic aerosol

Optical cavities provide enormously enhanced sensitivity to atmospheric extinction and are particularly promising as they allow multiple absorbing species, as well as the aerosol extinction, to be retrieved in a single measurement. An approach has already been developed to retrieve the extinction based on changes in a known absorption feature (Varma et al., 2009) and has been practically demonstrated in the NO$_3$ intercomparison campaign in the SAPHIR chamber (Varma et al., 2009). The intercomparison of aerosol extinction measurement showed good agreement between optical cavity systems (Varma et al., In preparation 2011).

Isoprene (2-methyl-1,3-butadiene) is largely emitted from vegetation and is the most abundant non-methane volatile organic compound (VOC) emitted into the atmosphere. It comprises 34% to 51% of non-methane volatile organic compound emissions (Guenther et al., 1995). Because of its source strength and high reactivity to atmospheric oxidants (OH, O$_3$, and NO$_3$), isoprene play a major role in the chemistry of the troposphere and strongly influences tropospheric O$_3$ and aerosol burdens and distributions (Chameides et al., 1988; Thornton et al., 2002; Henze and
Seinfeld, 2006; Wu et al., 2007). Recent field studies have indicated the existence of isoprene oxidation products in ambient aerosol (Gómez-González et al., 2008; Surratt et al., 2008). Photochemical oxidation of isoprene has been shown in chamber studies to produce aerosol with small mass yields (1–3%) compared to yields from other biogenic VOC’s (Kroll et al., 2005, 2006). Nevertheless owing to the source strength of isoprene, it is probably the single most significant source of secondary organic aerosol (SOA) on Earth. (Ng et al., 2008; Henze and Seinfeld, 2006; Zhang et al., 2007)

In a preliminary study, the ability of the IBBCEAS approach to measure the optical properties of SOA formed by early stage photochemical oxidation of isoprene by OH under high NOx conditions was investigated. HONO and NO2 were simultaneously measured by the IBBCEAS instrument, while a SMPS monitored the particle size distribution during the experiment. After calibrating the mirror with MVK, 12 mg isoprene was then introduced into the chamber. HONO/NO/NO2 was introduced into the chamber several minutes later. These compounds were produced by the reactions:

\[
\begin{align*}
Na_2NO_2 + H_2SO_4 & \rightarrow 2HONO + Na_2SO_4 \\
HONO & \rightarrow OH + NO \\
O_2 + 2 OH & \rightarrow 2HO_2 \\
HO_2 + NO & \rightarrow NO_2 + OH
\end{align*}
\]

30% sulfuric acid was added dropwise into a 1% sodium nitrite solution. HONO, NO and NO2 were carried by a stream of N2 to the chamber.
UV fluorescent lamps were turned on to initiate photochemical oxidation of isoprene shortly thereafter. The lamps were switched off after 2 hours and the chamber was flushed.

Assuming only two gaseous absorbers, NO\textsubscript{2} and HONO, the total concentrations of these compounds can be determined from least squares fitting:

\[
\varepsilon(\lambda) = \sigma_{NO_2}(\lambda) \cdot n_{NO_2} + \sigma_{HONO}(\lambda) \cdot n_{HONO} + a + b \cdot \lambda \quad (5.13)
\]

Absorption cross-sections of \(\sigma_{NO_2}\) and \(\sigma_{HONO}\) were taken from the literature and convoluted to our spectrograph resolution (Voigt et al., 2002; Stutz et al., 2000).

Assuming a chamber volume of \(3.91 \times 10^3\) L, the mixing ratios (ppb) of HONO and NO\textsubscript{2} were calculated and are shown in Fig. 5.9. The HONO concentration decreased from 830 to 270 ppb after turning on the lamps, whereas NO\textsubscript{2} increased from 980 to 1260 ppb as a result of photolysis of HONO and subsequent oxidation of NO. It then decreased to 275 ppb due to NO\textsubscript{2} photolysis, the oxidation chemistry of isoprene and wall losses. Particle formation was delayed by several minutes after initiating photooxidation, while the number concentration of particles increased rapidly between 45 and 60 min. As the particles continued to grow through coagulation and condensation processes, the number concentration then gradually decreased. The mean size of the aerosol grew from 10 nm (the lower limit of the SMPS) to 120 nm by the end of the experiment. The aerosol extinction at 354 nm increased as the particle grew to optically relevant sizes. However, this calculation of the aerosol extinction did not fully account for the molecular absorption of NO\textsubscript{2} and HONO, and the apparent rise after the addition of oxidants and after initiating photolysis is not real.
In previous studies, the retrieval of the aerosol extinction was based on a known absorption, such as the B-band of O₂ or the O₄ dimer (Varma et al., 2009; Thalman and Volkamer, 2010). It is also possible to calculate the aerosol extinction directly by subtracting the gaseous species absorption from the total extinction:

\[
ε_{aerosol} (λ) = ε (λ) - σ_{NO2} (λ) · n_{NO2} - σ_{HONO} (λ) · n_{HONO} \quad (5.14)
\]

In this approach, accurately accounting for molecular absorption is important, otherwise these molecular features will be observed in the retrieved aerosol extinction. The aerosol extinction spectrum was smoothed to remove residual features of the fit and was plotted for times 45, 55, 70, 115 min (Fig. 5.10). When the particle number concentration dramatically increased from 45 to 70 min, the short wavelength extinction increased more rapidly than that at longer wavelengths extinction which was relatively unchanged. Shorter wavelengths would be more sensitive to scattering by smaller particles. As time progressed and the mean size of the aerosol increased considerably, the aerosol extinction increased over the whole measurement range and cannot be ascribed merely to changes in the concentration of gaseous absorbers.

The correlation between the aerosol extinction at 354 nm and the mean size of the aerosol is shown in Fig. 5.11. Data were mostly from 45 min and later when the aerosol particles formed and grew. Two approximately linear ranges were observed between sizes of 20 to 55 nm and 55 to 110 nm. The early investigation thus showed the potential of the approach to monitor aerosol extinction in the near-UV, although some care will be necessary to remove molecular absorption features from the resulting extinction spectra.
Figure 5.9 Temporal dependence of the concentrations of HONO, NO₂, and total particle number concentration as well as the mean aerosol aerodynamic diameter and the aerosol extinction at 354 nm. Points (a) – (d) indicate changes in either the input concentrations or photolysis rate: (a) Addition of isoprene, (b) Introduction of HONO/NO/NO₂, (c) Lamps switched on (d) Lamps switched off, e) Flushing of chamber started.
Figure 5.10 Wavelength-dependence of the aerosol extinction at different times

![Wavelength-dependence of the aerosol extinction at different times](image)

Figure 5.11 Correlation between the aerosol extinction at 354 nm and the mean diameter of the particles ($R^2 = 0.97 < 50$ nm and $R^2 = 0.979 > 50$ nm).
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Chapter 6

FORMAL INTERCOMPARISON OF OBSERVATIONS
OF NITROUS ACID
6.1 Introduction

Nitrous acid plays an important role as a source of the OH radical in the troposphere. OH is the primary oxidant in the atmosphere and OH reactions may lead to ozone formation and “photochemical smog” in polluted urban areas. Photolysis of HONO is considered the largest source of OH radicals shortly after sunrise and significantly enhances photo-oxidation processes during that time (Harrison et al., 1996):

\[ \text{HONO} + h\nu \rightarrow \text{NO} + \text{OH} \quad (6.1) \]

Recent studies have indicated that HONO remains a significant contributor to OH formation throughout the day and can account for up to 60% of OH production even in the middle of the day (Kleffmann et al., 2003; Kleffmann and Wiesen, 2005; Ren et al., 2003; Zhou et al., 2002). It is accepted that most HONO is formed mainly by heterogeneous processes involving anthropogenic emissions of nitrogen oxide, typically from combustion emissions:

\[ 4\text{NO}_2 + 2\text{H}_2\text{O} + \text{M} \rightarrow 4\text{HONO} + \text{O}_2 + \text{M} \quad (6.2) \]

There are still several outstanding questions about the chemistry of HONO in the atmosphere, particularly the possible sources of HONO and how important HONO is as a precursor for the OH radical. In order to improve air pollution models, many of which currently do not include HONO production mechanisms, a better understanding of HONO in the atmosphere is still desirable.

The aim of this chapter is to describe the development of an extractive IBBCEAS instrument for measuring HONO. In May 2010, this instrument took part in the Formal Intercomparison of Observations of Nitrous Acid (FIONA) campaign held in the EUPHORE atmospheric simulation chamber. An additional goal of the chapter is...
to report the results of the extractive-IBBCEAS measurement from the campaign and compare them to the results of other techniques.

6.2 The extractive IBBCEAS system

6.2.1 Spectrometer design

A photograph of the extractive IBBCEAS system is shown Fig. 6.1 with a further schematic of the system shown as an inset. The cavity of the extractive IBBCEAS instrument was formed by two highly reflective mirrors (M₁, M₂) separated by 198 cm. Each mirror was purged by 0.5 L min⁻¹ pure N₂ (grade 5). The sample cell was made from a 1.8 m long Teflon tube of 35 mm internal diameter and 45 mm outer diameter. Teflon was chosen as the body material to minimize chemical deposition and heterogeneous reactions. Two Bosch aluminium profiles formed a support rail above which the Teflon tube was mounted. The light source was a 250 mW LED (Nichia NCSU033A) with maximum output at 365 nm. The temperature of the LED was passively stabilized by holding the LED in a lens tube with a large heat sink. The LED was driven by a maximum 700 mA current controller (LEDD1 Thorlabs). Short term fluctuations of the LED intensity were about 0.1% and long term fluctuations were about 1% over 3 hours (Fig. 6.2). Light was collected by a fused silica lens and focused into the centre of the cavity. Light leaking out the cavity was collected by another fused silica lens after passing through a band pass filter (Semrock 365/44), and then coupled into one end of a high UV transmission optical fibre. Although the LED was very weak above 385 nm and below 350 nm, the transmission of the cavity at these limits was several orders of magnitude greater due to the sharp drop in the cavity mirror reflectivity. In order to reduce the stray light coupled into the spectrograph, a band pass filter was placed in front of the fibre input. To normalize fluctuations in the LED intensity, the other end of the optical fibre was mounted near the LED to measure fluorescence from a piece of paper at longer wavelengths.
Figure 6.1 A photograph of the extractive IBBCEAS instrument during experiments in the EUPHORE Chamber. The inset shows a schema of the experimental system.
A long pass filter was placed in front of the LED side fiber to exclude shorter wavelengths from coupling into the spectrograph. The cavity intensity spectrum is shown in Fig. 6.3. An 1800 line/mm grating with a 25 µm slit vertical fiber bundle was used in the 163 mm focal length Czerny-Turner spectrograph (Andor SR-163), giving a resolution of 0.3 nm at 365 nm. The wavelength scale of the spectrograph was calibrated twice each day during the FIONA experiments and was based on a second order polynomial fit to four intense emission lines from a Hg/Ar penray lamp. The average uncertainty of the wavelength calibration during the campaign was 0.01 nm. The temperature of the CCD camera was stabilized by a peltier cooler down to -40 °C in order to minimize the dark current.

Extinction coefficients were retrieved based on the equation:

$$\varepsilon(\lambda) = \sum_i \sigma_i(\lambda) \cdot N_i = \frac{1}{d} \left( \frac{I_0(\lambda)}{I(\lambda)} - 1 \right) \left( 1 - R(\lambda) \right)$$  \hspace{1cm} (6.3)

where \(I_0\) is the intensity when sampling clean air, \(I\) is the intensity when sampling chamber air, \(R\) is the mirror reflectivity, and \(d\) is the mirror separation. (Fiedler et al., 2003)

The mirror reflectivity was calibrated in two steps (Chen and Venables, 2010). In the first stage, the overall shape of the relative reflectivity spectrum was determined from the difference in Rayleigh scattering between N₂ and He from 350 nm to 380 nm as in Chapter 3:

$$\frac{(1 - R(\lambda))}{d} = \frac{I_{N_2}(\lambda)N_{N_2} \sigma_{N_2}^{mol}(\lambda) - I_{He}(\lambda)N_{He} \sigma_{He}^{mol}(\lambda)}{I_{He}(\lambda) - I_{N_2}(\lambda)}$$  \hspace{1cm} (6.4)

In the second step, the absorption of the O₄ dimer at 360.5 nm was measured in a stream of pure O₂ (5 grade) and used to scale the reflectivity spectrum to the value of Wagner et al. (2002). The maximum reflectivity was ca. 0.9992 compared to the manufacturer’s specification of 0.9995. Calibration procedures were carried out at the start and end of each day’s experiment. Background spectra with the LED
blocked were also recorded over 5 minutes. The intensity spectrum of clean synthetic air was taken over 20 minutes to record $I_0$ at the start and end of each experiment as well as in the middle of selected experiments.

A diaphragm pump drew the sample through the system and the flow rate was restricted by a ball flowmeter to $2 \text{ L min}^{-1}$. By injecting $500 \mu\text{L SO}_2$, the residence time was determined to be about 160 seconds at a $2 \text{ L min}^{-1}$ extraction rate (Fig. 6.4). The repeatability of five additions was excellent with a 3% standard deviation in the retrieved concentrations. Based on the residence time of the instrument and the mixing time of the EUPHORE chamber (about 1 minute), the data acquisition time was set to 60 s.

![Graph](image)

**Figure 6.2** Variation of LED intensity at 367 nm over 3 hours, 30 s acquisition time.
Figure 6.3 Cavity intensity and mirror reflectivity curve from 350 to 385 nm.

Figure 6.4 Residence time and repeatability of the extractive IBBCEAS instrument from five successive injections of 500 µL SO₂.
6.2.2 Laboratory test

To test the instrument, the spectra of HONO and NO$_2$ were measured with an integration time of 30 s and the number density of HONO and NO$_2$ were retrieved. HONO and NO$_2$ were produced in the same way as in Chapter 5.

Based on least square fittings, the number densities of HONO and NO$_2$ were evaluated from the followed equation:

$$\varepsilon(\lambda) = \sigma_{NO_2}(\lambda) \cdot n_{NO_2} + \sigma_{HONO}(\lambda) \cdot n_{HONO} + \varepsilon_{\text{polynomial}}(\lambda)$$

The absorption cross-sections, $\sigma_{NO_2}$ and $\sigma_{HONO}$, were respectively those of Voigt et al. and Stutz et al. (Voigt et al., 2002; Stutz et al., 2000). These cross-sections were convoluted to our spectrograph resolution. The baseline extinction, $\varepsilon_{\text{polynomial}}$, was included to compensate for slight changes in the intensity during the experiment and for broadband extinction processes.

The overall absorption coefficient is shown in Fig. 6.5(a), with the above two absorber parameterization giving a good match to the measured spectrum. The individual contributions to the overall absorption coefficient are also shown in Fig. 6.5 along with the fit residual. The number densities of HONO and NO$_2$ found in this fitting were $2.24 \pm 0.06 \times 10^{11}$ and $2.21 \pm 0.02 \times 10^{12}$ molecules cm$^{-3}$ corresponding to 8.9 ppb and 88.4 ppb at ambient pressure and temperature. Uncertainties represent fit statistical uncertainties only.

The fit residual shows a slow variation with wavelength. Because the emission spectrum of the LED depends on the forward current as well as the temperature of the die, these slow changes in the residual probably relate to small shifts in the spectrum of the LED. These residual structures are much more obvious in the FIONA results where large environmental temperature variations were experienced. Their influence on retrieved concentrations of HONO and NO$_2$ will be discussed in Section 6.4 and 6.5. As a measure of the sensitivity of the instrument, the ratio of the noise to the absorption cross-section peak height was used. From the residual
spectrum we find an rms value of $3 \times 10^{-9} \text{ cm}^{-1}$, which was divided by the peak absorption cross-sections. The corresponding average sensitivity of HONO and NO$_2$ are 0.27 ppb and 0.22 ppb respectively. Longer integration times such as 1 min would also improve the system sensitivity.

The concentrations of HONO and NO$_2$ were quantified based on the differential optical absorption using the DOASIS spectral analysis package. The wavelength shift and squeeze was limited to $\pm 0.1$ nm during the fitting. Spectra were analyzed over the window from 352 to 373 nm and the wavelength scale was allowed to shift by $\pm 0.1$ nm. A 3$^{rd}$ order polynomial function was fitted to the featureless broadband absorption. Although narrower fitting windows would improve the residual spectrum, the cross-sensitivity between HONO and NO$_2$ contributes significantly close to the detection limit of the target species. A wider fitting window was therefore adopted. Other absorbers were included in the fit if they were introduced into the chamber during that day’s experiment. The absorption of SO$_2$ was too small to influence the results in any experiment and was not included in the fits.
Figure 6.5 Experimental spectrum of HONO and NO₂ (black) as well as the fit result (red) The contribution of (b) HONO, (c) NO₂, and (d) the polynomial base line are shown, as is the fitting residual in (e).
The uncertainty of the retrieved number densities was estimated using standard uncertainty propagation. The uncertainty in the extinction coefficient, $\Delta \varepsilon$, was evaluated from Eq. (6.3)

$$
\Delta \varepsilon^2 = \left| \frac{\partial \varepsilon}{\partial d} \right|^2 \Delta d^2 + \left| \frac{\partial \varepsilon}{\partial (1 - R)} \right|^2 \Delta (1 - R)^2 + \left| \frac{\partial \varepsilon}{\partial I_0} \right|^2 \Delta I_0^2
$$

(6.6)

in which the fractional uncertainties of the parameters are estimated to be 9% for $(1 - R)$, 0.5% for the cavity length $d$, and 3% for $I_0$. The overall uncertainty in the measured absorption extinction is about 10% and is dominated by the absolute uncertainty in the calibration of the mirror reflectivity.

The uncertainty in the retrieved number densities must furthermore account for the uncertainty in the absorption cross-section of each species ($\Delta \sigma$):

$$
\left( \frac{\Delta N}{N} \right)^2 = \left( \frac{\Delta \varepsilon}{\varepsilon} \right)^2 + \left( \frac{\Delta \sigma}{\sigma} \right)^2
$$

(6.7)

With the 15% uncertainty in the HONO cross-sections and the 4% uncertainty in the NO$_2$ cross-sections, the overall uncertainty in the retrieved HONO number density is 17%, while NO$_2$ has a 10% uncertainty.

### 6.3 FIONA campaign

#### 6.3.1 Introduction

Although HONO is important in the atmosphere, the difficulty of measuring HONO means that there are still large uncertainties associated with observed HONO levels, which are usually higher than model calculations suggest. HONO has been measured by a number of techniques, such as LP-DOAS, LIF, LOPAP, and IBBCEAS (Platt et al., 1980; Hanst et al., 1982; Ferm and Sjodin, 1985; Febo and Perrino, 1995; Febo et al., 1993; Wang and Zhang, 2000; Schiller et al., 2001; Huang et al., 2002; Kleffmann et al., 2002; Gherman et al., 2008). The limitations of various techniques such as detection limits, sampling approach, and interferences have cast doubt on observed
levels of HONO. Therefore, evaluation of the various techniques under simulated conditions is desirable to better determine the accuracy and precision of each instrument. For these reasons, the FIONA campaign was carried out to inter-compare numerous techniques and instruments under a range of scenarios accounting for typical urban and semi-rural conditions. Measurements during the campaign aimed to evaluate the reliability of each instrument and method under various physical and chemical conditions and to determine potential interferences in each system. Comparing modeled results to the measured concentrations also aided interpretation of the results.

6.3.2 Campaign objectives and participants

The FIONA campaign has three main objectives which are: (a) an inter-comparison of HONO measurement techniques, (b) a study of interferences on the measurements, and (c) to investigate potential sources of HONO. The inter-comparison of HONO measurements from different instruments was carried out under typical urban and semi-rural conditions to emphasize both the chemistry and potential interferences on the methodologies. Secondly, the various techniques were susceptible to potential interferences such as aerosols, nitrates, and NO2. Evaluating the different approaches under appropriate controlled conditions aimed to further understanding of each approach. Lastly, observed daytime HONO concentrations are still suspiciously high. Potential HONO sources such as nitrophenols and VOCs from combustion emissions (Bejan et al., 2006; Gutzwiller et al., 2002; Kurtenbach et al., 2001) were also investigated during the experiments.

A total of 19 instruments from 17 institutions participated in the FIONA campaign. The participating instruments can be categorized as either spectroscopic, wet chemical or denuder systems. Table 6.1 summarizes the specifications and detection limits of each instrument.
Table 6.1 List of HONO monitoring instrumental parameters for FIONA participants

<table>
<thead>
<tr>
<th>INSTITUTION</th>
<th>INSTRUMENT</th>
<th>TIME RESOLUTION</th>
<th>ACCURACY</th>
<th>PRECISION</th>
<th>RANGE</th>
<th>DETECTION LIMIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCC (Ireland)</td>
<td>Open path-IBBCEAS</td>
<td>1-10 min</td>
<td>200 ppt</td>
<td>50 ppt</td>
<td>0.2-100 ppb</td>
<td>0.2 ppb</td>
</tr>
<tr>
<td>FZJ Jülich (Germany)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UCC (Ireland)</td>
<td>Extractive-IBBCEAS</td>
<td>1-10 min</td>
<td>17%</td>
<td>200 ppt</td>
<td>0.5-100 ppb</td>
<td>0.3 ppb</td>
</tr>
<tr>
<td>U.Leicester</td>
<td>BBCEAS</td>
<td>15 s</td>
<td>HONO Cross Section</td>
<td>150 ppt</td>
<td>&gt;100 ppt</td>
<td>100 ppt</td>
</tr>
<tr>
<td>U.Cambridge (UK)</td>
<td>FTIR</td>
<td>5-10 min</td>
<td>10%</td>
<td>10%</td>
<td>1.5-200 ppb</td>
<td>1.5-2 ppb</td>
</tr>
<tr>
<td>Georgia Tech (USA)</td>
<td>PF-LIF</td>
<td>1 min</td>
<td>0.3 ppt</td>
<td>0.15 ppt</td>
<td>0-2 ppb</td>
<td>1 ppt</td>
</tr>
<tr>
<td>CEAM (Spain)</td>
<td>DOAS</td>
<td>1-2 min</td>
<td>4%</td>
<td>7.5 %</td>
<td>0.4-200 ppb</td>
<td>0.4 ppb</td>
</tr>
<tr>
<td>CEAM (Spain)</td>
<td>FTIR</td>
<td>5-10 min</td>
<td>10%</td>
<td>10%</td>
<td>1.5-200 ppb</td>
<td>1.5-2 ppb</td>
</tr>
<tr>
<td>U.Houston (USA)</td>
<td>LOPAP</td>
<td>3-5 min</td>
<td>7%</td>
<td>1%</td>
<td>5ppt-200ppb</td>
<td>5 ppt</td>
</tr>
<tr>
<td>BUW (Germany)</td>
<td>LOPAP</td>
<td>3-5min</td>
<td>7%</td>
<td>1%</td>
<td>5ppt-200ppb</td>
<td>5 ppt</td>
</tr>
<tr>
<td>CNRS-ICARE(France)</td>
<td>LOPAP</td>
<td>0.1 s</td>
<td>10%</td>
<td>1%</td>
<td>2ppb-2ppm</td>
<td>2ppb</td>
</tr>
<tr>
<td>U. Jülich (Germany)</td>
<td>LOPAP</td>
<td>0.1 s</td>
<td>10%</td>
<td>1%</td>
<td>1ppt-200ppb</td>
<td>2ppb</td>
</tr>
<tr>
<td>CEAM (Spain)</td>
<td>LOPAP</td>
<td>3-5 min</td>
<td>10%</td>
<td>1%</td>
<td>30ppt-150ppb</td>
<td>2ppt</td>
</tr>
<tr>
<td>INSTITUTION</td>
<td>INSTRUMENT</td>
<td>TIME RESOLUTION</td>
<td>ACCURACY</td>
<td>PRECISION</td>
<td>RANGE</td>
<td>DETECTION LIMIT</td>
</tr>
<tr>
<td>-------------------------------------</td>
<td>------------------------------------------------</td>
<td>-----------------</td>
<td>----------</td>
<td>-----------</td>
<td>-------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>LISA (France)</td>
<td>Nitromac:SANED</td>
<td>10 min</td>
<td>5-10 %</td>
<td>5-10 %</td>
<td>35 ppb</td>
<td>5-20 ppt</td>
</tr>
<tr>
<td>U.Manchester (UK)</td>
<td>CIMS</td>
<td>1 s</td>
<td>15 %</td>
<td>10 %</td>
<td>1ppt-10ppb</td>
<td>1 ppt</td>
</tr>
<tr>
<td>DLR (Germany)</td>
<td>CIMS</td>
<td>1-3 s</td>
<td>15 %</td>
<td>3 %</td>
<td>15ppt-20ppb</td>
<td>15ppt</td>
</tr>
<tr>
<td>U.New Hampshire, Durham (USA)</td>
<td>Mist Chamber/Ion Chromatography</td>
<td>2-20 min</td>
<td>N.A</td>
<td>&lt; 15%</td>
<td>ppt - several ppb</td>
<td>ppt level</td>
</tr>
<tr>
<td>Inst. Analytical Chem. (Czetch Rep.)</td>
<td>Wet denuder Chemiluminescent FIA</td>
<td>3 min</td>
<td>4.5%</td>
<td>4.5%</td>
<td>15ppt-45ppb</td>
<td>15ppt</td>
</tr>
<tr>
<td>Wadsworth Center and Sunny (USA)</td>
<td>Coil/azo dye derive/long pass flow cell spectrometry with denuder</td>
<td>1 min</td>
<td>&lt; 15% at &gt; 100 ppt</td>
<td>&lt;10% at &gt;100 ppt</td>
<td>3ppt-20ppb</td>
<td>3ppt</td>
</tr>
<tr>
<td>CEAM (Spain)</td>
<td>HPLC</td>
<td>4 min</td>
<td>7.5 %</td>
<td>10 %</td>
<td>100 ppt - few ppb</td>
<td>100 ppt</td>
</tr>
<tr>
<td>Swedish Envi. Res. Inst.(Sweden)</td>
<td>Volumetric Sampling with filter pack</td>
<td>2-3 filter a day</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
6.3.3 Experimental details

The campaign includes mainly three types of experiments a) calibrations, b) simulation of polluted urban sites, c) interferences in HONO measurements such as aerosols or inorganic nitrates, small aldehydes, and so on. There were a total of nine experiments in the campaign, which are listed in Table 6.2 along with summaries of each experiment’s conditions. Detailed experimental conditions are given with the results in Section 6.4.

Table 6.2 List of the experimental conditions during FIONA

<table>
<thead>
<tr>
<th>Expt. No.</th>
<th>Date</th>
<th>Blind</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17/05/2010</td>
<td>No</td>
<td>Pure conditions, simple system: HONO formation in the dark and sunlit chamber.</td>
</tr>
<tr>
<td>2</td>
<td>18/05/2010</td>
<td>No</td>
<td>Clean conditions: HONO / NO / NO_2 in dark and sunlit chamber.</td>
</tr>
<tr>
<td>3</td>
<td>25/05/2010</td>
<td>Yes</td>
<td>Low HONO at high NO / NO_2 / NO_3 / N_2O_5</td>
</tr>
<tr>
<td>4</td>
<td>19/05/2010</td>
<td>Yes</td>
<td>Ambient air and interference by phenols and NO_2</td>
</tr>
<tr>
<td>5</td>
<td>20/05/2010</td>
<td>Yes</td>
<td>Isoprene nitrates in gas phase and heterogeneous phase</td>
</tr>
<tr>
<td>6</td>
<td>24/05/2010</td>
<td>Yes</td>
<td>Photolysis of nitrophenols</td>
</tr>
<tr>
<td>7</td>
<td>26/05/2010</td>
<td>Yes</td>
<td>Methylglyoxal as PAN source</td>
</tr>
<tr>
<td>8</td>
<td>27/05/2010</td>
<td>Yes</td>
<td>Photo-smog scenario with diesel exhaust</td>
</tr>
<tr>
<td>9</td>
<td>21/05/2010</td>
<td>Yes</td>
<td>Repeat part of experiment 1 / 2</td>
</tr>
</tbody>
</table>
6.4 Intercomparison results

During the FIONA campaign, the following experimental protocol was adopted for the extractive IBBCEAS system: (a) the cavity alignment was optimized, (b) the spectrograph wavelength scale was calibrated, (c) a 5 minute background spectrum was recorded, (d) the mirror reflectivity was calibrated with N₂, He and O₂, (e) a 20 minutes blank scan in synthetic air, I₀ᵇ, was recorded, (f) sampling from the chamber was started and spectra recorded, (g) additional mirror calibrations were carried on periodically as needed, (h) at the end of the experiment, another 20 min blank scan in synthetic air, I₀ᵉ, was recorded, and (i) the wavelength was calibrated. The number densities of HONO and NO₂ were retrieved using the DOASIS spectra analysis procedure as described above.

The HONO results included a precision value for each measured number density, which was estimated from the variation, taken as the standard deviation of 10 points, of measured values from a 20-point running average. This method gives a more conservative value for the precision than do the fit uncertainties, which do not take instrumental noise into account. The method will necessarily over-predict measurement variability near abrupt changes in the concentration, and precision values have been omitted where rapid changes occur.

Unfortunately, the extractive IBBCEAS results were compromised by two noteworthy problems during the FIONA campaign: Firstly, vibrations on the platform immediately below the chamber resulted in unstable system performance and gradual misalignment of the optical system. This problem was solved by moving the instrument to ground level before the start of the campaign experiments; however, a much longer inlet line (4 to 5 m) was required and may have led to higher sampling artefacts than other instrumentation during the experiments.

Secondly, a more significant consideration was the thermal stability of the optical system over the large temperature changes occurring during the experiments. Thermal expansion visibly affected the cavity alignment, thereby reducing the effective pathlength of our system and the amount of light coupled into and out of the
cavity. These changes affected the accuracy of our measurement of the sample absorption, and hence quantisation of absorbing species, on each day of the campaign. To partly compensate for these changes values of $I_0$ and $R$ over the course of the experiment were calculated by linear interpolation. Although the assumption of a linear variation of $I_0$ and $R$ is likely to be inaccurate, the actual variation of these parameters was not experimentally accessible and is consequently a large source of uncertainty in our measurements. The influence of cavity misalignment on the accuracy of our HONO and NO$_2$ values is evaluated in the discussion.

In the following we present our results from the campaign. Measurements started from the second experiment due to delays in setting up the instrument. Experiment two was also non-blind, allowing the measurements of different instruments to be compared with each other. The remaining experiments were blind. Owing to the difficulties outlined above, the results presented below will focus on an initial comparison of the measurement results and an assessment of the performance of the extractive IBBCEAS system. To evaluate the performance of our instrument, CEAM kindly give us permission to show their HONO (DOAS) and NO$_2$ (chemiluminescence detector) results. A comprehensive comparison of the measurement results of other campaign participants will be published later. A detailed analysis of the chamber chemistry awaits modelling results and will also not be discussed here.
6.4.1 Experiment 2 on 18/05/2010

In order to calibrate all the instruments, 15 ppb HONO was first introduced into the flushed dry chamber, and then diluted in steps. The chamber roof was then opened to photolytic conversion of HONO. In the afternoon, 50 ppb methyl nitrite was added after increasing the relative humidity to 50% to test formation of HONO from hydrolysis on wet surfaces. Finally, isopropyl nitrate was added as a potential interfering compound.

The results of our measurements, DOAS results and CL NO$_2$ results are shown in Fig 6.6 with spectral fits in Appendix A.1 (07:30) and A.2 (09:30). The HONO results show good agreement with DOAS measurements. There is about a 5% difference immediately after the initial introduction of HONO and the HONO absorption is clearly evident at 07:30 with a close fit by the reference spectra. Compared to the open path configuration of the DOAS system inside the chamber, it is not surprising that the longer sampling line has some losses. However, the two NO$_2$ measurements differ when HONO is added or diluted. IBBCEAS NO$_2$ seems to be correlated with the HONO concentrations. This is likely to arise from a cross-sensitivity in the spectral fit and from the much larger differential cross-section of HONO compared to NO$_2$ (Fig. 6.7). In addition similar residual structures to those in Fig. 6.5 are evident – they are reduced by increasing the NO$_2$ component of the fit. However, at 9:30, when the concentrations of HONO and NO$_2$ are low, the spectrum appears to show real NO$_2$ absorption features (A.2).

The correlation of the measurements from IBBCEAS with the DOAS and CL results is shown in Fig. 6.7. The HONO measurements are in excellent agreement ($R^2= 0.99$) and with a slope of 1.10. On the hand, NO$_2$ results are mostly uncorrelated. Neither the IBBCEAS nor DOAS observed any effect from adding methyl nitrite or isopropyl nitrate to the chamber.
Figure 6.6 Results of IBBCEAS (black) and CEAM-DOAS and CL (red) measurements of HONO and NO₂.

Table 6.3 Protocol of expt. 2

<table>
<thead>
<tr>
<th>Time</th>
<th>Action</th>
<th>Time</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td>End</td>
<td>Start</td>
<td>End</td>
</tr>
<tr>
<td>06:53</td>
<td>NO₂ added</td>
<td>10:13</td>
<td>11:03</td>
</tr>
<tr>
<td>07:07</td>
<td>HONO added (15 ppb)</td>
<td>11:38</td>
<td>Methyl nitrite added (10 mLgas)</td>
</tr>
<tr>
<td>07:46</td>
<td>Start chamber flushing</td>
<td>12:17</td>
<td>Chamber opened</td>
</tr>
<tr>
<td>08:43</td>
<td>Stop chamber flushing</td>
<td>12:47</td>
<td>Chamber closed</td>
</tr>
<tr>
<td>09:11</td>
<td>Chamber opened</td>
<td>13:01</td>
<td>Isopropyl nitrate added (40uL)</td>
</tr>
<tr>
<td>10:01</td>
<td>Chamber closed</td>
<td>15:04</td>
<td>Start chamber flushing</td>
</tr>
</tbody>
</table>
Figure 6.7 Top: HONO correlation between IBBCEAS and CEAM-DOAS and linear fitting (red) with slope = 1.1 and $R^2 = 0.99$. Middle: the NO$_2$ correlation between IBBCEAS and CL detector and linear fitting (red) with slope = 0.36 and $R^2 = 0.66$. Bottom: Correlation between IBBCEAS-HONO and IBBCEAS-NO$_2$ and linear fitting (red) with slope = 1.1 and $R^2 = 0.68$. 
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Figure 6.7 Top: HONO correlation between IBBCEAS and CEAM-DOAS and linear fitting (red) with slope = 1.1 and $R^2 = 0.99$. Middle: the NO$_2$ correlation between IBBCEAS and CL detector and linear fitting (red) with slope = 0.36 and $R^2 = 0.66$. Bottom: Correlation between IBBCEAS-HONO and IBBCEAS-NO$_2$ and linear fitting (red) with slope = 1.1 and $R^2 = 0.68$. 
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6.4.2 Experiment 3 on 25/05/2010

The motivation for this experiment was to evaluate potential chemical interferences on each instrument’s measurements. In some chemical instruments such as LOPAP, high NO and NO₂ levels can result in significant overestimates of HONO concentrations if they are not corrected or measured. In optical absorption instruments such as DOAS, the possibility that HONO is present as an impurity in the NO₂ reference absorption cross-section needs to be treated carefully in the spectral analysis procedure (Kleffmann et al., 2006). In wet denuder systems, formation of HONO from dissolved NO₂ and SO₂ in the aqueous phase leads to artefacts in quantifying HONO (Spindler et al., 2003).

In the morning, 150 ppb NO and 150 ppb O₃ were added to convert NO into NO₂. The high NO₂ levels tested for positive interferences in the chemical instruments as well as negative interferences in the absorption spectrometers. After 2 hours, another 150 ppb of O₃ was added to convert NO₂ to NO₃ and N₂O₅ and evaluate interferences in dark conditions. NO₃ and N₂O₅ were then removed by adding NO. Finally, 30 ppb SO₂ was added to check potential interferences in wet denuder systems.

The measured concentrations of HONO and NO₂ are shown in Fig 6.8 with the spectral fits in Appendix A.7 (09:30) and A.8 (14:00). The IBBCEAS values are much higher than DOAS values. Nevertheless, the retrieved NO₂ concentrations for both the IBBCEAS and the CL instruments showed quite similar trends. The CL detector behaved erratically during NO injections and measured values significantly understated or overstated the expected values. During this experiment the intensity transmitted through the spectrometer fell by about 90% between 08:00 to 11:00 and the results are not reliable.
Figure 6.8 Results of IBBCEAS (black) and CEAM-DOAS and CL (red). Note that the DOAS HONO measurements are scaled 10 fold.

Table 6.4 Protocol of expt.3

<table>
<thead>
<tr>
<th>Time</th>
<th>Action</th>
<th>Time</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td>End</td>
<td>Start</td>
<td>End</td>
</tr>
<tr>
<td>06:34</td>
<td>NO₂ introduction (1 mL)</td>
<td>11:48</td>
<td>NO second addition (150 ppb)</td>
</tr>
<tr>
<td>06:55</td>
<td>NOx range changed</td>
<td>13:08</td>
<td>SO₂ injection (10 ml)</td>
</tr>
<tr>
<td>06:59</td>
<td>07:15</td>
<td>13:15</td>
<td>Second SO₂ injection (10 ml)</td>
</tr>
<tr>
<td>07:21</td>
<td>2nd NO addition (1')</td>
<td>14:27</td>
<td>start flushing</td>
</tr>
<tr>
<td>07:49</td>
<td>07:51</td>
<td>15:33</td>
<td>Stop chamber flushing</td>
</tr>
<tr>
<td>08:21</td>
<td>08:23</td>
<td>15:35</td>
<td>t-butyl hydroperoxide added</td>
</tr>
<tr>
<td>08:57</td>
<td>08:59</td>
<td>16:30</td>
<td>start flushing</td>
</tr>
<tr>
<td>09:30</td>
<td>09:36</td>
<td>15:04</td>
<td>Start chamber flushing</td>
</tr>
</tbody>
</table>
6.4.3 Experiment 4 on 19/05/2010

In order to simulate the full chemical complexity of ambient air without removing the semi-volatile interfering gases, the simulation chamber contents were completely exchanged with ambient air. Interferences for wet chemical instruments also motivated the experiment. For example, nitration of phenols by nitrogen dioxide in solution can form nitrophenols (Coombes et al., 1994). Also, NO$_2$ in the aqueous phase may react with phenoxide anions in which the overall kinetics are strongly pH dependent. HONO may be subsequently released into the gas phase under acid conditions via protonation of the nitrite ion (Coombes et al., 1994; Ammann et al., 2005).

The chamber was flushed with ambient air early in the morning. The air was directly introduced into the chamber without passing any pipes, tubes or pump to retain the original composition. The roof of the chamber was opened, while flushing with ambient air was maintained. Flushing with ambient air was then stopped and 100 ppb NO$_2$ was added to the chamber. O-cresol was also added in two steps of 15 ppb mixing ratio each.

HONO in the ambient air was initially at a low level in the morning (Fig. 6.9). Additional HONO was formed after adding NO$_2$ in the dark around 12:30. The gap in the data before 14:00 arises from the instrument calibration procedure. The IBBCEAS values were very similar to the DOAS results for this ambient air measurement. Although it is close to the HONO detection limit of the IBBCEAS system, the correlation between the instruments is good (0.89) with a slope of 1.1. The NO$_2$ measurements of both instruments were very similar over much of the day and the overall correlation coefficient was very good with $R^2 = 0.99$. The slope was 1.36, although the IBBCEAS results were higher at the start of the day (Fig. 6.10). Neither of the instruments showed any response upon the addition of o-cresol, but both systems registered a small change in NO$_2$ concentration when the chamber roof was closed.
Figure 6.9 Results of IBBCEAS (black) and CEAM-DOAS and CL (red) measurements of HONO and NO₂.

Table 6.5 Protocol of expt. 4

<table>
<thead>
<tr>
<th>Time</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td>End</td>
</tr>
<tr>
<td>10:47</td>
<td>Mixing fan 1 on</td>
</tr>
<tr>
<td>11:00</td>
<td>Chamber roof opening</td>
</tr>
<tr>
<td>12:00</td>
<td>Chamber closed. Fans stopped. Air inflow set to 40%</td>
</tr>
<tr>
<td>12:30</td>
<td>NO₂ addition</td>
</tr>
<tr>
<td>13:01</td>
<td>1st O-cresol addition</td>
</tr>
<tr>
<td>13:07</td>
<td></td>
</tr>
<tr>
<td>14:02</td>
<td>2nd O-cresol addition</td>
</tr>
<tr>
<td>14:09</td>
<td></td>
</tr>
<tr>
<td>15:25</td>
<td>Start chamber flushing</td>
</tr>
<tr>
<td>16:00</td>
<td>Mixing fans on to increase flushing</td>
</tr>
</tbody>
</table>
Spectral fits at 12:00 and 13:00 are included in Appendix A.3 and A.4. At 12:00 when the concentrations of HONO and NO₂ are both low, the NO₂ retrieval appears to be susceptible to residual features in the spectrum. At 13:00, when the NO₂ concentration is high, the spectral fit is much less influenced by such artefacts, and the overall fit clearly matches the obvious NO₂ absorption features.

![Graph](image)

**Figure 6.10** Top: the HONO correlation between IBBCEAS and CEAM-DOAS and linear fit (red) with slope=1.1 and $R^2=0.89$. Bottom: the NO₂ correlation between IBBCEAS and CL detector and linear fitting (red) with slope=1.2 and $R^2=0.99$
6.4.4 Experiment 5 on 20/05/2010

Isoprene, the most abundant non-methane volatile organic compound (VOC) in the atmosphere, accounts for 34% to 51% of organic carbon emissions. Oxidation of isoprene produces alkyl nitrates in the gas phase and results in secondary organic aerosol (Rollins et al., 2009). The aim of this day’s experiment was to investigate the photolytical formation of OH and the resulting oxidation of isoprene. In addition, the influence of particle-bound organic nitrates was studied.

The chamber was flushed overnight and water vapour was added to raise the relative humidity to 40%. Mixing ratios of 30 ppb isoprene and 100 ppb NO were injected into the chamber. Under dark conditions, a maximum of 5-6 ppb HONO was expected to be formed. After opening the roof of the chamber, the OH radical was formed by photolysis of HONO. With the roof open, the maximum HONO concentration expected was 0.9 ppb. After closing the roof of the chamber, α-pinene (30 ppb) and O₃ (100 ppb) were introduced to generate particles and study the influence of particles on the instruments.

HONO was at a low level throughout the experiment and close to the limit of the IBBCEAS sensitivity (Fig. 6.11). IBBCEAS measurements of HONO did not agree well with the DOAS results. The concentration of HONO increased slightly around 10:00. After adding α-pinene and O₃, it decreased to below 1 ppb. However, the sensitivity of the instrument would be degraded due to particle scattering which lowers the effective path length of the system. The NO₂ results from both the IBBCEAS and CL instruments are also shown in Fig 6.11. The retrieved IBBCEAS NO₂ concentration broadly agrees with the results of the CL detector. The CL detector showed interferences from the NO and O₃ introduced into chamber at about 9:00 and 12:00. Different temporal trends of NO₂ are observed from 7:00 to 10:00 and it is unclear why this deviation arises. When the O₃ was added to the chamber at 13:00, the NO₂ concentration was underestimated, possibly due to chemiluminescence from the reaction of NO and O₃. The correlation of the two NO₂ measurements is fair ($R^2=0.89$) with a slope of 0.95 (Fig. 6.12).
Figure 6.11 Results of IBBCEAS (black) and CEAM-DOAS and CL (red) measurements of HONO and NO₂.

Table 6.6 Protocol of expt. 5

<table>
<thead>
<tr>
<th>Time</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Start</td>
<td>End</td>
</tr>
<tr>
<td>06:52</td>
<td>NO₂ introduction (1 mL)</td>
</tr>
<tr>
<td>07:23</td>
<td>Start H₂O introduction</td>
</tr>
<tr>
<td>08:38</td>
<td>Start Isoprene introduction</td>
</tr>
<tr>
<td>08:48</td>
<td>NO addition</td>
</tr>
<tr>
<td>09:48</td>
<td>Chamber opened</td>
</tr>
<tr>
<td>12:07</td>
<td>Chamber closed</td>
</tr>
<tr>
<td>12:14</td>
<td>Start α-pinene introduction</td>
</tr>
<tr>
<td>12:57</td>
<td>O₃ addition</td>
</tr>
<tr>
<td>14:41</td>
<td>Start chamber flushing</td>
</tr>
</tbody>
</table>
Spectral fits at 10:00 and 13:00 are shown in A.5 and A.6. The fitting shows good agreement with the real concentration. At 10:00, when the concentration of HONO is low, there are no readily apparent NO\textsubscript{2} absorption features in the spectrum. In this case the retrieved NO\textsubscript{2} concentration is clearly too high. In contrast, real absorption features of NO\textsubscript{2} are evident at 13:00 and are quite well fitted by the reference spectra. Despite the large difference in absorption at 13:00 and 10:00, however the fit residuals are quite similar.

![Graph showing NO\textsubscript{2} correlation between IBBCEAS and CL detector and linear fitting (red) with slope= 0.89 and R\textsuperscript{2}=0.95.]

Figure 6.12 The NO\textsubscript{2} correlation between IBBCEAS and CL detector and linear fitting (red) with slope= 0.89 and R\textsuperscript{2}=0.95.
6.4.5 Experiment 6 on 24/05/2010

This experiment was designed to investigate a recently reported source of HONO via photolysis of nitrophenols (Bejan et al., 2006). The study showed that HONO was produced in a flow photoreactor by near-UV photo-dissociation of 2-nitrophenol (2NP), 3-methyl-2-nitrophenol (3M2NP), 4-methyl-2-nitrophenol (4M2NP) and 5-methyl-2-nitrophenol (5M2NP). The photolysis frequencies \( J \) were \( 2.9 \times 10^{-5} \text{ s}^{-1} \) for 2NP, \( 4.4 \times 10^{-5} \text{ s}^{-1} \) for 3M2NP, \( 1.1 \times 10^{-5} \text{ s}^{-1} \) for 4M2NP and \( 2.4 \times 10^{-5} \text{ s}^{-1} \) for 5M2NP. Thus the photolysis of nitrophenols may be a significant contribution to HONO formation.

The experiment started from a flushed, dry chamber. 2-nitrophenol at 100 ppb mixing ratio was added to the chamber and half an hour later the roof of the chamber was opened to initiate photolysis.

The observed results from the experiment showed that HONO was present in small concentrations at the start of the experiment (Fig. 6.13). Addition of 2NP is observed as a decrease in the IBBCEAS HONO concentration, while no change is observed for DOAS measurements over this time. This difference arises because the absorption of 2NP was not included in the IBBCEAS spectral analysis. Similar results were also observed in the DOAS results if the 2NP spectrum was omitted from the fit (Ródenas, 2011). In this photochemical reaction system, the NO\(_2\) remains at very low levels and at the limits of detection of both instruments. The strong absorption of 2NP (cf. Chapter 5) results in a reduction of the effective pathlength of the system and the precision of the measurements is notably worse after 12:00.

For this experiment, the concentration of both HONO and NO\(_2\) are close to the instrument detection limit. We therefore did not include correlations with the CEAM measurements and spectra fits.
Figure 6.13 Results of IBBCEAS (black) and CEAM-DOAS and CL (red) measurements of HONO and NO$_2$.

Table 6.7 Protocol of expt. 6

<table>
<thead>
<tr>
<th>Time</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td>End</td>
</tr>
<tr>
<td>11:29</td>
<td>11:29 Flushing stopped</td>
</tr>
<tr>
<td>11:40</td>
<td>11:40 Floor cooling on</td>
</tr>
<tr>
<td>11:45</td>
<td>12:08 2-nitrophenol introduction (0.1098 g)</td>
</tr>
<tr>
<td>12:35</td>
<td>Chamber opened</td>
</tr>
<tr>
<td>14:40</td>
<td>chamber closed</td>
</tr>
<tr>
<td>14:44</td>
<td>Start chamber flushing</td>
</tr>
</tbody>
</table>
6.4.6 Experiment 7 on 26/05/2010

This experiment aimed to investigate the formation of PAN from the photolysis of methyl glyoxal. Glyoxal, as one of the most prevalent dicarbonyls in the atmosphere, plays an important role in the formation of secondary organic aerosol (Kroll et al., 2005). Peroxyacetyl nitrate (PAN) is a secondary pollutant present in photochemical smog. The experiment also investigated the role of hydrolysis of PAN in the formation of nitrite.

Up to 130 ppb of O₃ was added to the chamber in three stages, followed by 150 ppb of NO. After formation of NO₂ in the chamber, four additions of 50 ppb of methyl glyoxal were introduced into the chamber. The chamber roof was opened to start the photolysis of methyl-glyoxal and later closed by 30° to evaluate the influence of the actinic flux.

HONO results are shown in Fig 6.14. Levels of HONO were below 1 ppb during the injection of methyl glyoxal. After starting photolysis of the methyl-glyoxal, the HONO concentration rose up to about 2.5 ppb in the chamber. The DOAS instrument observed an increase in HONO after opening the chamber roof. Owing to the low level of HONO being close to both instrument’s detection limits, the correlation of the instruments is poor (0.17). In contrast, the NO₂ measurements of the IBBCEAS and CL detector showed good agreement until the chamber roof was opened. NO₂ results from the CL detector again displayed some instability during addition of NO and O₃. After the roof opened, NO₂ results from the IBBCEAS were about 50% higher than those of the CL detector. It is also clear that the IBBCEAS precision degraded between 11:00 and 14:10. The origin of this behavior is not clearly correlated with chemical changes in the chamber and may arise from mechanical interference with the instrument. Another possibility is that SOA formation following photolysis of methyl-glyoxal resulted in a degradation of the effective path length of the IBBCEAS instruments. The different behavior upon opening the chamber roof very likely indicates artefacts in the very long inlet line of the IBBCEAS system. It is also noteworthy that NO₂ from the CL detector recovered after the photolysis of methyl-glyoxal was stopped at 15:00. The correlation of both instruments had an
overall slope of 0.86 ($R^2=0.77$).

Figure 6.14 Results of IBBCEAS (black) and CEAM-DOAS and CL (red) measurements of HONO and NO$_2$.

Table 6.8 Protocol of expt. 7

<table>
<thead>
<tr>
<th>Time</th>
<th>Action</th>
<th>Time</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start</td>
<td>End</td>
<td></td>
<td>Start</td>
</tr>
<tr>
<td>10:38</td>
<td>10:45</td>
<td>ozone addition (6'30'&quot;)</td>
<td>12:07</td>
</tr>
<tr>
<td>10:51</td>
<td>10:55</td>
<td>ozone addition (4'22'&quot;)</td>
<td>12:19</td>
</tr>
<tr>
<td>10:58</td>
<td>11:02</td>
<td>NO addition (3'29'&quot;)</td>
<td>12:52</td>
</tr>
<tr>
<td>11:14</td>
<td>11:18</td>
<td>ozone addition (4')</td>
<td>14:09</td>
</tr>
<tr>
<td>11:38</td>
<td></td>
<td>methyl glyoxal added</td>
<td>15:00</td>
</tr>
<tr>
<td>11:56</td>
<td></td>
<td>methyl glyoxal added</td>
<td>15:19</td>
</tr>
</tbody>
</table>

26/05/2010
Spectral fits at 12:00 and 14:00 are shown in A.9 and A.10. HONO was not clearly observed, but NO$_2$ was readily identified in both spectra at these high concentrations. The good fit at 14:00 (when CL concentrations were much lower) probably indicates chemical formation of NO$_2$ in the long inlet line of the IBBCEAS system.

**Figure 6.15** The NO$_2$ correlation between IBBCEAS and CL detector and linear fitting (red) with slope= 0.86 and $R^2$=0.77
6.4.7  Experiment 8 on 27/05/2010

Direct HONO emissions from automobile exhaust (Kirchstetter et al., 1996; Kurtenbach et al., 2001) and secondary formation on soot particles have recently been investigated (Ammann et al., 1998; Kleffmann et al., 1999; Arens et al., 2001). It is unlikely that direct emissions are a major source of HONO as HONO only comprised 1% of nitrogen oxides. Heterogeneous formation of HONO has been invoked as a possible source, but is still unable to account for the high observed HONO to nitrogen oxides ratio of 0.04 in the atmosphere. Therefore this experiment set out to examine HONO formation from diesel exhaust of semi-volatile and/or water-soluble organics, which have been recently investigated in the laboratory (Gutzwiller et al., 2002).

Hot diesel exhaust gas was added to the clean chamber until about 200 ppb of nitrogen oxides was measured by the CL detector. The roof of the chamber was then opened to start the photochemistry. After an hour, the chamber was re-fueled with exhaust gas and a standard hydrocarbon ('photo smog') mixture of 450 ppb ethene and 150 ppb of mixture of octane and toluene was added.

The HONO results are shown in Fig 6.16. As in Experiment 3, the intensity through the spectrometer dropped significantly over a period of a few hours. The complexity of the diesel exhaust gas appeared to adversely affect the IBBCEAS measurement, resulting in very high observed HONO concentrations of up to 200 ppb. These values are unlikely to represent the actual concentration in the chamber, where a concentration of below 10 ppb of HONO was expected. The concentration observed by DOAS is below 6 ppb. In contrast, the NO<sub>2</sub> results are quite comparable to those from the CL detector. The correlation of both instruments is $R^2 = 0.77$. The CL detector showed quite noisy results, possibly due to interference of the high concentration of organics through the experiment.
**Figure 6.16** Results of IBBCEAS (black) and CEAM-DOAS and CL (red). Note that the DOAS HONO results are scaled by 10 fold.

**Table 6.9** Protocol of expt. 8

<table>
<thead>
<tr>
<th>Time Start</th>
<th>Time End</th>
<th>Action</th>
<th>Time Start</th>
<th>Time End</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>06:48</td>
<td>06:53</td>
<td>p-formaldehyde added</td>
<td>10:53</td>
<td>11:01</td>
<td>diesel exhaust injected</td>
</tr>
<tr>
<td>07:29</td>
<td></td>
<td>diesel exhaust injected</td>
<td>11:16</td>
<td></td>
<td>Ethene added (50 ml)</td>
</tr>
<tr>
<td>07:36</td>
<td></td>
<td>diesel exhaust injected</td>
<td>11:18</td>
<td></td>
<td>Ethene added (40 ml)</td>
</tr>
<tr>
<td>07:42</td>
<td>07:44</td>
<td>diesel exhaust injected</td>
<td>11:21</td>
<td>11:25</td>
<td>octane and toluene added</td>
</tr>
<tr>
<td>07:47</td>
<td>08:18</td>
<td>diesel exhaust injected</td>
<td>14:42</td>
<td></td>
<td>Start chamber flushing</td>
</tr>
<tr>
<td>08:58</td>
<td></td>
<td>Chamber opened</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6.5 Discussion

6.5.1 Quality of results and estimated uncertainty

Comparison of the IBBCEAS NO\textsubscript{2} values to those of the EUPHORE chamber chemiluminescence (CL) NO\textsubscript{2} values was the principal method of evaluating the IBBCEAS instrument performance before submitting the data for the intercomparison. Despite the large, time-varying deviation associated with the optical stability of the system, NO\textsubscript{2} values from both instruments were usually correlated, especially at higher concentrations. The ratio of measured values varied from about 0.6 to 2.0 for NO\textsubscript{2} concentrations above 40 ppb. The correlation was worse at lower values, where instrumental drift was observed for the IBBCEAS NO\textsubscript{2} values (probably owing to the linear interpolation of $I_0$ and $1-R$), as well as sometimes rather erratic behavior of the CL detector. At low concentrations, the fit procedure is also more susceptible to spectral artefacts from the LED source. The CL detector exhibited some sensitivity to various reactants introduced into the chamber. No evidence of abrupt changes in our instrument response was observed. It would be possible to correct our HONO measurements based on the ratio of NO\textsubscript{2} measurements from the different instruments; however, this approach was rejected as it would introduce into our results any interferences and systematic uncertainties associated with the CL detector. From discussions with CEAM scientists and a first look at the NO\textsubscript{2} data from the intercomparison (Ródenas, 2011), it appears that the CL measurements were generally lower than those of other NO\textsubscript{2} measuring systems.

A robust analysis of the uncertainty is not feasible given the time-dependent variation in the instrument’s performance. What follows is an estimate of our uncertainty based on a comparison of the CL and IBBCEAS NO\textsubscript{2} measurements (Fig 6.17). The mean of the ratio of measured NO\textsubscript{2} values from the IBBCEAS system and the CL detector was used to estimate the overall deviation of the measured absorption coefficient. Only CL NO\textsubscript{2} values above 40 ppb were considered (a total of 939 data). The IBBCEAS/CL ratio should scale the retrieved values of both HONO and NO\textsubscript{2} values by the same factor. On average, the NO\textsubscript{2} values reported here were 24% higher than the corresponding CL values, and the standard deviation of the ratio was
0.33. The combined uncertainty of the systematic deviation and the distribution of ratios were used to estimate an uncertainty of 41% in the measured absorption coefficient. Combining this uncertainty with the 15% uncertainty in the HONO cross-sections and 4% uncertainty in the NO₂ cross-sections gives a total uncertainty of around 44% and 41% for HONO and NO₂, respectively. The overall correlation showed that the main underestimations of NO₂ were from Experiment 4 and 7.

Figure 6.17 Overall comparisons of the IBBCEAS NO₂ measurements with those of the chemiluminescence detector. The linear fitting (red) has a slope=0.76 intercept: 4.36 × 10^{10} and R²=0.86. The 1:1 ratio line is shown in black.
6.5.2 Interferences and improvements to the spectrometer

Besides the issue of thermal expansion which degraded the cavity alignment, particles formed during the experiment also influence the IBBCEAS measurements. From Experiments 5, 7 and 8, the formation of particles in the chamber resulted in a loss of sensitivity and over-estimation of NO\textsubscript{2} compared to CL results. However, the influence of species such as SO\textsubscript{2}, O\textsubscript{3} and t-butyl nitrite, whose absorption bands overlapped that of HONO, was not observed, mainly because the absorption of these species was weak at the concentrations used in these experiments.

Based on issues encountered during the campaign, the IBBCEAS system performance can be improved in several ways: (a) A more rigid sample tube material with a lower thermal expansion coefficient is needed for the body of the cavity to maintain long term stability of the cavity alignment under high thermal gradients. Reducing the length of the cavity to 1 m would also improve the stability over the longer cavity. (b) The signal-to-noise ratio would be improved by stabilizing the spectral output of the LED by an active temperature stabilization coupled with a low drift constant current driver. (c) As the particles inside the cavity reduce the effective path length and result in a loss of sensitivity, one way to avoid this influence is by filtering the inlet stream. In this case, inlet losses for the species measured would need to be determined beforehand. (d) The inlet line artefacts should be minimized by using a shorter line within 2 m that most other instruments adopted. (e) Regular calibration of the mirrors, such as by SO\textsubscript{2} injection, would help to correct the measurement if system alignment degraded. (f) A wider spectral measurement window, such as with a Xe arc lamp, will help to identify the species more accurately and precisely.
6.6 Conclusions

In this chapter, an extractive-IBBCEAS instrument was developed for the FIONA campaign held in the EUPHORE chamber. The instrument is specifically for measuring HONO and NO₂ in the near-UV band from 355 to 375 nm. From participation in 8 experiments during the campaign, the instrument was tested for extractive measurement of chamber experiment. From a non-blind calibration experiment, the instrument showed good agreement with other techniques. In the blind experiments, the instrument responded to major chemical changes in the chamber. NO₂ retrieved results were compared with those from a CL detector and an overall uncertainty of the instrument was derived from the inter-comparison. Changes in the path length of the IBBCEAS instrument occurred due to thermal instabilities of the system during the experiments. This fact, together with the use of a long sampling line would help to explain most of the differences encountered. Despite the issues met in the campaign, the IBBCEAS instrument developed has a sensitivity of about $10^{-9}$ cm$^{-1}$, corresponding to 0.3 ppb of HONO and 0.2 ppb of NO₂. The detection limit of the IBBCEAS system is higher than that of LOPAP and LIF, but is comparable to the multi-pass DOAS instrument on the EUPHORE chamber, which has a similar detection limit for HONO of about 0.4 ppb. The detection limit is better than the FTIR system which about 1.5 ppb. The current instrument would be suited to simulation chamber measurements and to field observations in polluted environments. Having a broader spectral window would improve the instrument’s sensitivity and reduce the influence of spectral interferences. Either multiple LEDs (as used by other IBBCEAS instruments) or a Xe arc lamp source would be able to accomplish this. Several other modifications of the instrument were suggested to improve the system performance.
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Chapter 7

CONCLUSIONS
7.1 Summary of findings

Incoherent broadband cavity enhanced absorption spectroscopy (IBBCEAS) was developed for sensitive near-UV absorption measurements and tested in several experimental systems. The near-UV is particularly important in tropospheric photochemistry and a number of important atmospherically relevant species can be identified by their electronic absorption in this region. However, there are a limited number of techniques with high sensitivity to near-UV absorptions, and these typically have important drawbacks. In this context, extending the IBBCEAS technique further into the near-UV will help to improve our understanding of the absolute absorption cross-sections as well as the quantification of trace species in the atmosphere or in simulation chamber experiments.

An IBBCEAS spectrometer coupled to a flow cell was developed for laboratory measurements. The system was capable of operating at low pressure as well as at ambient atmospheric pressures. With moderate cavity mirror reflectivity (99.6%), the spectrometer had an absorption sensitivity of around \(10^{-8}\) cm\(^{-1}\) between 330 nm and 380 nm. The absorption cross-sections of several atmospheric species which absorb very weakly in this range – SO\(_2\), O\(_3\), acetone, 2-butanone and 2-pentanone – were measured with the spectrometer (Chen and Venables, 2011). The results showed good agreement with the literature cross-sections where these agree among themselves, although where the absorption is very weak the deviation among literature spectra is much larger and our cross-sections are preferable in these circumstances owing to the much higher sensitivity of our technique. The O\(_4\) dimer peak at 360.5 nm was also measured and a cross-section of \(4.0 \times 10^{-46}\) cm\(^5\) molecule\(^{-2}\) was determined, in good agreement with earlier work. The reactive halogen species BrO was generated in low
concentration via steady state photolysis of Br$_2$ and reaction with O$_3$ in the flow cell. All three species were simultaneously monitored during the experiment, illustrating the value of a wide spectral window.

A near-UV IBBCEAS system was set up on the simulation chamber in the CRAC laboratory. As the simulation chamber provided low wall losses as well as a large volume, it is well suited to measuring spectra of low volatility species as well as the optical properties of secondary organic aerosol (SOA) (Carrasco et al., 2007; Coeur-Tourneur et al., 2009). The system had a 140 nm spectral range that extended from 320 to 460 nm, giving it both the widest spectral window and the shortest wavelength limit of any cavity technique yet reported. The system was calibrated with methyl vinyl ketone to account for the variation of the chamber volume due to the flexible FEP bag. The absorption cross-section of benzaldehyde was determined and showed good agreement compared to the literature spectra (Thiault et al., 2004; Xiang et al., 2009). Spectra of tert-butyl nitrite, isobutyl-nitrite, butyl-nitrite, isopentyl-nitrite, were also determined. Absorption cross-sections of the $\pi$ (benzene ring) $\rightarrow$ $\pi^*$ (nitro group) transition of 2-nitrophenol, 3-methyl-2-nitrophenol and 4-methyl-2-nitrophenol were measured and to our knowledge are the first reported gas phase spectra of these compounds (Ishag and Moseley, 1977; Wang et al., 2006). The quantum yields of photolysis of the nitrophenols were refined based on new cross-sections (Bejan et al., 2006). An experiment investigating the photooxidation of isoprene by OH in high NO$_x$ conditions to form SOA was also carried out. Concentrations of HONO and NO$_2$ were retrieved based on their UV absorptions. The aerosol extinction retrieved by the IBBCEAS system correlated well with particle size and has potential for use in future aerosol studies.
An extractive IBBCEAS instrument was designed and built to participate in the Formal Intercomparison of Nitrous Acid (FIONA) campaign in the EUPHORE chamber (Valencia, Spain). Instead of the Xe arc lamp used in other systems, a high power (250 mW) light emitting diode centered at 365 nm was used as light source in this instrument. With its higher reflectivity mirror (99.95%), the sensitivity of the instrument was \( \text{ca.} \ 10^{-9} \ \text{cm}^{-1} \) corresponding to around 0.3 ppb of HONO. HONO results from the FIONA experiments were presented and compared with the CEAM-DOAS instrument, while NO\(_2\) results were compared against a chemiluminescence NO\(_x\) detector. Regrettably, the IBBCEAS instrument was not stable under the high thermal gradients encountered during the campaign and thermal effects were evident in the LED output. In addition, the long inlet line probably introduced significant sampling artefacts in the measurement of HONO and NO\(_2\). These issues aside, the instrument was still responsive to chemical changes inside the chamber. An overall 40% uncertainty was obtained from comparing with CL NO\(_2\) results during this campaign. Future improvements were suggested for the extractive IBBCEAS instrument.

Two open path configuration IBBCEAS instruments were built for field campaigns in Canada and Ireland. One instrument stood on a heavy duty tripod while the other had a dual cavity (with a single spectrograph) for two spectral windows. Owing to the rather extreme environmental conditions and other setbacks, neither system produced useful results. Nevertheless, these field campaigns indicated the importance (and difficulty) of aligning and maintaining a stable optical cavity (as in the FIONA campaign). In addition the Mace Head campaign demonstrated the feasibility of using a dual cavity IBBCEAS system which was subsequently implemented on the ERI simulation chamber.
The above results demonstrated that the IBBCEAS technique is a sensitive *in-situ* approach for near-UV absorption measurements and can be used to study a number of atmospheric species. The wide spectral window is particularly valuable for monitoring several species simultaneously as well as for measuring useful absorption cross-sections. However, there are some drawbacks and difficulties in the approach. Intensity changes in the light source can introduce spurious absorption features and should be normalized. Lack of high power UV sources is another difficulty. Xe arc lamps provide a wide emission spectrum but need intensive filtering to avoid transmission of high levels of background light into the spectrograph. Although high power LEDs are compact, low cost and efficient – and thus especially suitable for the field instruments – they are only available down to 365 nm. In this study we found that the temperature-dependent spectral output of the LED also introduced artefacts in the extinction spectrum. The IBBCEAS system uncertainty is dominated by the uncertainty of mirror calibration. Currently the absolute calibration uncertainty depends on the deviation of literature cross-sections and the stability of the light source. Last but not least, the mechanical stability for maintaining an optical resonator is a key condition for field instruments.

### 7.2 Future work

This work has largely focused on gas phase absorption spectra in the near-UV using the IBBCEAS technique. The system coupled to the simulation chamber is clearly a useful tool for measuring the absorption of low volatility compounds and should be extended to the absorption of other organic species. The application of the technique to aerosols has also attracted recent attention but has been restricted to visible wavelengths (Varma et al., 2009). As the UV optical properties of aerosols are not
well known and are important in radiative forcing, the near-UV IBBCEAS instrument could provide valuable insight into these climatically important atmospheric constituents.

Extending the technique to shorter wavelengths to study new species is in principle possible. Shorter wavelengths are more difficult to study owing to the lower output from lamps, poorer efficiency of detectors and greater scattering from gases and particles. However, shorter wavelengths are attractive for studying several important compounds. In particular, the OH radical has a strong absorption near 308 nm and direct quantification in atmosphere simulation chambers would be desirable. As the OH absorption is very narrow with a rotational line width of 2.5 pm, (Dorn et al., 1996) a high resolution echelle spectrograph would be most appropriate for such an instrument. Although the IBBCEAS sensitivity to OH would not match LIF-based systems, it could still be useful under high OH conditions in chamber or laboratory experiments. Another important class of reactants are the aromatic VOCs which absorb strongly between 250 nm and 300 nm. Monitoring oxidation of aromatic compounds would allow reaction pathways and kinetics to be better understood.

Field observations of atmospheric constituents are still an interesting and relatively unexplored application of the technique. Future work needs to develop a more robust mechanical system, while a means to regularly calibrate the system during measurements is highly desirable. If these conditions are fulfilled then important reactive species such as BrO, HONO, IO would be obvious targets and would encourage more extensive deployment of the technique in the field.
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Appendix A

A.1 Spectral fit on 18/05/2010 (07:30)
A.2 Spectral fit on 18/05/2010 (09:30)
A.3 Spectral fit on 19/05/2010 (12:00)
A.4 Spectral fit on 19/05/2010 (13:00)

\[\alpha_{\text{cm}^{-1}}\]

\[\text{HONO}\]

\[\text{NO}_2\]

\[\text{Polynomial}\]

\[\text{Residual}\]

\[\text{Wavelength [nm]}\]

13:00-19/05/2010
A.5 Spectral fit on 20/05/2010 (10:00)
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A.6 Spectral fit on 20/05/2010 (13:00)

![Graphs showing spectral fit for HONO and NO2 with polynomial and residual plots.](image-url)
A.7 Spectral fit on 25/05/2010 (09:30)
A.8 Spectral fit on 25/05/2010 (14:00)
A.9 Spectral fit on 26/05/2010 (12:00)
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A.10 Spectral fit on 26/05/2010 (14:00)