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</tr>
<tr>
<td>SMF</td>
<td>Single-Mode Fiber</td>
</tr>
<tr>
<td>S-SMF</td>
<td>Standard Single-Mode Fiber</td>
</tr>
<tr>
<td>SSB</td>
<td>Single-Sideband</td>
</tr>
<tr>
<td>TDFA</td>
<td>Thulium-Doped Fiber Amplifier</td>
</tr>
<tr>
<td>WDM</td>
<td>Wavelength Division Multiplexing</td>
</tr>
<tr>
<td>ZF</td>
<td>Zero-Forcing</td>
</tr>
</tbody>
</table>
Abstract

As the available bandwidth of optical fibers has been almost fully exploited, Digital Signal Processing (DSP) comes to rescue and is a critical technology underpinning the next generation advanced fiber-optic systems. Literally, it contributes two principal enforcements with respect to information communication. One is the implementation of spectrally-efficient modulation schemes, and the other is the guarantee of the recovery of information from the spectrally-efficient optical signals after channel transmission.

The dissertation is dedicated to DSP techniques for the advanced fiber-optic systems. It consists of two main research topics. The first topic is about Fast-orthogonal frequency-division multiplexing (OFDM) — a variant OFDM scheme whose subcarrier spacing is half of that of conventional OFDM. The second one is about Fresnel transform with the derivation of an interesting discrete Fresnel transform (DFnT), and the proposal of orthogonal chirp-division multiplexing (OCDM), which is fundamentally underlain by the Fresnel transform.

In the first part, equalization and signal recovery problems result from the halved subcarrier spacing in both double-sideband (DSB) and single-sideband (SSB) modulated Fast-OFDM systems are studied, respectively. By exploiting the relation between the multiplexing kernels of Fast-OFDM systems and Fourier transform, equalization algorithms are proposed for respective Fast-OFDM systems for information recovery. Detailed analysis is also provided. With the proposed algorithms, the DSB Fast-OFDM was experimentally implemented by intensity-modulation and direct detection in the conventional 1.55-μm and the emerging 2-μm fiber-optic systems,
and the SSB Fast-OFDM was first implemented in coherent fiber-optic system with a spectral efficiency of 6 bit/s/Hz at 36 Gbps, for the first time.

In the second part, Fresnel transform from optical Fresnel diffraction is studied. The discrete Fresnel transform (DFnT) is derived, as an interesting transformation that would be potentially useful for DSP. Its properties are proved. One of the attractive properties, the convolution-preservation property states that the DFnT of a circular convolution of two sequences is equal to the DFnT of either one convolving with the other.

One application of DFnT is practically utilized in the proposal of OCDM. In the OCDM system, a large number of orthogonal chirped waveforms are multiplexed for high-speed communication, achieving the maximum spectral efficiency of chirp spread spectrum systems, in the same way as OFDM attains the maximum spectral efficiency of frequency-division multiplexing. Owing to the unique time-frequency properties of chirped waveforms, OCDM outperforms OFDM and single-carrier systems, and is more resilient against the noise effect, especially, when time-domain and frequency-domain distortions are severe. Experiments were carried out to validate the feasibility and advantages of the proposed OCDM systems.
Chapter 1

Introduction

It is impossible to argue that the tremendous achievement of the human society is built on any single technology. Information and communication technology does contribute to the advent of the Information Age, the most prosperous and glorious era in the human history following the Industrial Age. Communication systems are technically the apparatus that exchanges information among information nodes, like human and artificially intelligent devices with logic, which are able to record, process, and understand the information and even able to regulate their states and actions in response to the information depending on their ‘knowledge’. Communication systems enable instantaneous information exchange over a vast distance, nearly at the speed of light, breaking through the temporal and spatial limitations on communicating information.

Literally, optical communication systems are the system that conveys information in the form of light; fiber-optic communication systems are the optical communication system in which the information-bearing lightwave propagates in optical fibers. Since the 1960s, the fiber-optic communication systems, both theoretically and practically, become the only communication systems that are capable of supporting information communications at the data rate of trillions bits per second over distance up to thousands of kilometers across the Earth.

From the perspective of information theory, the total achievable capacity of a communication system is the product of available bandwidth (spectrum) and
achievable *spectral efficiency*. In contrast to other wired and wireless communication systems, where the available bandwidth is limited or sometimes even a scarce resource due to the nature of the channel media, the bandwidth of a piece of optical fiber is however beyond one’s imagination.

Since the birth of fiber-optic communications in the 1960s, it took decades to explore the usable bandwidth of the optical fiber for information communication. Before the 2000, two practically useful techniques, optical amplifier and wavelength-division multiplexing exploited the potential bandwidth of the optical fibers. Following the exploration of the bandwidth of optical fibers, as of the beginning of the 2000, the exploration towards spectral efficiency began for fiber-optic communication systems.

Spectral efficiency is the measure of how much information can be modulated per unit bandwidth per second. The available bandwidth of a system much depends on the nature of the system itself, while the spectral efficiency of a system largely relies on the system design and engineering. Digital signal processing (DSP) is the technology that deals with the spectral efficiency issue, tying up the spectral efficiency of a communication system approaching its theoretical ceiling\(^1\) and meanwhile guaranteeing the reliability of the system against failures and corruptions.

The outcome of the pursuit of spectral efficiency for fiber-optic systems is obvious. As the available bandwidth of the optical fiber had been ‘almost’ fully utilized and thus is ‘almost’ fixed, the capacity of the fiber-optic communication systems had been multiplied more than tenfold as the consequence of the multiplied spectral efficiency in the first decade since 2000, from 0.8 bit/s/Hz to 10 bit/s/Hz and beyond.

Digital signal processing essentially supports such advances in the exploration of spectral efficiency in the fiber-optic communication systems. DSP technology, on the one hand, enables advanced modulation formats, which realize spectrally efficient modulation of lightwave, and on the other hand it enables

\(^1\) More specifically, based on Shannon’s theory, coding theory is the technique achieving the capacity limit of a communication system. Digital signal processing is a more general concept when signal and information processing is involved in a communication system.
sophisticated dispersion compensation techniques, which promise information recovery from the highly spectrally-efficient modulated lightwave after transmission. With these ‘advances’, the fiber-optic systems of such kind are thus referred to as the advanced fiber-optic communication systems.

Moreover, the widespread deployment of DSP technology leads the fiber-optic communication systems into the digital age of their own in the history of the fiber-optic communications.

A BRIEF OVERVIEW OF THIS DISSERTATION

The dissertation falls into the area of DSP technology. However, DSP is a rather broad field in both academia and industry wherever digital information and the process of the information occur in sight. Hence, the dissertation further concentrates on the DSP technology for the advanced fiber-optic systems. Still, the DSP technology for the advanced fiber-optic systems involves numerous advanced techniques that enable the advances of fiber-optic systems. Thus, the dissertation is boiled down to two topics related to the DSP technology in fiber-optic systems. One is orthogonal frequency-division multiplexing (OFDM) and a variant of OFDM scheme — Fast-OFDM, and the other is discrete Fresnel transform (DFnT) and its application to the proposal of the so-called orthogonal chirp-division multiplexing (OCDM) system.

Specifically, the first topic is dedicated to a variant of OFDM system, Fast-OFDM, targeting on the modulation and equalization problems unresolved in the literature and engineering implementation. Depending on the modulation scheme of Fast-OFDM signals, it is further divided into two parts, the double sideband (DSB) modulated Fast-OFDM and the single sideband (SSB) modulated Fast-OFDM. The modulation and equalization problems in each scheme are studied separately, as their mechanisms are somewhat different. Solutions are proposed for each of them. In addition, these solutions are both analytically and experimentally validated in the dissertation.

In the dissertation, the second topic includes the derivation of discrete Fresnel transform, an interesting transformation for digital signal processing, and
the proposal of orthogonal chirp-division multiplexing, an orthogonal multiplexing concept for high-speed data communication systems. In regard to the OCDM, the study are divided into two parts. The first is about the fundamental theory underlying the OCDM, which is about the Fresnel transform originating from the Fresnel diffraction in classic optics, and its discrete counterpart, discrete Fresnel transform (DFnT). The dissertation proposes the Fresnel transform for orthogonal chirp-division multiplexing and show how the orthogonality of the chirped waveforms is ensured based on the theory of Fresnel transform. Moreover, the DFnT is derived in the dissertation from the classic optic phenomenon, the Talbot effect. The DFnT forms the basis of digital implementation of the concept of OCDM. Moreover, except for its application in OCDM, the DFnT could be a more general and powerful mathematical tool for digital signal processing for its useful properties, just as the Fourier transform and discrete Fourier transform (DFT) in the area of digital signal processing. One important and attractive property of DFnT, the convolution-preservation property is also derived in this dissertation.

Based on the theory of Fresnel transform and DFnT, the second part is about the concept of OCDM. The OCDM system is proposed for high-speed communication, and system models are developed for different communication systems along with detailed analyses. Intensive numerical simulations are provided and experimental implementation were carried out to validate the feasibility of the OCDM system. The results confirm the advantages of the proposed OCDM system over other multiplexing techniques including the single-carrier system and multicarrier system, namely OFDM.

This chapter is for an introduction of the dissertation. Section §1.1 is a brief view on the history of fiber-optic communications, and Section §1.2 discusses the role of DSP technology in fiber-optic communication systems, and how it participates in its evolution to the advanced fiber-optic communication system. Subsections §1.2.1, §1.2.2, §1.2.3, and §1.2.4 are served as the briefs for the research topics in the dissertation, which are OFDM, Fast-OFDM, discrete Fresnel transform, and OCDM, respectively. Section §1.3 outlines the organization of the dissertation and Section §1.4 details its contributions.
§1.1 A Brief History of Fiber-Optic Systems

The history of fiber-optic communication is the story that tells how light transmits through fibers over years. In the fiber-optic systems, optical source and optical channel are two of the most essential components. The first emits light beams which is the carrier bearing information; the second serves as the physical medium conveying the information-bearing light over vast distance.

In the history of half-century-old fiber-optic communication, the invention of the laser and optical fiber announces the birth of fiber-optic communications, and they are the protagonists on the stage casting the story of fiber-optic communication. Revolving around the lasers and optical fibers, other crucial roles of inventions and technologies, such as, optical amplifiers, wavelength-division multiplexing, digital signal processing, and even the most recent mode-division multiplexing emerge and boost the fiber-optic communication to ever higher phases.

A Brief Biography of Fiber-Optic Communication

In the 1950s, fiber-optic communication was fertilized in a seed of light, waiting for a drop of water to sprout. Without the intention for fiber-optic communications, the laser\(^2\), as the optical source, and the optical fiber\(^3\), as the optical channel, were independently invented in two distinct fields. Though it was expected that the invention of the laser would launch optical communication into a completely new era, no one then had expected that it, together with the optical fiber, would bring about a revolution sweeping over the Industrial Age and even the entire society of human beings. Though the revolution was not in sight then, the birth of fiber-optic communication nonetheless had already been happening there, waiting someone to unveil its future.

---

\(^2\) Laser was theoretically predicted by Arthur L. Schawlow and Charles H. Townes in their paper in 1958, based on Townes’s work in Maser, the microwave oscillator. The first experimental demonstration was actually in the very beginning of 1960s, by Theodore Maiman, at Hughes Research Laboratories in Malibu on May 16, 1960.

\(^3\) The concept of optical fiber takes a long time before its current form, the cladded optical fiber. Around the beginning of the 1950s, the practical invention of the clad optical fiber which was pioneered by Møller Hansen, Abraham van Heel and Brian O’Brien et al.
In the 1960s, fiber-optic communication was given birth in its infancy, lying in the cradle of laboratory. Optical communication was revived with the invention of laser since the very beginning of the 1960s. However, it took the decade to find a suitable medium, transparent and robust enough to support the propagation of the lasing light. With the very drop of water, a bold prediction that the loss of the glass fiber can be lower than 20 dB/km in 1966, fiber-optic communication was given birth. People gradually started to believe that optical fiber is the channel medium they dreamt of for decades.

In the 1970s, fiber-optic communication was in its toddlerhood, growing up rapidly, and ready for its stretch-out out of laboratories. During the decade, the laser became more and more stable and the optical fiber got clearer and clearer. Following a series of experiments in the laboratories in United States, United Kingdom and Japan, the fiber-optic systems soon went out for field trials with success in the second half of 1970s. Telephone companies reverted their focus to the fiber-optic communication systems, which were on its way to build the backbone of inter-continental networks.

In the 1980s, fiber-optic communication was in its childhood, revealing its brilliant aptitudes. After the first commercial step of providing telephone services in the late of the 1970s, the deployment of fiber-optic systems was rolling all around the earth. Researchers in the laboratories were becoming more and more familiar with the lasers and the behavior of light in the optical fibers, and they were capable of fabricating lasers emitting light beams of longer wavelength, from 0.8 µm to 1.3 µm, and finally to around 1.55 µm for transmitting light in the glass fibers at the ultimately lowest loss, and drawing fibers with narrower diameters, from 100 µm to 50 µm and finally to less than 10 µm for supporting light propagation in a single path (mode) with negligible dispersion. The upgraded fiber-optic systems were soon commercially followed, and their deployment were accelerating all around the world.

In the 1990s, fiber-optic communication was in its adolescent, supporting the revolution of the digital flood. By the spur of the Internet and the emergence of the World Wide Web, which provides much more interesting and at-
tractive services rather than the monotonous voice and text, fiber-optic communication systems inevitably became the only choice left to people to be capable of supporting the “Nets” and the “Webs” due to its inherently invincible superiority. Remarkably, two of the most elegant inventions in the 1990s, optical amplifiers\(^4\) and wavelength-division multiplexing\(^5\) set off the potential of fiber-optic systems and fundamentally extend the reach and capacity of fiber-optic systems. With the tremendous capacity practically unveiled to people, a “Gold Rush” surged with unimaginable amount of money plunging into the building of the networks of fibers. Fueled by the “greedy” money, the capacity of fiber-optic networks exploded and for the first time it exceeded people’s demands for capacity. The explosive growth of the fiber-optic communication systems continued. At the end of the twentieth century, the fiber-optic industry seemed to be a booming market. However, booming bubbles were emerging beneath the booming market.

In the 2000s, fiber-optic communication was in its adulthood, continuing its strides into a new digital phase in his life after his first Waterloo, the bust of the so-called ‘Telecom Bubbles’. The first decade of the 21st century was an eventful decade in the history of Information Age, so was it in the fiber-optic society. With the greedy pursuit of money, people could not stop themselves from laying new fiber cables around the world. The glut of fiber all of a sudden came into sight at the turn of the Millennium. On March 10, 2000, Friday, as the NASDAQ hit $5132.52, the burst of the “Telecom Bubbles” began, just like the chain reaction in an atomic bomb. The burst lasted over exact two and half years plus one month, as the NASDAQ finally braked at $1108.49 on October 10, 2002, the day before another Friday, with almost four-fifth of the money evaporated.

\(^4\) Optical amplifier, more specifically doped fiber amplifier was invented during the 1960s, and the optical amplifier practically for fiber-optic communication was erbium-doped fiber amplifier (EDFA) which was demonstrated in Southampton University.

\(^5\) Strictly speaking, wavelength-division multiplexing is not an invention but an antiquity idea in the area of communications. In the fiber-optic communication systems, it was not practical until the invention of the optical amplifier, which is able to boost the weakening optical signal without extracting the digital information back to the electrical domain. Without optical amplifiers, at each relay node, each wavelength should be split out, converted into the electrical domain, and then modulated back into the corresponding wavelength and combined together for transmission, resulting a costly and bulky relay node.
It seems that the fiber-optic industry and society should be in a depression in response to the slump in the stock market. It was however not the case. The bursting bubbles in the beginning of 21st century just washed out the greedy money. Technically, the fiber-optic industry and the fiber-optic society continued their progress.

**DIGITAL ERA OF FIBER-OPTIC COMMUNICATION**

The prominent progress of fiber-optic communication in the first decade of the twenty-first century is that it literally and also practically evolved into digital communication, benefitted from the revival of optical coherent detection and the advances of the high-speed CMOS technology. Fiber-optic communication therefore entered its own *Digital Era*.

Optical coherent detection and high-speed CMOS technologies are the two backups supporting the full digitalization of fiber-optic communication. In the view of mathematics, coherent detection hits the ultimate receive sensitivity that a communication system could be because it is able to retrieves all the information modulated onto the lightwave. Hence, digital signal processing can be applied to manipulate the holographic information in the optical domain. On the other hand, high-speed CMOS technology makes the implementation of the sophisticated digital signal processing techniques practically possible to process the high-speed optical information by the electronic devices. With the two technologies, the DSP technology is enabled for fiber-optic communication to fully process the information of light, just like solving math on a piece of paper.

The most obvious advance is that the advanced modulation formats and digital signal processing algorithms, which are before exclusive to electronic communication, are migrated to the fiber-optic systems. The most obvious benefit is that the potential of the fiber-optic systems is released, pushing towards the limit of Shannon’s Theory\(^\text{6}\) [1, 2], which is

---

8 The Shannon’s Theory formulated here is the most fundamental equation with the assumption of additive while Gaussian noise. In fiber-optic communications, except to the noise, nonlinear degradation exists in optical fiber, and the capacity of an optical fiber should be
The equation tells us that the capacity of a communication system in terms of bit rate, \( C \) (bit/s), is the product of bandwidth and the logarithmic function of signal-to-noise ratio (SNR), the ratio of the energy per symbol \( E_s \) (Joule) to the power spectral density of the noise \( N_0 \) (Watt \( \times \) second).

With appropriate manipulation on Eq. (1.1), i.e., normalizing the capacity \( C \) with respect to the bandwidth \( W \), as depicted in Figure 1–1, it also tells us that, if some SNR is guaranteed in a communication system, we can find some way, most probably by techniques falling into the scope of digital signal processing, to guarantee the capacity of the system with respect to the given SNR.

As a convinced result of the equation, the achievable capacity of fiber-optic systems is boosted more than tenfold in corresponding to the increase of the spectral efficiency of a single-mode light beam in the optical fiber, multiplying from less than 1 bit/s/Hz to more than 10 bit/s/Hz during the 2000s.

In half century since the birth of fiber-optic communication, the fiber-optic

---

more carefully examined considering the nonlinear effect in the fiber, referring to the Non-linear Shannon Capacity.
systems finally evolved to digital communication system. Digital signal processing technology is a powerful tool for a communication system, as long as the mathematics works for the possibility. For example, two astonishingly remarkable techniques are mode-division multiplexing and more dedicated orbital-angular-momentum-division multiplexing, which elegantly utilize the electromagnetic properties of photons to boost the capacity of optical communication systems. In the advanced fiber-optic communication systems, digital signal processing techniques are indispensable to make the information recoverable in the systems by de-multiplexing the signal in a sophisticated manner.

§1.1.1 The Birth of Optical Source — Laser

The invention of the laser, *Light Amplification by Stimulated Emission of Radiation*, announced a new era in optics, and even the whole human society. On May 16, 1960, Theodore Maiman won the laser race and made the first working laser at Hughes Research Laboratories in Malibu, firing reddish pulses from a ruby cylinder [3]. The laser demonstration is the first embodiment of the elegant theoretical prediction [4] by Charles H. Townes, who invented the precursor of the laser in the microwave spectrum, the maser, and his brother-in-law Arthur L. Schawlow. For the contribution to the maser-laser, Townes was awarded the Nobel Prize in Physics 1964 “for fundamental work in the field of quantum electronics, which has led to the construction of oscillators and amplifiers based on the maser-laser principle”\(^7\), and for the contribution to the laser spectroscopy, Schawlow was co-awarded the Nobel Prize in Physics 1981 “for their contribution to the development of laser spectroscopy”\(^8\).

\(^7\) The Nobel Prize in Physics 1964 was divided, one half awarded to Charles Hard Townes, the other half jointly to Nicolay Gennadiyevich Basov and Aleksandr Mikhailovich Prokhorov “for fundamental work in the field of quantum electronics, which has led to the construction of oscillators and amplifiers based on the maser-laser principle”.


\(^8\) The Nobel Prize in Physics 1981 was divided, one half jointly to Nicolaas Bloembergen and Arthur Leonard Schawlow “for their contribution to the development of laser spectroscopy” and the other half to Kai M. Siegbahn “for his contribution to the development of high-resolution electron spectroscopy”.

The invention of the laser in the very beginning of the 1960s greatly stimulated the whole optical society. In the field of optical communications, people for a long time had been expecting a coherent optical source. In the same year following Theodore’s demonstration, Bell Labs showed the potential of using laser for communications by shooting laser pulses through the atmosphere over 25 miles [5].

In the early years, the lasers were not practically suitable for the purpose of communications. They were bulky and relatively unstable. Later in December 1960, the Helium-Neon laser, which is capable of continuously emitting light beam for the first time, was demonstrated successfully [6]. The gas lasers were adequate for experiments in laboratories, but still too bulky and thus not suitable for a practical communication system. In 1962, the much more compact semiconductor laser was first demonstrated [7]. However, the homojunction laser diode then was extremely unstable, and it worked only in liquid nitrogen. Until 1970, the first laser diode able to work in room temperature using the heterojunction structure were successfully fabricated [8, 9]. It was the milestone in the way of applying lasers in our daily life. With the tiny laser diodes, communications with lightwave became practical. Zhores Alferov and Herbert Kroemer were the two of the pioneers who were co-awarded the Nobel Prize in Physics 2000 “for developing semiconductor hetero-structures used in high-speed and optoelectronics”9.

Before the laser diodes stepped into commercialized optical communication systems, people first needed stable lasers in mass production, which were able to continuously work for decades [10-12]. Until 1977, it was reported by Bell Labs that the double-heterojunction laser diodes were capable of continuously working with average life time over a century if it is at room temperature [13].

---

9 The Nobel Prize in Physics 2000 was awarded “for basic work on information and communication technology” with one half jointly to Zhores I. Alferov and Herbert Kroemer “for developing semiconductor hetero-structures used in high-speed and optoelectronics” and the other half to Jack S. Kilby “for his part in the invention of the integrated circuit”.
§1.1.2 The Birth of Optical Channel — Optical Fiber

During the same interim of the birth of the laser, another competition in finding an ideal medium to support the transmission of lasing light from the lasers. In contrast to the laser that demonstrates the capability for optical communication since its birth, it took a long time to convince people that the glass fiber is the ideal medium for optical communications.

The first substantial breakthrough in fiber optics is the practical realization of total internal refraction in the glass fiber, drawing the fibers with cladding whose refractive index is lower than that of the core [14, 15]. The cladded fiber is one remarkable step in fiber optics, though people only came up with one of the naivest communication scheme, the endoscopy, which, so to say, delivers light into human’s body and then retrieves the image from the light back [16].

The second breakthrough in fiber optics is the imagination of applying the optical fiber for communications. Though optical fibers were used for tricks, delivering luminosity and medical imaging for a long time, communicating information over a piece of optical fiber was first ‘practically’ envisioned by Charles K. Kao in the 1960s [17]. He believed that the loss of glass fiber can be lower than 20 dB/km, though a loss of more than 1000 dB/km was observed at that time and most people were skeptical about his idea. 43 years later, he was awarded the 2009 Nobel Prize in Physics for “groundbreaking achievements concerning the transmission of light in fibers for optical communication”\(^\text{10}\).

Attenuation was the first barrier in the application of optical fiber for communications. Though Kao along with George Hockman had concluded in 1966 that the loss of the glass fiber can be lower than 20 dB/km [17], Kao’s envision had not been widely accepted until he measured a bulk-fused glass with a loss of 4 dB/km two years later. Since then, several groups began the competition

\(^{10}\) The Nobel Prize in Physics 2009 was divided, one half awarded to Charles Kuen Kao “for groundbreaking achievements concerning the transmission of light in fibers for optical communication”, the other half jointly to Willard S. Boyle and George E. Smith “for the invention of an imaging semiconductor circuit - the CCD sensor”.

of fabricating optical fiber of low loss. The Corning Glass Works won the first breakthrough. In 1970 a piece of Titanium-doped fiber was successfully fabricated at Corning with a loss of 16 dB/km, or maybe as low as 15 dB/km at 633 nm [18], and in 1972, the Germanium-doped fiber with a loss of 4 dB/km in the wavelength region from 800 nm to 850 nm [19]. In Japan, 0.47 dB/km loss was reported in 1976 [20], and a loss of 0.2 dB/km at 1.55 μm that almost hits the theoretical limit was reported in 1978 [21]. Nowadays, a loss of 0.2 dB/km is still the standard value in the datasheet of the commercial silica fiber.

§1.1.3 The Evolution of Fiber-Optic Systems

Towards higher capacity and longer distances, as well as lower cost, the fiber-optic communication systems evolve over several distinct generations, each of which is marked by representative techniques and progresses that contribute to the evolution.

In the early days of fiber-optic communications, as the attenuation of optical fibers became practical for communication over long distance, researchers and telephone companies were driven by the attractive potentials of optical fibers to plunge, without any slight hesitation, into the development and deployment of fiber-optic systems. In 1975, when a short fiber-optic link was “accidentally” put in service in England for the first time to replace the electronic communication system of Dorset police that was failed by lightening shock, optical fibers started the career of telecommunication. Meanwhile, a silent competition started in getting the commercial fiber-optic products workable.

As fiber-optic systems were still in experimental phase in the peaceful continent of Europe, the competition was much more intense in North America. In 1977, as field trails of fiber-optic communication systems were taking place in Chicago by AT&T, General Telephone and Electronics suddenly announced their demonstration of telephone services to the public over optical fiber at a speed of 6 Mbit/s in Long Beach, California. After reading the news, AT&T in Chicago soon set off their own telephone traffics, consisting of 672 voice channels at a speed of 45 Mbit/s over 2.4 km. In 1980, AT&T introduced their first commercial fiber-optic system, FT-3 that connected Richmond and New York
City at a data rate of 45 Mbit/s in 1983 and it was extended to Boston in the following year [22].

In the 1970s, the glass fibers easily conquered all the other opponents, such as, microwave, coaxial cables, millimeter waveguides and hollow-core optical tubes, for its unrivalled advantages, which are extremely low loss, high capacity, low cost and flexibility. For example, in the end of 1970s, Bell Labs decided to give up coaxial cables for submarine systems, and AT&T, British Post Office, and Standard Telephones and Cables announced using optical fiber for transatlantic communication system. The result was the transatlantic telephone system, TAT-8, which was completed in 1988.

The systems in the beginning of the 1980s were the first-generation system, which employs multimode fibers together with the GaAs semiconductor lasers that operates at the wavelength of 0.8 μm. The distance of the first-generation systems was limited by the relatively large attenuation, which is about 4 dB/km at the 0.8-μm window. In the systems, repeaters were spaced apart at about 10 km for information delivery at 45 Mbit/s. Still, the 10-km repeater spacing was indeed a remarkable reach compared with other systems equipped with millimeter waveguides and coaxial cables.

To extend the reach of the fiber link, the operation wavelength was diverted from 0.8 μm to 1.3 μm by employing the InGaAsP laser diodes, which launches the light beams with a loss of 0.4 dB/km in the fiber. This kind of systems in the early 1980s was the second-generation fiber-optic system coined by the 1.3-μm window. In this generation, the data rate of the systems was limited considerably because of the multimode propagation of light beams in the multimode fibers, which results in severe inter-symbol interference. To overcome the multimode-dispersion problem, single-mode fibers were put into service in the mid of the 1980s. Coincidently, the 1.3-μm window is the zero-dispersion region of silica fibers, which means the minimum impairments from chromatic dispersion for longer transmission distance. By operating at the 1.3-μm window using single-mode fibers, the repeater spacing was extended to up to 50 km with data rate hitting 2 Gbit/s.

The theoretical minimum of attenuation of the glass fibers is in the vicinity
of 1.55 μm, while the zero-dispersion region occurs at 1.3 μm. Balancing between the attenuation and dispersion, the third fiber-optic system was evolve to 1.55 μm because lower attenuation means larger repeater distance, and thus less installation and maintenance expense when deploying the systems. So the third-generation system was marked by the 1.55-μm window and the corresponding lasers. On the other hand, to overcome the chromatic dispersion problem, dispersion management techniques were developed, such as dispersion-shifted fibers that shift the zero-dispersion region to 1.55 μm and distributed feedback laser diodes that excite single longitudinal mode. With these technologies, the third-generation systems were able to work at above 2 Gbit/s with repeating distance up to 100 km.

The first three generations of fiber-optic systems were the exploration for the ultimately lowest attenuation promised by glass fibers, diverting the wavelength from 0.8 μm to 1.3 μm, and finally to 1.55 μm. The fourth-generation fiber-optic system was the exploration for the ultimately widest bandwidth promised by the fibers, and it started evolving since the late 1980s. This fourth generation was supported by two fascinating yet practically useful techniques, the optical fiber amplifiers and the wavelength-division multiplexing. The optical amplifiers make the inline optical signal amplification possible. The optical information can be amplified and extended without using the electronic amplifiers that relays the information in an expensive optical-electrical-optical mode. Combining with the optical amplifiers, the idea of using WDM also becomes practical because optical signals can be amplified and extended without converting the optical signals back to electrical signals. Otherwise if the electronic amplifiers are adopted, each wavelength channel should be split out and amplified separately using an electronic amplifier, which is economically impossible in a system comprising hundreds of wavelength channels.

During the 1990s, along with the fourth-generation systems, advances happened in everywhere in the optical technologies, including optical fibers, lasers, optical amplifiers, and so on. For instance, in the WDM systems, dispersion-compensation fibers were developed for dispersion management to replace the dispersion-shift fibers. By carefully introducing some amounts of dispersion,
the nonlinear distortion, namely four-wave mixing among the wavelength-di-
vision multiplexed channels can be mitigated. Other examples include dry fi-
brs, wideband optical fiber amplifiers. As there were innumerable technology
advances, we will not refer to each of them here. More interesting stories about
them can be found in the literature, for example in Jeff’s historical books, “City
of Light: The Story of Fiber Optics” and “Beam: The Race to Make the Laser”,
and Agrawal’s and Senior’s technical books dedicated to fiber-optic commu-
nication systems [23-25] etc.

Reflection on the bandwidth explosion of optical fibers can be found in the
post-deadline papers reported in the two leading conferences and exhibitions
in the field of optical communications. One is Optical Fiber Communication
(OFC) Conference and Exhibition in the United States and the other is Euro-
pean Conference on Optical Communication (ECOC) in Europe.

On March 3, 2000, three days before the bust of the “Telecom Bubbles” in
NASDAQ, in the post-deadline session of Optical Fiber Conference, records
on the highest and longest fiber-optic signal transmission stimulated people’s
confidence in fiber-optic communications. For example, in Bell Labs, 82 wave-
length channels, each of them operating at 40 Gbit/s, hit a data rate of 3.28
Tbit/s over 300-km fiber transmission. Meanwhile, by combining 160 wave-
length channels, each of which was operating at a speed of 20 Gbit/s with 0.4-
nm (equivalently 50 GHz) channel spacing, the total 3.2-Tbit/s signals, span-
ing over 64 nm in wavelength, and were successfully transmitted over 1,500
km in the NEC Labs.

In the following year, by upgrading their 20-Gbit/s data rate per channel to
40 Gbit/s, and increasing the number of wavelength channels to 273, 10.92
Tbit/s signals, spanning 100 nm in wavelength, over 117 km was recorded and
reported in the post-deadline session in the 2001 Optical Fiber Communication
Conference [26]. In the same conference, the researchers in Alcatel employed
polarization-division multiplexing recorded 10.2 Tbit/s signal transmitted over
100 km at a spectral efficiency of 1.28 bit/s/HZ. In their demonstration, there
were 128 wavelength channels, each of which consists of two 42.7 Gbit/s (40
Gbit/s taking forward error correction overhead into account) polarization-division multiplexed signals.

Behind the astonishing records are the amazing optical fiber technologies, which are innumerable and a few of their names are, for example, high-performance lasers, high-speed modulators, low-loss fibers, dispersion compensation fibers, optical amplifiers, and wavelength-division multiplexing (WDM), and as well as the polarization-division multiplexing [27-32] etc.

Until the fourth generation, the spatial reach and available bandwidth of the optical fiber had been almost fully exploited. Although there are some specific limitation in the optical fibers, such as fiber nonlinearity, needed to be solved, spectral efficiency is the next primary quest in fiber-optic systems.

§1.2 Digital Signal Processing in the Advanced Fiber-Optic Systems

In more than 30 years, from the end of the 1970s to the beginning of the 2000s, fiber-optic communication systems witness a surge in information revolution, and support the advent of Information Age. The first four generations of fiber-optic systems take advantages of the two merits offered by the inherent clarity of optical fibers; one is the extremely low loss and the other is the tremendous vast usable bandwidth, which can be reflected by a single chart, from 1260 nm to 1675 nm, which were divided into six bands, that from the Original (1260–1360 nm) and Extended (1360–1460 nm) bands, to the Short (1460–1530 nm), Conventional (1530-1565 nm), Long (1565-1625 nm), and Ultra-long (1625-1675 nm) wavelength bands, spanning 58.95 Terahertz or 58,950,000,000,000 Hertz.

In the decade of the 1990s, the capacity, or we say data rate which is a more intuitive measure of capacity, doubled every 6 months, due to the expansion in bandwidth. Nonetheless, when we refer to capacity of a communication system from the view of information theory, the capacity is the product of two factors. One is the bandwidth, and the other is spectral efficiency.
For example, in the 2001 record, the 10.92 Tbit/s signals were spanning over 100 nm in wavelength (covering S-, C-, and L-bands), which is approximately in total 13.65 Terahertz in bandwidth. In terms of the spectral efficiency, one can inferred from the ratio

\[
\frac{10.92 \text{ (Tbit/s)}}{13.65 \text{ (THz)}} \approx 0.8 \text{ (bit/(s·Hz))}
\]

merely. That we say “merely” is because in electronic communications systems, spectral efficiency over 10 bit/s/Hz was a reality in the commercial systems already, and the digital signal processing are of importance for the advance in spectral efficiency in the electronic systems. Although another record of 10.2 Tbit/s signal transmission, by employing polarization-division multiplexing, reached the spectral efficiency of 1.28 bit/s/Hz for a single wavelength channel, the spectral efficiency is still 0.64 bit/s/Hz for each polarization multiplexed channel.

Prior to the application of advanced digital signal processing for fiber-optic communication systems, simple modulation formats, such as on-off keying and duo-binary modulation, are preferred. However, they offer low spectral efficiency, which is lower than 1 bit/Hz/s per polarization. Hence, in fiber-optic communication, in the direction of greedy pursuit of higher capacity, the pursuit of spectral efficiency inevitably becomes the only choice as the available bandwidth of the optical fibers has been fully exploited. The historic trend with regards to the evolution of capacity is also true in other communication systems, especially the wireless mobile system.

The benefits of applying DSP technology in the fiber-optic communication systems, in principle, can be categorized into two main functions. The first one is the application of spectrally efficient modulation techniques, and the second is the enhancement in signal recovery that guarantees the successful recovery of the spectrally efficient signals, which experiences severe impairments after transmission.

In wired and wireless communication systems, the spectral efficiency had already hit up to 10 bit/s/Hz within a relatively narrow bandwidth of several
Before 2000, DSP technology was almost exclusive to the electrical communication systems. Recently, in the fiber-optic communication systems, with the maturity of coherent optical detection and progress of high-speed electronics, DSP achieves tremendous progress for the fiber-optic communication. For example, combining with polarization division multiplexing, in the recently experiments a 2048 QAM signal transmitted information with spectral efficiency of 15.3 bit/s/Hz at a speed over 66 Gbit/s using a single optical wavelength [35-37]; combining with the mode division multiplexing, a spectral efficiency of 43.63 bit/s/Hz is achieved by using 30 spatial modes within a single multimode fiber using a single wavelength [38]. In these demonstrations, the DSP technology is one of the indispensable foundations underlying the astonishing achievements.

Another remarkable advantage promised by DSP technology is that the detrimental effect in the optical fiber can be compensated at the receiver. In optical fiber, dispersion, which include chromatic dispersion, polarization mode dispersion etc., is one of the major factors limiting the data rate of a fiber-optic system. It introduces linear distortion on the signal. The effect of dispersions is proportional to the length of fiber transmission and the bandwidth of the signal. Previously in fiber-optic systems, the bulky in-line compensation modules using dispersion compensation fiber (DCF) are inserted into fiber link to compensate the chromatic dispersion. However, it increases the labor on system design and deployment, and is not suitable for fiber-optic systems aiming for flexible network routing. Other approaches to mitigate the effect of dispersion effect include robust modulation formats using, such as, duobinary, and the spectral shaping techniques at the transmitter using “pre-chirping” etc. [39]. However, these technologies should be carefully designed for various fiber-optic systems. For example, the “pre-chirping” is suitable for a fixed distance of optical link, and if the distance of link changes, the pre-chirped signal will be mismatched with the link and introduce residual chromatic dispersion.

With the introduction of DSP for fiber-optic system, not only the chromatic dispersion but the polarization mode dispersion and even the fiber nonlinear effect can be compensated. Compared to its optical counterpart, electronic
compensation via DSP is more flexible since the structure of optical links (networks) are transparent. The detrimental effects can be compensated at the receiver end without considering the physical structure of the optical link.

There are numerous advanced techniques enabled by DSP technology, and in this dissertation, we will focused on the multicarrier transmission systems, including orthogonal frequency-division multiplexing and a variant of OFDM system — Fast-OFDM, and also propose an orthogonal chirp-division multiplexing scheme based on the discrete Fresnel transform in this dissertation.

§1.2.1 Orthogonal Frequency-Division Multiplexing

Multicarrier systems, in contrast to single-carrier systems, are communication system that transmits information via multiple spectrally separated carriers. It can also be called frequency-division multiplexing when we refer to the information multiplexing scheme because information are simultaneously transmitted over the frequency-domain sub-channels that share the same channel medium. That is different to the single-carrier systems or equivalently time-division multiplexing scheme in which information is transmitted in order upon a single carrier along with the time axis. Strictly speaking, the concept of single-carrier and multicarrier is different to the concept of time-division multiplexing and frequency-division multiplexing because the former is about how the information is conveyed over the logical channels while the latter is about how the physical channel medium is shared for information conveying. Nonetheless, they are exchangeable most of the time.

As shown in Figure 1–2 (a), by dividing the entire bandwidth into the spectrally disjoint sub-bands, frequency-division multiplexing or multicarrier system conveys information over the sub-bands, each of which is corresponding to a single-carrier channel and is parallel to the other channels in the frequency domain. We call the sub-bands as sub-channels or subcarriers hereafter. Guard bands are inserted between the subcarriers to avoid interference between them. The guard bands should be chosen to be sufficiently large to separate the subcarriers, or otherwise inter-subcarrier interference occurs between the subcarriers, as shown in Figure 1–2 (b). Although the guard bands can be compressed
to a certain limit by compacting the spacing of the subcarriers, spectral efficiency is limited less than half of the theoretical Nyquist rate.

Orthogonal frequency-division multiplexing, as illustrated in Figure 1–2 (c), is such a frequency-division multiplexing scheme that the spectral efficiency achieves the critical point exactly at the Nyquist rate by overlapping the subcarriers in the spectrum and meanwhile information on the subcarriers can be extracted without any interference in favor of the “orthogonality”. High-speed communication is realized by synthesizing a large number of orthogonal narrowband subcarriers, which are essentially harmonics. The narrowband subcarriers have fairly long symbol period and thus is robust against inter-symbol interference due to dispersion, and simple single-tap equalizers can be easily applied to compensate each subcarriers. In contrast, in wideband single-carrier systems, as symbol period is extremely small, the symbols are sensitive to the
inter-symbol interference during channel transmission, and multi-tap equalizers, which involve considerably intensive computation complexity as the dispersion is severe, should be employed for dispersion compensation.

The concept of OFDM was initially proposed by Chang in the Bell Labs in the 1960s. Mathematically speaking, given a symbol period \( T \), if the frequency spacing of the subcarriers, \( \Delta f \), are at multiple of the reciprocal of symbol period \( T \), that

\[
\Delta f = \frac{1}{T},
\]

(1.2)

the synthesized signal of the bunch of subcarriers, \( s(t) \), is

\[
s(t) = \sum_k x(k) e^{j2\pi ftk}
\]

(1.3)

where \( 0 < t \leq T \) and \( k \) is the index of the \( k \)-th subcarrier. Each of the orthogonal subcarriers can be demodulated without any interference from the other subcarriers even if its spectrum overlaps with the other subcarriers (see Figure 1–2 (c)), by its matched-filter, as

\[
\hat{x}(m) = \int s(t) e^{-j2\pi m ft} dt = x(m),
\]

(1.4)

where \( \hat{x}(m) \) is the demodulated symbol on the \( m \)-th subcarrier.

However it did not get much attention then because digital electronics was still in its infancy. In the 1970s, efforts were made to realize the orthogonality for the OFDM systems in analog approach by using filters, and the hardware complexity to achieve the orthogonality in the OFDM was a still challenge.

Until the 1980s, two ideas fueled the OFDM for electronic communication systems. One is the proposal of digital implementation of the OFDM system by using the computationally efficient fast Fourier transform (FFT), and the other is the proposal of a cyclic prefix for OFDM signal to make the OFDM signals meet the convolution-multiplication property of the DFT. Since then, OFDM revived for information communication, and the ADSL system was the
first success of OFDM for commercial system in the 1990s. In wireless communications, OFDM becomes the core candidate in physical layer in 3GPP, and it later evolved from the beyond 3G standard LTE to the 4G LTE-Advance and even the future 5G system.

In optical communications, OFDM intervened around 2006 along with the advance of the high-speed electronic technology, which is the physical support of the DSP technology. With the abundant experience of the OFDM system in electronic communication, OFDM has been one of the hottest topics from both scientific and industrial points in the optical society.

In fiber-optic communication, depending on the application scenarios, there mainly two research targets, to which OFDM is dedicated. The first one is the intensity-modulation and direct-detection (IM/DD) fiber-optic systems for the low-cost short-reach systems, such as access networks, front-haul facilities and data centers. The second is the coherent fiber-optic systems for high-capacity and/or long-haul systems, such as the intercontinental networks. Depending on the applications requirements, various OFDM schemes are proposed. In this dissertation, we will focus on a variant of OFDM system, namely Fast-OFDM.

§1.2.2 Fast-OFDM — A Variant of OFDM

Generally speaking, OFDM is actually a terminology for the FDM or multicarrier systems whose subcarriers are mutually orthogonal, achieving the maximal spectral efficiency at the Nyquist rate. OFDM can be adapted into a communication system depending on the specific requirements and applications.

Fast-OFDM is a variant of OFDM system, by further reducing the subcarrier spacing by half compared to the OFDM system. In the mathematical words, the subcarrier spacing in Eq. (1.2) is rewritten as

$$\Delta f = \frac{1}{2T_s}. \quad (1.5)$$

One may be wondering if the halved subcarrier spacing increases the spectral efficiency by twice. However, it is not true. In the Fast-OFDM system, the phase of the subcarriers should be well-aligned to remain the “orthogonality”. 
It means that the subcarriers in Fast-OFDM offers only a single dimension for modulation to encode the information while the subcarriers in the conventional OFDM have two independent dimensions for information modulation.

Different schemes can be adopted to implement the Fast-OFDM systems for various applications. For example, the double-sideband modulated Fast-OFDM system, which can be realized by the real-valued cosine transforms, is suitable for baseband transmission and intensity or envelope modulation systems. More details about the double-sideband modulated Fast-OFDM can be found in Chapter 4 in this dissertation. For spectrally efficient systems, single-sideband modulated Fast-OFDM system can be implemented by using the complex-valued Fourier transform by truncating the time-domain signal by half. The single-sideband modulated Fast-OFDM will be studied in Chapter 5.

The concept of Fast-OFDM was presented in 2002, and then introduced for fiber-optic communications around 2009. For its unique property, Fast-OFDM is an interesting candidate of OFDM systems, and has its applications for different purpose. For example, the double-sideband (DSB) modulated Fast-OFDM scheme is suitable for the baseband systems, such as the DSL systems, and IM/DD fiber-optic systems. In contrast, the discrete multi-tone (DMT) system is an OFDM variant, by mapping complex-conjugated subcarriers around the DC, for these applications. For coherent detection systems, the SSB modulated Fast-OFDM scheme could be a choice by transmitting the spectrally efficient single-sideband modulated signals.

In spite of the interesting features of Fast-OFDM systems due to the halved subcarrier spacing, there are limitations and drawbacks due to the halved subcarrier-spacing, which greatly restrict the application of Fast-OFDM systems. For example, the multiplexing kernels in the Fast-OFDM systems, neither the discrete cosine transform nor the truncated discrete Fourier transform, possess the convolution-multiplication property as the Fourier transform does. In the following, we have a brief discussion about how the drawbacks arise and to what extend they limit the application of Fast-OFDM system.
**Equalization Problems Hanging over the Fast-OFDM**

In the DSB modulated OFDM, DCT is employed for subcarrier multiplexing. There are four types of DCTs and all of them are orthogonal transforms, and in particular the second and the third DCTs are a transform pair that are mutual inverse, and are adopted to implement the DSB modulate Fast-OFDM system. If there is no channel transmission and timing synchronization is assumed to be perfect, the receiver is able to recover the information because DCT is orthogonal. However, if there is channel transmission, DCT should possess a convolution-multiplication property, similar to that of DFT, to guarantee that the information is recoverable in the frequency domain. Fortunately, the DCTs possess a symmetric convolution-multiplication property. According to the symmetric convolution-multiplication property of DCT, if the channel impulse response is a symmetric function, and the sampling timing is exact at the symmetric point and symmetric prefix and suffix are attached to the Fast-OFDM signal, the information can be recovered, and the symmetric channel becomes multiplicative coefficient on each subcarriers. Nonetheless, practical channel can hardly satisfy the symmetric requirement, and exact sampling timing is a strict operation for the OFDM based systems. The difficulties restrict the application of the DSB modulated Fast-OFDM system in a practical communication system.

The situation gets worse in the SSB modulated Fast-OFDM system. In SSB Fast-OFDM, a truncated DFT, which is not even orthogonal or unitary, is employed for subcarrier multiplexing. The loss of orthogonality of the multiplexing kernel leads to severe interference between the subcarriers even if there is no channel transmission. Moreover, if channel transmission presents, which is inevitable situation in any practical communication system, there is no convolution property, not even the symmetric convolution property as the DCT possesses. If the channel response is ideal, which is a Dirac impulse, with perfect timing synchronization, interference degrades the system performance due to loss of orthogonality. If the channel is not flat or there is residual timing offset, the system cannot even work correctly due to the absence of a convolution
property.

For the DSB modulated Fast-OFDM systems, several methods had been proposed to resolve the channel equalization problem. For example, it is proposed to transmit a symmetric replica of the Fast-OFDM signal to emulate a symmetric channel. The data rate is reduced by halved as a tradeoff. Another proposal is the adoption of time-domain pre-filter at the receiver end to shape the overall impulse response of the system to be symmetric. However, the reason why we choose OFDM, as well as the Fast-OFDM, is to avoid the use of complex time-domain filter that has a polynomial complexity with respect to the dispersion.

In this dissertation, the channel equalization and signal recovery problems in the DSB and SSB modulated Fast-OFDM systems are addressed in Chapter 4 and Chapter 5, respectively.

§1.2.3 Discrete Fresnel Transform

Fresnel transform is a trigonometric integral transform that constantly occurs in optics and physics to describe the diffraction pattern of grating, as shown in Figure 1–3. It is of the same transform family as the Fourier transform as the canonical transformation, but Fourier transform is more widespread and powerful in numerous scientific subjects for its elegant mathematic properties, and one of its famous properties is the convolution-multiplication property, namely the convolution theory. It states that the Fourier transform of a convolution is the point-wise multiplication of the Fourier transforms. The discrete version
of Fourier transform, discrete Fourier transform makes the Fourier transform practically useful in the field of digital signal processing and other areas.

In contrast, the Fresnel transform is always interpreted by the Fourier transform and rarely used for digital signal processing. One reason is that the Fresnel transform does not hold the easy properties as the Fourier transform does. Another one is that, although there are some derivations of the discrete Fresnel transform, there is no discrete Fresnel transform in the literature inheriting the corresponding properties of the Fresnel transform in the continuous domain. For example, some of the DFnTs are not even orthogonal, and no convolution property has been observed from the derivations. The awkward situation may be partly because of the powerful Fourier transform and partly because physicists usually employ the DFnT to describe the coefficients of diffraction fields in the so-called Talbot image, as illustrated in Figure 1–4, rather than regarding it as a general mathematic tool.

In this dissertation, a discrete Fresnel transform is derived, and the derived DFnT possesses the corresponding properties to that of the continuous Fresnel

Figure 1–4. Illustration of Talbot effect.
transform. One important property with regards to the convolution process is also proved. The convolution property of the DFnT is, somewhat, different to that of the DFT. It is shown that the DFnT preserves the convolution, and the convolution-preservation property of DFnT states that the DFnT of a circular convolution of two functions is the convolution between one of the functions and the DFnT of the other. These properties could possibly make the Fresnel transform more attractive than before as a general mathematical tool, for applications such as digital signal processing.

§1.2.4 Orthogonal Chirp-Division Multiplexing

The proposal of the concept of orthogonal chirp-division multiplexing is the first concrete application of discrete Fresnel transform in this dissertation in favor of the chirped phase in the Fresnel transforms.

Chirped waveforms, as illustrated in Figure 1–5, have a long history in radar and communication systems for its unique and attractive properties, including its constant amplitude and the capabilities of spreading spectrum and pulse compression, etc. In communication systems, the chirped waveforms are resilient to the detrimental effects, such as interference and noise, in the communication channels, and secure the information by hiding the signal even below the noise floor. However, nothing comes free and the spectral efficiency of the

Figure 1–5. Illustrations of (a) a linear chirp with a normalized chirp rate 128 and a duration 1 second, and (b) its power spectrum density.
chirp spread spectrum system is sacrificed for these advantages, because only one chirped waveform, which occupies a wideband, can be modulated for transmission each time to avoid interference.

Orthogonal chirp-division multiplexing is in essence the principle of multiplexing a large number of orthogonal chirped-waveforms that sharing the same bandwidth simultaneously for high-speed communication, as illustrated in Figure 1–6. It achieves the maximum spectral efficiency for the CSS systems theoretically, and meanwhile it inherits the advantages of the CSS. The very fundamental theory behind the OCDM is the Fresnel transform and discrete Fresnel transform. The orthogonality of the Fresnel transforms ensures the interference-free multiplexing of the chirps, and their convolution-property mathematically formulates the transmission of OCDM signals over communication channels. More dedicated system designs and algorithms are also proposed in this dissertation by utilizing the properties of discrete Fresnel transform. One example is the proposal of an algorithm to implement the single-tap equalizers.
to simplify the complexity of the OCDM, and its complexity is similar to the OFDM systems. Moreover, for the intrinsic relation between the Fresnel transform and Fourier transform, it is shown that the OCDM system can be easily integrated into the widespread OFDM systems, and it potentially provides better performance than the OFDM systems.

In Chapter 6, analysis is also provided to show the advantages of the proposed OCDM system, and numerical simulations are carried out to study the performance of OCDM system from different aspects, such as the resilience to different system impairments and the performances of nonlinear equalizers and forward error coding. Experiments were also successfully implemented to validate the feasibility and advantages of the proposed OCDM system in coherent optic systems at a data rate of 36 Gbit/s. The results further confirm that the OCDM systems outperforms the OFDM and single-carrier frequency-domain equalization systems, especially, in severe channel conditions.

§1.3 Outline of the Dissertation

This dissertation is organized as follows.

In Chapter 2, we briefly introduce the basis of a digital communication system and the essential mathematical models formulating a digital communication system, which mainly include information modulation and demodulation, and the channel models based on the linear time-invariant theory in continuous time and discrete time models, and the discrete-time model in the matrix form.

In Chapter 3, the building blocks of a fiber-optic communication system are presented based on Chapter 2, and the basic components and devices employed in the advanced fiber-optic systems are introduced. Based on the mathematical model in Chapter 2, the mathematical models of optical modulator, optical fiber channel, and optical receiver are studied.

In Chapter 4, the DSB modulated Fast-OFDM system based on DCT is studied. With the formulation of the model of the DSB modulated Fast-OFDM signal over general LTI channel, the inability of applying single-tap equalization
in the DSB Fast-OFDM system, resulting in significant performance degrada-
tion, is analytically revealed as the result of the symmetric-convolution prop-
erty of the DCT.

The algorithm to efficiently implement the single-tap equalization for the
DSB modulated Fast-OFDM system is proposed. Numerical simulations are
provided in both multimode fiber and wireless radio channels to validate the
advantages of the proposed scheme. Experiments are carried out to implement
the proposed scheme into IM/DD system in both the conventional 1.55 μm
system using standard SMF and the new 2 μm system using HC-PBGF.

In Chapter 5, the SSB modulated Fast-OFDM system based on the truncated
DFT is studied. It is shown that in the SSB modulated Fast-OFDM, the trans-
form kernel does not hold a convolution property and is even not orthogonal.
Except for the inability of applying single-tap equalizers, there is severe inter-
carrier interference existed the system. As a result, the performance is limited
even there is not channel transmission, and the degradation is more pronounced
as the number of subcarriers is small. The closed-form bit-error ratio perfor-
mance of the convention SSB modulated Fast-OFDM signal is derived in this
Chapter to give a more clear view on how the interference affects the system.

The transceiver design of the SSB modulated Fast-OFDM is proposed with
efficient single-tap equalization and signal recovery algorithm that completely
eliminates the nasty inter-carrier interference. As a consequence, the proposed
SSB Fast-OFDM gets better performance than the convention schemes, and the
channel impairments can be easily compensated. Numerical simulation and ex-
perimental implementation under conventional 1.55-μm system are performed
to show the advantage of the proposed scheme. Moreover, in the experiment,
the SSB modulated Fast-OFDM signal is transmitted at 36 Gbit/s with a spec-
tral efficiency of 6 bit/s/Hz, for the first time.

Chapter 6 is logically divided in two parts; one is the discrete Fresnel trans-
form and the other is orthogonal chirp-division multiplexing, which is the ap-
lication of the DFnT in communication system. In particular, the continuous
Fresnel transform and DFnT mathematically formulate the principle of OCDM
in continuous-time and discrete-time models, respectively.
Firstly, the discrete Fresnel transform is derived from the Talbot effect, and the unique properties possessed by the DFnT in this dissertation are presented. Of the properties, the convolution-preservation property is the highlight of the DFnT, which states that the DFnT of a circular convolution of two is equal to the DFnT of either one circularly convolving with the other. Its relation with other chirp sequences and polynomial phase sequence is also discussed.

Secondly, according to the Fresnel transform and the DFnT proposed in this dissertation, the principle of orthogonal chirp-division multiplexing (OCDM) is proposed to multiplex a bunch of orthogonal linearly chirped-waveforms for high-speed communication. Based on the convolution-preservation property of DFnT, the transmission of OCDM signals under linear time-invariant filtering channel, which is able to model the most majority of communication channels, is analytically studied. The detailed system design of OCDM is also discussed. It is shown that the OCDM is able to easily be integrated to the widespread OFDM systems with minor revisions.

Simulation under both the wireless and fiber-optic channels are provided to validate the feasibility of the OCDM system and to show its advantages over the OFDM system. The proposed OCDM system is also experimentally implemented with a data rate of 36 Gbit/s using coherent optical detection.

§1.4 Contributions of the Dissertation

The contribution of the thesis mainly has two parts. The first part is dedicated to the DSB and the SSB modulated Fast-OFDM systems, to resolve the channel equalization and signal recovery problems therein. The second part is the derivations of the DFnT, as well as the derivation of its unique properties, and the proposal the OCDM system, which gets superior performance than the conventional OFDM and SC-FDE systems.

Double-Sideband and Single-Sideband Modulated Fast-OFDM Systems
§1.4 Contributions of the Dissertation

In the first part, we target on the equalization and signal recovery problems in the SSB and DSB Fast OFDM systems, which have bothered the implementation of the Fast-OFDM systems for a long time. The basic principle to resolve the problems is to utilize the halved subcarrier spacing of Fast-OFDM signals compared to that of conventional OFDM signals. Using dedicated algorithms, both the DSB and the SSB modulated Fast-OFDM signal can be demodulated without interferences, and single-tap equalizers can be applied for channel dispersion compensation.

By doing so, the system complexity of both systems can be greatly relieved for the application of simple single-tap equalization and the exact timing synchronizations in the systems are no longer compulsory.

Detailed performance analyses for both systems are also provided. For example, in the SSB modulated Fast-OFDM system, the closed-form BER performance is derived as a function of received signal-to-noise ratio and the number of subcarriers, which is useful when implementing the systems in practical systems.

For the DSB modulated Fast-OFDM system, simulation under multimode fiber and wireless radio channels, in which severe inter-mode dispersion and multipath propagation dispersion exist, are carried out to validate the proposed DSB Fast-OFDM system. Advantages are reflected in these results and discussions over the conventional DSB Fast-OFDM system. Moreover, experiments in both the conventional 1.55-μm silica single-mode fiber system and the new 2-μm system using hollow-core photonic bandgap fiber were successfully implemented to validate the advantages.

For the SSB modulated Fast-OFDM system, simulations under single-mode fiber using coherent optical detection are provided, and the comparison with conventional SSB modulate Fast-OFDM are investigated in detail. As a result of the settlement of the equalization problem and inter-carrier interference, the proposed SSB modulated Fast-OFDM signal was successfully demonstrated at a speed of 36 Gbit/s, with a spectral efficiency of 6 bit/s/Hz.
In the second part in Chapter 6, the main contributions are the discrete Fresnel transform and the so-called OCDM system.

In the literature, Fresnel integral transform is always regarded as a mathematical description of the Fresnel diffraction. Some studies focused on the discrete Fresnel transform is to numerically analyze the Talbot effect, and there is no decent representation of a discrete Fresnel transform as a general mathematical tool. One reason may be that the Fourier transform is a more powerful for its attractive mathematic properties, and another may be that the discrete Fresnel transforms derived before loss some important properties because physicians almost just need the numerical values in the discrete Fresnel transform.

In this dissertation, by the careful assumption of the Talbot effect which is formulated by infinite periodic extended gratings, the discrete Fresnel transform is derived. Compared to other discrete Fresnel transform, the discrete Fresnel transform here possesses useful mathematical properties, such as completeness, unitary etc. One important property in terms of convolution is also proved here, namely the convolution-preservation property that says the DFnT of a circular convolution is equal to the DFnT of either one circularly convolving with the other. It is an important property in lots of area, just like the convolution-multiplication property of the Fourier transform, which says the Fourier transform of a convolution two functions is equal to the multiplication of their Fourier transforms.

A new concept of orthogonal multiplexing scheme for high-speed communication, named as orthogonal chirp-division multiplexing is proposed. In the proposed OCDM system, under certain conditions, the linearly chirped-waveforms are mutually orthogonal. It means that though the chirped-waveforms occupy the same temporal period and frequency band, the information can be modulated onto and demodulated from these waveforms without any interference.

Chirped waveforms have a long history for the purpose of secure and robust
communication, technically named frequency modulation or chirp spread spectrum. However, in the CSS system, spectral efficiency is sacrificed because there are severe interference in the system if two chirps are transmitted simultaneously. The proposal of OCDM successfully solves this problem in a sense of orthogonality, and it achieves the maximum spectral efficiency for the CSS systems in the view of Nyquist and Shannon. The relation between OCDM and CSS is somewhat similar to the OFDM and frequency-division multiplexing. In the conventional FDM systems, guard bands are inserted between the frequency sub-bands, while OFDM, under certain conditions, achieves the maximum spectral efficiency by spacing the spectrally overlapped sub-bands in the same period.

It will be shown that the Fresnel transform and discrete Fresnel transform mathematically underlies the OCDM system since the kernels of Fresnel transforms are linear chirped phase. The orthogonal chirps can be exactly described by the Fresnel transform, and moreover their unique properties can be applied for the OCDM system. In more detail, the continuous Fresnel transform formulates the continuous-time OCDM system model and the discrete Fresnel transform formulates the discrete-time OCDM system model and the digital implementation of the OCDM system. Based on the Fresnel transforms, the performance of the OCDM system over linear time-invariant filtering channel are analyzed in detail.

Simulations are also provided to investigate the proposed OCDM system in both wireless radio and single-mode fiber channels. It is shown that in favor of the chirped-waveforms the OCDM outperforms both the single-carrier and the OFDM systems, especially in severe conditions. For example, for the nature of spectrum spreading, OCDM gets considerable improvement in wireless multipath channel by utilizing the multipath diversity compared to the OFDM system. For the temporal spreading, the performance of OCDM system is much better than the single-carrier systems in the case of insufficient guard interval. In the wireless radio channel, the performance are investigated using antenna diversity, nonlinear equalizers and forward error coding. In addition, the compatibility to the OFDM system is discussed to show that the OCDM system can be easily integrated to the existed OFDM systems.
Furthermore, experiments over coherent optical system were carried out to
study the proposed CO-OCDM system at a data rate of 36 Gbit/s. The experi-
ment results are in consistent with the analysis and numerical simulation. It is
confirmed that the CO-OCDM system is more resilient to the noise effect than
the CO-OFDM system if there is no signal pre-emphasis. Since the signal pre-
emphasis requires a close loop in the system, the OCDM system seems to be
more practical to implement high-speed communication systems.
Chapter 2

Mathematical Models of Digital Communication Systems

The formulation of mathematical models of the building blocks in a communication system is of the most crucial importance for the analysis and design of the system. The essential elements of a digital communication system, as illustrated in Figure 2–1, consist of a transmitter, which processes the information from the source and modulates the information onto physical carrier desirable for transmission, a channel, which serves as the physical medium between the transmitter and the receiver, taking care of the transmission of the information-bearing carrier, and a receiver, which demodulates the information from the carrier and delivers the recovered information to the destination.

Roughly speaking, the transmitter consists of an information encoder and a modulator and the receiver consists of a demodulator and an information decoder. The mathematical model of the information encoder describes how the information from the source is encoded, typically, in the form of bits, and the mathematical model of the modulator describes how the information bits are manipulated and modulated onto the physical properties of a carrier, which is suitable for transmission, such as the electrical field in copper wire, the electromagnetic wave in wireless radio, and even the electromagnetic wave in the
form of light. The mathematical model of demodulator describes how the information are extracted from the properties of the carrier quantitatively. Generally, additionally operations, such as synchronization and distortion compensation, are required to guarantee information recovery as there are various distortions and corruptions imposed on the carrier during the transmission in the channel. The mathematical model of information decoder describes how the information bits are recovered from the digital numbers with fidelity high enough.

The characteristics of the physical channel affect or even determine the design of a communication system. If there is no distortion and corruption at all from the channel, the information can be perfectly recovered by the receiver, and there would be no challenge for the design of communication systems. In fact, there are various detrimental effects in communication channels, which make the design of a communication system fascinatedly challenging. The first, as well as the most critical, step towards the challenges is mathematically modelling the channel of interest, to abstracting the most important physical features of the channel, as exact as possible.

This chapter is dedicated to the mathematical models of the elementary functional blocks in a digital communication system, as shown in Figure 2–1. Specifically, we will be presenting the models of information encoder and modulator at the transmitter and that of demodulator and decoder at the receiver. We pay much attention to the most fundamental channel model, i.e.,
the linear time-invariant (LTI) filtering channel with the additive white Gaussian noise (AWGN), which can be applied to most communication channels, such as the wireless radio channel, copper wire, and coaxial cable, as well as the optical fiber channel, the leading role of this thesis.

Based on the mathematical models discussed in this chapter, we can easily apply these mathematical models into the analysis and design of the fiber-optic communication systems in Chapter 3. Fiber-optic communication system is a very specific, as well as, one of the most successful implementations of digital communications. As a digital communication system, fiber-optic communication system is comprised of transmitter, which encodes and modulates abstract information to binary bits to electrical waveform and eventually in the form of lightwave for fiber transmission, optical fibers, the most practically ideal channel media available in the earth capable of conveying the information of optical form from several meters to hundreds and thousands of kilometers, and receiver which, inversely to the transmitter, recovers the information from the received optical signal.

This Chapter is organized as follows.

In Section §2.1, we briefly present the basic elements required for a digital communication system and describe their functions from the perspective of information.

Section §2.2 presents mathematical models of the functional blocks at the transmitter, including digital modulation formats, baseband waveform modulation, and passband carrier modulation. In §2.2.1, Digital Modulation Formats describe how the information bits are mapped into symbols that abstract the quantitative properties of a waveform for baseband modulation. In §2.2.2, Baseband Waveform Modulation discusses the properties of certain baseband waveforms, including their temporal and spectral shapes and how the waveforms are modulated by the symbols. In §2.2.3, Passband Carrier Modulation is the process of modulating the baseband waveforms onto a sinusoid carrier for the purpose of transmitting the information within desired passband of the physical channel, which could be the radio frequency of an electromagnetic wave, or be the optical spectrum of lightwave.
In Section §2.3, according to the linear time-invariant (LTI) system theory and stochastic process, the mathematical model of LTI filtering channel with AWGN is investigated.

Section §2.4 presents models of the functional blocks at the receiver, which perform reverse operations to those at the transmitter to recover the transmitted information. In §2.4.1, Coherent Detection, inverse to the Passband Carrier Modulation, converts the signal from passband to baseband for baseband signal processing. In §2.4.2, Sampling is the process of extracting the discrete-time information from the received continuous-time baseband signal. According to the Nyquist-Shannon sampling theory, which is the premier of digital communications, information can be recovered without any loss, and the system can be mathematically expressed in discrete-time model, and further in the more concise matrix form. In §2.4.3, Channel Equalization is the method, based on the estimated channel state information, compensating the distortions on the signal during channel transmission, and Decision is the process of recovering the transmitted information bits with the highest fidelity even in the presence of noise and interference.

§2.1 Overview of a Communication System

Figure 2–1 illustrates the basic block diagram of a communication system that connects the information source and the information destination. The very mission of essentially all the communication systems is to deliver the information from the source(s) to the destination(s) in a unidirectional or bidirectional way via some physical channel(s). Transmitter is the interface that feeds the information from the source into the channel, and receiver is the interface that extracts the information from the channel to the destination. In Figure 2–1, it is a unidirectional communication system with one information source and destination, and it can be easily generalized into various situations as mentioned or not.

The information source, in a general sense, contains or generates the information of interest, called message. The message could be colors and hues of a
landscape, characters in novels, and noisy grumbles in the whispering oceans. No matter what the content is in the message, the message can be represented by a stream of binary bits via operations, such as sampling, quantization, and source coding. The binary bits contain all the information of the message or majority of its information with negligible loss.

In some applications where security is in priority, cryptographic coding is often utilized to secure the information. To guarantee the information recovery after travelling through unreliable communication channels many digital communication systems employ channel coding or forward error correction.

At the transmitter, modulator serves as the interface of conveying the binary bits onto physical signals that bear the information of the bits. Typically, modulation involves two processes. In the first step, the modulator, according to a certain codebook, maps the binary bits into symbols, which quantitatively represent the properties of the physical waveforms under modulation, such as the amplitude and phase of an electromagnetic wave. In the second step, the modulator generates the physical waveforms based on the symbols, and conveys the waveforms into a signal suitable for transmission. For example, in wireless communications, the waveforms are modulated onto a radio frequency of electromagnetic signal; in the coaxial cable, the waveforms are conveyed in electrical field; in the fiber-optic communication, the waveforms are in the form of optical lightwave.

The transmitter feeds the signal into a physical channel, which delivers the signal to a receiver. During transmission, the information-bearing signal will experience various detrimental effects from the channel. For example, if only the linear effects are considered, the detriments can be categorized as a) attenuation, b) dispersion, and c) additive noise.

Attenuation is the phenomenon in which the power of signal loses during transmission. It is a multiplicative effect which represents the ratio of the received power to the transmitted power.

Dispersion, in a broad sense, is the effect that the phase velocity and usually the attenuation vary for different frequency components of the signals. In fiber-optics, dispersion, or specifically chromatic dispersion is a term usually
used to specify the frequency depended phase velocity. Dispersion can be applied in various wave propagation scenarios. For example, in the wireless radio channel, multipath propagation introduces different delayed paths for the electromagnetic waves arriving at the receiver. It is also a dispersive effect since the paths with different propagation lengths result in different effective velocities for different frequency components. Dispersion can be modeled, according to the LTI system theory as the convolution of the original signal with the channel impulse response (CIR). In addition, the attenuation effect can also be considered as part of the dispersive effect since attenuation is a multiplicative coefficient.

Additive noise is a noise model to emulate the additive corruptions on the signal. It can generalize, for example, the thermal noise in the electronic components, the amplified spontaneous emission in the optical amplifier, and the shot noise in the photodiodes, etc. The additive noise is usually modeled statistically as the Gaussian process, and such noise model is termed as additive Gaussian noise. In addition, if the noise has a ‘relatively’ flat power spectral density, we term it as additive white Gaussian noise (AWGN).

As the signal arrives at the receiver, the receiver perceives the signal and extracts the physical properties of the signal into mathematical quantities. The demodulator performs the inverse operations to the modulator. It extracts the information from the signal into the most likely symbols that may be transmitted by the transmitter. The following decoder interprets the information into the message that is most likely transmitted.

The received signal is usually blurred during the transmission. To recover the information with the minimal errors, the receiver should always compensate the distortions. As mention before, as long as the channel is linear or almost linear, there are mainly two detrimental effects, dispersion and additive noise. The dispersion can be usually estimated via some method termed channel estimation. According to the estimated channel state information, it can be compensated via the methods termed as channel equalization or channel compensation. On the other hand, the noise is usually unknown. Fortunately, based on the Shannon’s theory, which announces the birth of information theory, the
information can be transmitted almost without loss at a given speed for a given noise power.

§2.2 Transmitter

In the digital communication systems, a transceiver comprises of two inversely functional pairs, the information encoder and decoder, and the modulator and demodulator. The information encoder and decoder serve as the interfaces between the abstract information and the binary bits that is the quantitative information comprehensible by the “transceiver”. The modulator and demodulator are the interfaces between the bits and the quantitative properties of a physical waveform that are perceivable by the “transceiver”. Specifically, the modulator at the transmitter encodes the bits onto the properties of the waveforms, such as its amplitude, phase, frequency, and even the polarization and spatial distribution, according to some rules. The demodulator at the receiver extracts the information from the modulated waveforms onto the most likely bits according to the rule inverse to the rule adopted by the modulator.

In this section, we will present the principle of modulating the quantitative properties of the waveforms, and the principle of choosing the basic shape of
the waveforms. Accordingly, we can easily apply the general models of digital communication systems to the advanced fiber-optic communication systems.

The terminology for the first principle is *Modulation Formats*, such as amplitude shift-keying (ASK) or pulse amplitude modulation (PAM) which modulates the amplitude of the waveforms, and phase shift-keying (PSK) which modulates the phase of the waveforms, and quadrature amplitude modulation (QAM) which modulates both the amplitude and phase of the waveforms. The modulation formats largely determine the spectral efficiency of a system. For example, if we choose a higher level modulation format, more information can be stuffed into a single waveform, and on the contrary a lower level modulation contains less information in a single waveform. Nonetheless, higher modulation formats are more sensitive to the noise and fading effects from the channel.

The second principle involves the terminology, pulse shaping. The shape of the pulse (waveform) determines the physical properties of the pulse, and it thus affects the spectral efficiency and also the resilience of the system against the detrimental effects from the channel. In the design of waveforms, one expects a waveform with well-constraint spectral shape. It means that the designed waveform occupies less bandwidth. One the other hand, one also expects that the waveform has desired temporal shape so that a train of modulated waveforms will not interfere with each other. It will be shown that the design criterion for a desired waveform should comply with the Nyquist interference criterion.

### §2.2.1 Digital Modulation Formats

Modulation formats are the rule regulating how the binary bits are modulated onto the properties of a waveform. The simplest and most efficient approach is to modulate the amplitude of a waveform, such as in PAM. If one wants to modulate, for example, 1, 2, or 3 bits at a time, the amplitude of a waveform should have $2^1 = 2$, $2^2 = 3$ or $2^3 = 8$ distinctive levels, as shown in Figure 2–3 (a), (b), and (c), respectively. If only the phase of a waveform is modulated i.e., PSK, with 2, 3, and 4 bits at a time, respectively, one can employ the constellation diagrams in Figure 2–3 (d) QPSK, (e) 8-PSK, and (f) 16-PSK. In
QAM, the complex envelope, including the amplitude and phase, of a waveform is utilized for modulation, and more distinct modulation levels can be obtained. For example, in the same complex plane, the (g) 4-QAM, (h) 16-QAM, and (i) 64-QAM are able to modulate 2, 4, and 6 bits at a time, respectively, as shown in Figure 2–3.

Depending on the application scenarios, different modulation formats can be adopted appropriately. For example, if the system is baseband transmission or intensity modulation, ASK can be adopted. If the channel fluctuates and the receiver is sensitive to amplitude change, PSK can be adopted because the PSK signal has constant amplitude. If higher spectral efficiency is in demand, QAM can be adopted because it efficiently maps the constellations in the complex plane. In addition, it can be observed in Figure 2–3 that QPSK and 4-QAM are basically the same except for a phase rotation.
Intuitively, the higher the modulation level is, the higher spectral efficiency one can achieve. For example, if the Baud rate, which is the transmission rate of the modulated waveforms per second, is fixed, 64-QAM has a spectral efficiency of 6 bit/s/Hz, while that of the 16-QAM and the 4-QAM are 4 bit/s/Hz and 2 bit/s/Hz, respectively. On the other hand, if one wants to stuff more bits into a single symbol for higher spectral efficiency, higher energy is needed to achieve the same performance if the noise level is fixed.

**CODEBOOK OF MODULATION FORMATS**

The process of relating the information bits to the symbols, according to some rule, is called mapping. The symbols, on one hand, represent the bits and on the other hand dictate the property of the waveforms. For example, if only the complex envelope of the waveforms are employed, in PAM, PSK, or QAM, for modulation, the symbols are complex numbers indicating the positions of the constellations, as shown in Figure 2–3. In addition to the complex envelope, the polarization state, the spatial state (mode in multimode fiber) and even the angular momentum of photons can be utilized for modulation, and these futuristic modulation techniques are extremely attractive in the future fiber-optic communication systems. In this thesis, we only focus on the complex envelope of a single optical beam in the fiber.

During the mapping process, bits are grouped block by block, and based on the combination of the bits in a block, a symbol is chosen from a set of symbols with size $M$, $S = \{s_m | m = 0, 1, \ldots, M - 1\}$, namely the codebook. In principle, the size $M$ should be no less than the number of possible combinations of the bits. If there are $b$ bits in a block, we need a codebook including $M \geq 2^b$ distinct symbols, so that the modulator can encode all the $2^b$ possible combinations of the bits. For example, if there are 2 bits grouped every block, one can choose a codebook,

$$S = \{s_m | m = 0, 1, 2, 3\}$$

(2.1)

to encode all the possible bits

$$B = \{b_1b_0 | 00, 01, 10, 11\}.$$  

(2.2)
In practice, we use a codebook which has a set of exact $M = 2^h$ symbols.

During transmission, the waveforms (symbols) will be distorted by interferences and corrupted by noise. Symbol error occurs if the noise is so large that a received symbol deviates from the transmitted symbol and is indistinguishable from another symbol. One expects a mapping scheme in which, if a symbol error occurs, the number of misinterpreted bits (bit errors) caused by the symbol error can be minimized. Gray code is the mapping scheme that satisfies the requirement, and it is widely used in digital communication systems.

In Table 2-1, the codebooks of (a) 4-QAM and (b) 16-QAM are provided according to the long-time evolution standard by 3GPP. In Figure 2–4, the
corresponding constellation diagrams of the codebooks are illustrated. It is obvious that for any pair of neighboring constellations there is only one-bit difference. If a symbol is corrupted by noise, and most probably fall into one of the adjacent constellation areas, the possible number of bit errors due to the blurred symbol is most probably no greater than 1.

Here, one can mathematically express a sequence of symbols as

\[
S = \{s(n) \mid s(n) \in S, \quad n = \ldots, 0, 1, 2, \ldots\}. \tag{2.3}
\]

Sometimes, we would like to express the symbol sequence along with time. Employing the Dirac delta function \(\delta(t)\), we have

\[
s(t) = \sum_{n} s(n) \cdot \delta(t - nT_s). \tag{2.4}
\]

where \(T_s\) is the symbol period.

\section*{§2.2.2 Baseband Waveform Modulation}

The symbols which represent the information bits describe the complex envelope of the basic waveforms for modulation, and the shape of the waveforms determines the physical properties of the modulated signal, which is the group of the modulated waveforms arranged in time or frequency.

Assuming that the baseband waveform is given by a function \(g(t)\). The symbols are in essence the coefficients modulating the waveforms. Recalling the
symbol train in Eq. (2.4), the modulated baseband time-domain signal is generated by convolution, as

\[ s(t) = g(t) * s(t)_{\text{III}} = g(t) * \left( \sum_n s(n) \cdot \delta(t - nT_s) \right) = \sum_n s(n) \cdot g(t - nT_s). \]  

(2.5)

In the above equation, the modulated signal \( s(t) \) is a train of waveforms modulated by \( s(n) \), ordered in time. For the design of the baseband waveforms, we would like to see the waveforms being transmitted as quickly as possible without interference between each other. On the other hand, the desired spectra of the waveforms should be well confined or shaped in a bandlimited manner to reject unwanted interference out of the system bandwidth, minimizing the corruption. In some communication systems, for example, in the wireless communications, where the spectral resource is scarce and the requirements on the spectra of the signal are strictly regulated by law, the shape of the waveform should be carefully designed.

The answer to the first desired property of a waveform is the Nyquist inter-symbol interference (ISI) criterion, which tells what the shapes of the waveforms should be and how fast the waveforms can be transmitted without ISI. The waveforms satisfying the criterion are called the Nyquist waveforms. Inspecting Eq. (2.5), for example, if we have a waveform \( g(t) \), which is modulated and transmitted periodically at a period of \( T_s \), the exact preferable property we want is that, at the exact sampling point \( t = 0 \), we have the desired symbol \( s(0) \), and at the other sampling points at multiples of \( T_s, t = nT_s, n \neq 0 \), the waveform hits zero. Mathematically, the condition is

\[ g(t) \big|_{t=nT_s} = \frac{1}{\sqrt{T_s}} \begin{cases} 1 & n = 0 \\ 0 & n \neq 0 \end{cases}. \]  

(2.6)

for \( n \in \mathbb{Z} \). In such condition, we can perfectly get the desired symbols, namely the complex envelope of the desired waveform, without the interference from other symbols (ISI).

The condition in Eq. (2.6) expresses the Nyquist ISI free criterion in the
time domain. Before applying the Fourier transform, multiplying a Dirac delta
comb on both sides of Eq. (2.6), we have

$$\sqrt{T_s} \sum \delta(t-nT_s) \cdot g(t) = \delta(t).$$  \hspace{1cm} (2.7)

Applying Fourier transform on both sides, the Nyquist ISI criterion in the fre-
quency domain is

$$\sum_{k=-\infty}^{\infty} G(f-k \frac{T_s}{T_s}) = 1,$$  \hspace{1cm} (2.8)

at all frequency $f$, where $G(f)$ is the Fourier transform of $g(t)$.

The Nyquist ISI criterion in Eq. (2.6) and Eq. (2.8) is astonishingly simple
yet ultimately elegant. Nonetheless, it is a rather general criterion, and almost
no requirement imposes on the shape of the waveform and on its spectrum. To
answer the second requirement for designing a well-shaped and well-banded-
limited waveform for modulation, more meticulous considerations should be tak-
ing into account. Follows are examples of some well-designed Nyquist wave-
forms.

**Examples of Nyquist Waveforms**

The most naïve, simplest yet effective waveform may be in rectangular shape,
and we call it rectangular pulse or function, as

$$g_{rect}(t) = \frac{1}{\sqrt{T_s}} \Pi \left( \frac{t}{T_s} \right) \frac{1}{\sqrt{T_s}} \begin{cases} 1 & |t| < \frac{T_s}{2} \\ 0 & |t| > \frac{T_s}{2} \end{cases},$$  \hspace{1cm} (2.9)

where $\Pi(t)$ is the normalized rectangular function. Sometimes, the definition
of $\Pi(t)$ at $t = \pm 0.5T_s$ is undefined, and sometimes, it can be defined equal to 0,
1, or 0.5. In Figure 2-5 (a), the rectangular function is illustrated, and its spec-
trum is in Figure 2-5 (b), which is
where sinc(\(f\)) denotes the normalized sinc function. If the rectangular pulses are transmitted repeatedly at a period of \(T_s\), there will be no interference if we examine the waveform in Eq. (2.9) with the criterion in Eq. (2.6) or its spectrum in Eq. (2.10) with the criterion in Eq. (2.8). It can also be observed that the first null points of the spectrum are at \(\pm 1/T_s\), and the tails extend infinitely with its amplitude scaled by \(1/T_s\) over frequency.

In some application where the spectrum of the signal should be strictly confined within a bandwidth of \(B\), taking the time-frequency duality of the Fourier transform into account, one can easily deduce that if the sinc function is used as the shape of the time-domain waveform, the resulting spectrum can be well fitted into a bandwidth of \(B\). The time-domain waveform thus is given by

\[
g_{\text{sinc}}(t) = \frac{1}{\sqrt{T_s}} \text{sinc} \left( \frac{t}{T_s} \right) = \frac{1}{\sqrt{T_s}} \frac{\sin \pi f}{\pi f T_s},
\]

where \(T_s = 1/B\), and its spectrum is

\[
G_{\text{sinc}}(f) = \mathcal{F} \left\{ \frac{1}{\sqrt{T_s}} \text{sinc} \left( \frac{t}{T_s} \right) \right\} = \frac{1}{\sqrt{T_s}} \Pi \left( \frac{f}{T_s} \right) = \begin{cases} 1 & |f| < B/2 \\ 0 & |f| > B/2 \end{cases}.
\]

The corresponding waveform and its spectrum are respectively illustrated in Figure 2–5 (c) and (d).

The rectangular and sinc functions are two of the most basic shapes for a waveform could be. The ISI free transmission with bandlimited requirement
Nonetheless, one may have a question about if there is a waveform whose shape and spectrum are strictly confined in both time and frequency domains. Unfortunately, there is no such a waveform, and the bitter reality is governed by the time-frequency uncertainty principle,

\[ \Delta t \times \Delta f \geq \frac{1}{4\pi} \]  

(2.13)

where \( \Delta t \) and \( \Delta f \) are standard ‘deviations’ of the time and frequency of a signal, from the view of probability density.

Though none waveform can be ideally confined both temporally and spectrally, there are waveforms balancing the requirements on time and frequency. The raised-cosine waveform is one of the best choices, which is defined as

![Examples of Nyquist waveforms and their spectra](image-url)
\[ g_{rc}(t) = \frac{1}{\sqrt{T}} \text{sinc}\left(\frac{t}{T}\right) \cos\left(\frac{\pi \beta t}{T}\right) \left(1 - \frac{2\beta t}{T}\right)^2, \quad (2.14) \]

with its spectrum as

\[ G_{rc}(f) = \begin{cases} \sqrt{T} & |f| \leq \frac{1 - \beta}{2T} \\ \frac{\sqrt{T}}{2} \left[1 + \cos\left(\frac{\pi T}{\beta} \left(|f| - \frac{1 - \beta}{2T}\right)\right)\right] & \frac{1 - \beta}{2T} < |f| \leq \frac{1 + \beta}{2T} \\ 0 & |f| > \frac{1 + \beta}{2T} \end{cases}, \quad (2.15) \]

where \( \beta \) is called the roll-off factor, and \( T \) is the Nyquist period. Raise-cosine waveforms are also a Nyquist waveform, and its time-domain waveform and spectrum are shown in Figure 2–5 (e) and (f), respectively. The amplitude of the raised-cosine waveform decreases along with the time proportional to \( \frac{1}{(t - t^3 \beta^2)} \), while \( \frac{1}{t} \) in sinc waveform. The higher the \( \beta \) is, the lower the lagging tail becomes. If the roll-off factor \( \beta = 0 \), the raised-cosine waveform reduces to the sinc waveform. The cut-off bandwidth is also defined by the roll-off factor \( \beta \), as

\[ B = (1 + \beta) \frac{1}{T} \quad (2.16) \]

Thus, with a proper designed raised-cosine waveform, the bandwidth requirement can be met with well-defined time-domain pulse.

§2.2.3 Passband Carrier Modulation

The baseband signal can be directly fed into a physical channel for transmission or modulated into a frequency band, depending on the physical properties of the channel medium and on the spectrum allocations. In most cases of communication systems, the channel, or more exactly the transfer function of the channel is not ideally flat over the entire spectra. In other words, the channel does not allow a signal to be transmitted at any frequency. In a communication
channel, some frequency bands attenuate the signal dramatically, while some allow the signal to be transmitted clearly enough. The frequency band suitable for signal transmission is called the passband of the channel, and different channel has different passband. For example, a piece of coaxial cable is able to support a baseband transmission of bandwidth up to 1 GHz; a well-designed transmission line can support transmission at up to 100 GHz; the optical silica single-mode fibers have transparent windows for lightwave of wavelength from 800 nm to 1700 nm with an astonishing bandwidth of more than a hundred trillion Hertz. In some communication systems, the channel is shared by various spectral links between the information sources and destinations. The most straightforward sharing strategy is to allocate different frequency bands for different links.

The purpose of carrier modulation is to modulate or move the baseband signal to the passband of a channel for transmission. It is mathematically the multiplication of the baseband signal and a sinusoidal waveform, the carrier. In Figure 2–6, for example, baseband signals of rectangular waveforms in QPSK
are modulated by sine waves with normalized frequency of 4. The passband modulated signal is in essence the multiplication of the baseband signal and a sinusoid carrier of a frequency $f_c$, and the math is rather simple, as

$$ s_c(t) = e^{j2\pi f_c t} \times s(t) $$

$$ = e^{j2\pi f_c t} \times \sum s(n) \cdot g(t-nT_s). $$

According to the Fourier transform, the spectrum of the carrier-modulated signal is

$$ S_c(f) = \mathcal{F}\{s_c(t)\} $$

$$ = \mathcal{F}\{e^{j2\pi f_c t} \times s(t)\} $$

$$ = S(f-f_c), $$

with the frequency shift by $f_c$ to right, as illustrated in Figure 2–7.

**§2.3 Communication Channel**

In a communication system, channel takes care of the transmission of the information-bearing signal, and it is the most fundamental element that should be carefully considered, analyzed, and even exploited. During transmission, the signal will also be corrupted and distorted by the impairments in the channel, and to some extent the capacity of the system is determined by the channel. Therefore, a systematical channel modeling is the critical process, guaranteeing the theoretical viability and practical feasibility of the communication system.
Basically, a channel is the medium that bridges the information source and its destination. The medium includes the physical channel, in which the modulated electromagnetic wave is transmitted, such as the coaxial cable, power line, optical fiber, and even the air and empty free space. It can also include any components in the transceiver, such as the front amplifiers which boost the power of the electrical or optical signals, the pulse-shaping filters which generate the baseband waveform, and the band-pass filters which remove the out-of-band noise, etc. Essentially, any devices and media that convey and modify the information-bearing signal can be regarded as a part of the channel.

In a communication system, the signal may be subject to different impairments from the channel, including linear and nonlinear distortions, frequency offset, phase jitter, and noises of different types, etc. All the impairments can be regarded as parts of the channel. However, it is almost impossible to characterize all the impairments into a single channel model. If one tries to do this, the channel model could be hardly tractable. A practical approach of channel modelling is to abstract the most important characteristics of the channel.

In the section, we take the perspective of information theory on the channel that the channel is a theoretical system with certain mathematical impairments that introduce corruption and distortions on the signal of interest. We will take two of the most elementary and powerful channel models, the additive white Gaussian noise (AWGN) channel and the linear time-invariant (LTI) filtering channel into account, which are two of the simplest models that are capable of characterizing the major linear effects of a communication channel. The first one effectively is a stochastic process from a view of probability and the second is effectively a system from the view of the linear time-invariant system theory.

§2.3.1 Additive White Gaussian Channel

AWGN is a basic noise model that statistically describes the signal corruptions during transmission in nature. Additive means that the noise is independent of the signal and overlaps with the signal; White means that the power spectral density of the noise is flat over the entire bandwidth of interest and thus the
noise is also uncorrelated; *Gaussian* means that the noise is a stochastic process of independent Gaussian distribution with zero mean. The AWGN channel can be modeled in either a continuous-time or a discrete-time process. Depending on whether it is continuous or discrete, the definition is slightly different.

In the continuous-time model, for example, the received signal is the transmitted signal $s(t)$ corrupted by AWGN, as

$$r(t) = s(t) + v(t). \quad (2.19)$$

The AWGN $v(t)$ is a continuous-time stochastic process, defined as

$$\{v(t) | t \in \mathcal{T} \} \quad (2.20)$$

where $\mathcal{T}$ is a totally ordered set, *time*, and $v(t)$ are independent Gaussian distributions with zero mean. The variance of the continuous AWGN is defined by its power spectral density as

$$|\mathcal{T}v(t)|^2 = \sigma_n^2 \quad (2.21)$$

The discrete case can be easily inferred from the continuous one by setting $\mathcal{T} = \mathbb{N}$, and $n \in \mathbb{N}$, as

$$\{v(n) | n \in \mathcal{T} \} \quad (2.22)$$

and

$$v(n) \sim \mathcal{N}(0, \sigma_n^2) \quad (2.23)$$

The AWGN model is capable of modelling many types of noises, such as, the thermal noise in electronics and the amplified spontaneous emission noise in optics. With slight modification, the AWGN can be well adapted into various noise models, such as the band-limited AWGN.

§2.3.2 **Linear Time-Invariant Filtering Channel**

Linear time-invariant filter is the most fundamental channel model according

---

11 The condition of “independent” is a condition more rigorous than “uncorrelated”. 
to the theory of linear time-invariant systems, which describes the responses of a LTI system to arbitrary input signals. Linear means that the input signals and the output signals are a linear map; Time-Invariant means that the relations between the input signals and the output signals are independent of time but only on the time delay.

Though theoretically everything changes and nothing stands still, most of the communication media can be modeled as an LTI filtering channel, and in practice, with some suitable constraints on the time, the linear channel effects can be well approximated by an LTI system. In the wireless mobile channel, the channel is always changing because of the mobility of users, and the main impairments are due to the changes. Nonetheless, considering that the wireless channels change in the order of seconds or tens milliseconds and that signals typically change in less than a microsecond, the wireless mobile channel can be approximated as an LTI channel within a period of milliseconds. The fiber-optic channel comprising optical fibers is more stable than the wireless mobile channel, and it remains unchanged in several hours or even days.

The LTI filtering channel can also be modeled in either continuous-time or discrete-time. In the continuous-time model, for example, the impulse response of an LTI channel is given by the output, denoted as \( h(t) \), if the input is a Dirac impulse \( \delta(t) \). The frequency response of the channel can be represented by the Fourier transform of the impulse response, as

\[
H(f) = \mathcal{F}\{h(t)\}
\] (2.24)

The discrete-time model can also be easily derived from the continuous-time case by sampling the continuous-time system at discrete time.

Here, recalling the transmitted signal in Eq. (2.5), the signal distorted by the LTI channel and corrupted by the AWGN is given as

\[
r(t) = h(t) * s(t) + v(t)
\] (2.25)

If we look at the signal in the frequency domain, we have

\[
R(f) = \mathcal{F}\{r(t)\} = \mathcal{F}\{h(t) * s(t) + v(t)\} = H(f) * S(f) + v_{AWG}(f)
\] (2.26)
where $v_\Omega(f)$ is the frequency-domain noise.

The LTI filtering channel model has some elegant properties, which makes the analysis easier. For example, consider a communication system consisting of a front-end amplifier whose impulse response is $h_1(t)$, a driver $h_2(t)$, some part of the channel $h_3(t)$, etc. The impulse response of the entire system (channel) is

$$h(t) = h_1(t) * h_2(t) * h_3(t) * \ldots$$  \hspace{1cm} (2.27)

It means that we can divide the system under study into subsystems, and then study each subsystem and get the knowledge of the entire system by convolving all the subsystems. The analysis on the system can be simplified by looking the system in the frequency domain, as

$$H(f) = H_1(f) \times H_2(f) \times H_3(f) \times \ldots$$  \hspace{1cm} (2.28)

where $H_1(f)$, $H_2(f)$, and $H_3(f)$ are the Fourier transforms of $h_1(t)$, $h_2(t)$, and $h_3(t)$, etc. Eq. (2.28) tells us that the frequency response of the entire system is the product of the frequency responses of all the subsystems.

§2.4 Receiver

At the receiver end, if the transmitted signal is fortunate enough that the signal is perceivable and intelligible by the receiver, the receiver retrieves the signal from the channel and tries to recover the information from the received signal. Intuitively, the receiver performs the operations reverse to the transmitter to extract the information and delivers it to the destination. The basic processes involve a signal detection module, which converts the signal at a passband down to the baseband for signal processing, a bunch of signal processing modules, which try to recover the blurred signal after transmission, and a decision module, which recovers the transmitted message based on the recovered signal, and passes it to the information destination.
§2.4.1 Coherent Detection

The receiver first needs to convert the signal at a passband to the baseband for baseband signal processing. Depending on different applications, there are different detection methods by considering the cost and implementation feasibility of a system. For example, in electrical communication systems, a direct-conversion receiver is able to demodulate the radio frequency to baseband. In optical communication, a direct detection receiver perceives the change of the intensity of the light and converts the changing intensity to electrical signal. More advanced optical coherent receiver is capable of demodulating the signal at the optical spectra to electrical signal at baseband, preserving all the information of the modulated optical carrier.

Technically, coherent detection is the detection method which converts the signal modulated at a passband down to baseband for signal processing. The practical implementation of a coherent detection can be different for different systems, and for some system it is still a challenging task. However, the mathematical model of a coherent detection receiver is quite simple. Revisiting Figure 2–7, the process of coherent detection is to demodulate the signal $s(t)$ untouched from the passband signal $s_c(t)$, and mathematically the processing can be accomplished by multiplying another carrier with frequency $-f_c$, as

$$s(t) = e^{-j2\pi f_c t} \times s_c(t), \quad (2.29)$$

If we consider the channel effects in Eq. (2.25), we can substitute $s(t)$ there by $s_c(t)$ in Eq. (2.17) and performing the coherent detection, as

$$r(t) = e^{-j2\pi f_c t} \times h(t) \ast s_c(t) + v(t)$$
$$= h(t) \ast s(t) + v(t) \quad (2.30)$$

In addition to the coherent detection, there are also other necessary operations that should be done to ensure the performance of the detected signal. For example, before coherent detection, the signal power should be boost to compensate the power loss during transmission. Here, it should be noted that the noise term $v(t)$ is added after coherent detection. Considering $s(t)$, the baseband signal of interest is bandlimited, the out-of-band noise, $v(t)$, should be removed out from the received signal by a baseband filter. After a baseband filter, the
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noise becomes bandlimited, and we will use the same notation without loss of
generality.

§2.4.2 Sampling and Discrete-Time Model

In digital communication systems, the continuous-time baseband signal should
be converted into the discrete-time domain via sampling to allow the applica-
tion of advanced digital signal processing technologies at the receiver. The
theory underlying the process of sampling that bridges continuous-time signals
and discrete-time signals is the Nyquist-Shannon sampling theorem. The the-
tory tells us that given a continuous-time baseband signal, of which there is no
frequency components exceeding a frequency $B$, the signal can be represented
by a discrete-time signal sampled at a frequency no less than $2B$ without any
information loss (aliasing).

Revisiting the received baseband signal in Eq. (2.30), the received signal is
the convolution of the transmitted signal $s(t)$ and the channel impulse response
$h(t)$ adding the noise. If we employ the sinc function as pulse shaping function,
see Figure 2–5 (c), the bandwidth of the signal is $B = 0.5 / T_s$, and we can get
the discrete-time signal by sampling at a frequency of $T_s$, and we have

$$r(m) = r(t)|_{t = mT_s} = h(mT_s) * s(mT_s) + v(mT_s)$$

$$= h(mT_s) * \sum_n s(n)g(mT_s - nT_s) + v(mT_s), \quad (2.31)$$

where $g(t)$ is the pulse-shaping waveform. Considering that the waveforms are
Nyquist, the received discrete-time signal can be further given by

$$r(m) = h(m) * s(m) + v(m), \quad (2.32)$$

where $h(m)$ and $v(m)$ denote the discrete-time signals of $h(mT_s)$ and $v(mT_s)$,
respectively. Performing discrete Fourier transform on both sides of Eq. (2.32),
the received frequency-domain signal is

$$R(m) = H(m)S(m) + v_{\alpha}(m), \quad (2.33)$$

where $R(m)$, $H(m)$, $S(m)$, and $v_{\alpha}(m)$ are the discrete Fourier transforms of $r(m)$,
h($m$), $s(m)$ and $v(m)$, respectively.
It should be noted if other waveform rather than the sinc function is adopted, the spectrum of the received signal cannot be limited within the bandwidth $B$. If there is no dispersion, in which $h(t) = \delta(t)$, there is no distortion from the aliasing signal because Nyquist waveform is adopted though the bandwidth of the Nyquist waveform is greater than $B$. However, if the dispersion is not ideal, the channel impulse response $h(t)$ alters the transmitted signal at the receiver, and the received signal does not meet the Nyquist criterion any more. As a result, aliasing introduces interference when one performs sampling at the Nyquist period $T_s$. To counteract the aliasing problem, oversampling is usually required in practice to compensate the channel before extracting the symbols from the received signal. Nonetheless, for analyzing purpose, sampling exactly at the Nyquist frequency $1/T_s$ is convenient for handling the system.

§2.4.3 Channel Equalization and Decision

The transmitted signal is almost ready there, as shown in Eq. (2.32) in the time domain or (2.33) in the frequency domain. Nonetheless, the information symbols are obscured by channel, and interference incurs. The process cancelling the channel distortion due to the term $h(t)$ in the time domain or $H(f)$ in the frequency domain (or $h(l)$ and $H(m)$ in the corresponding discrete-time domain) is called channel equalization.

Here, we take the discrete-time case in Eq. (2.30) for example. Similar result can be observed in Eq. (2.32). Expanding the convolution operation, one can get

$$r(m) = h(m)*s(m) + v(m) = \sum_l h(l)s(m-l) + v(m).$$

(2.34)

If $h(l) \neq \delta(l)$, for a received sample, $r(m)$, it is the desired transmitted symbol, $s(m)$, interfered by adjacent symbols, $s(m-l)$, scaled by $h(l)$. Such interference due to imperfect channel impulse response is termed as inter-symbol interference. Therefore, the process of equalization is to find a filter, $w(m)$, filtering out the channel distortion, i.e., $w(m) * h(m) = \delta(m)$, so that
\( \hat{s}(m) = w(m) * r(m) \)
\( = w(m) * h(m) * s(m) + w(m) * v(m) \)
\( = s(m) + w(m) * v(m) \)  \hspace{1cm} (2.35)

In the frequency domain, Eq. (2.35) is equivalent to the discrete Fourier transform on both sides, as
\[
\hat{S}(m) = \mathcal{F}\{\hat{s}(m)\} = W(m)H(m)S(m) + W(m)v_\Omega(m) = S(m) + W(m)v_\Omega(m).
\]  \hspace{1cm} (2.36)

Therefore, the frequency response of the filter is desired as
\( W(m) = H^{-1}(m) \)  \hspace{1cm} (2.37)

and its time-domain coefficients can be readily derived as
\[
w(m) = \mathcal{F}^{-1}\{W(m)\} = \mathcal{F}^{-1}\{H^{-1}(m)\}.
\]  \hspace{1cm} (2.38)

The equalizer \( w(m) \) defined in Eq. (2.37) and (2.38) completely removes the channel distortion out, and the interference from other symbols is forced to be zeros. Such equalizers are termed as zero-forcing (ZF) equalizer. With the ZF equalizer, the received symbols are forced to be the transmitted symbol unbiasedly. However, the noise term, as shown in Eq. (2.36) is no longer white. If there is a deep notch in the frequency response, namely \( |H(m)|^2 \approx 0 \), \( |W(m)|^2 \) could be infinitely large. The desired signal after equalization, as a result, will be overwhelmed by the enlarged noise.

To overcome the noise enlargement in ZF equalizers, minimum mean square error (MMSE) equalizers can be considered. The MMSE equalizers equalizes the channel by minimizing the square errors between the input and output. The equalizer in the frequency domain is given by
\[
W_{\text{MMSE}}(m) = \frac{H^*(m)}{|H(m)|^2 + \sigma^2},
\]  \hspace{1cm} (2.39)

where \( \sigma^2 \) is the noise-to-signal power ratio and its time-domain filter is
\[
w_{\text{MMSE}}(m) = \mathcal{F}^{-1}\{W_{\text{MMSE}}(m)\} = \mathcal{F}^{-1}\left\{ \frac{H^*(m)}{|H(m)|^2 + \sigma^2} \right\}.
\]  \hspace{1cm} (2.40)
The equalized signal can thus be obtained by substituting $W_{\text{MMSE}}(m)$ into $W(m)$ in Eq. (2.36) or $w_{\text{MMSE}}(m)$ into $w(m)$ Eq. (2.35).
Chapter 3

Fiber-Optic Communication Systems

Fiber-optic communication systems are the communication systems, in which information are conveyed in the form of lightwave propagating in optical fibers. Optical fiber, serving as physical channel medium for communications, promises advantages man ever craved, including extremely low attenuation supporting transmission of hundreds of kilometers and vast capacity available for data communication of hundreds of Terabits per second, the capacity that allows all the population in the world speaking telephone simultaneously over a single piece of fiber. The advantages directly dictate that fiber-optic communication systems are exclusive for long-haul and high-speed communications.

In a fiber-optic communication system, apart from the functional blocks in a general digital communication system as mentioned in Chapter 2, the fiber-optic transceiver consists of light source that provides optical carrier, electro-optic components that load the electrical information upon the optical carrier at the transmitter, and optic-electronic components that extract the information from the optical carrier back to the electrical form at the receiver end. Figure 3–1 illustrates the basic block diagram of a fiber-optic communication system with the emphasis on its differences to a conventional digital communication system. From the perspective of information, fiber-optic communication sys-
tems contain all the functional blocks which a communication system possesses, and therefore the mathematical models introduced in Chapter 2 can be easily applied to the analysis and design of the fiber-optic communication systems.

This chapter is dedicated to the essential components used in the advanced fiber-optic communication system and to introduce their properties. Especially, we will focus on external modulators that are ideal for implementing advanced modulation formats and on coherent optical receiver that is able to extract all the information from the modulated optical carrier, enabling advanced digital signal processing at the receiver end.

Channel characterization and modeling are always the most important in the design of any communication systems. There is no exception for the fiber-optic communication systems. Thus, another focus in this chapter is the study of the effects of signal transmission over optical fibers, in which dispersions and optical noise, as well as nonlinear effects, are imposed on the optical signal.

This chapter is organized as follows. Section §3.1 is for optical transmitters, introducing optical modulation techniques, including directly modulated lasers, and external modulators. Section §3.2 discusses the mathematical characteristics of optical fiber channel in detail. Section §3.3 focuses on optical receivers, namely, optical direct detection and optical coherent receiver.
§3.1 Optical Transmitter

In fiber-optic communication systems, light sources, normally, laser diodes or occasionally light-emitting diodes (LEDs) provide optical carrier at the transmitter for modulation, and photodetectors, routinely photodiodes, convert intensity of the received lightwave back into electrical current for information recovery. In the advanced fiber-optic systems, coherent receiver, in which another laser is employed as a local oscillator for optical beating in photodiodes to reproduce information in the phase of the received lightwave, is preferable.

According to where lightwave is modulated, there are direct modulation and external modulation, and to which properties of the lightwave are modulated, there are intensity modulation, frequency modulation, optical field modulation, polarization modulation, and optical mode modulation etc. At the receiver, depending on the adopted modulation techniques, detection techniques should be applied accordingly. In this section, we will focused on the conventional optical modulation techniques used in the fiber-optical systems.

§3.1.1 Directly Modulated Lasers

Directly modulated laser (DML) is the simplest optical modulation technique, as shown in Figure 3–2, by directly varying the laser drive current to modulate the intensity of light. In the DML systems, modulation is achieved by directly
applying electrical signal on laser drive current, and hence DML module is the most compact, as well the simplest, optical modulation device. For a directly modulated laser operating within its linear region, its output optical power can be approximately characterized as

\[ P_{\text{out}}(t) \propto \alpha I_{\text{in}}(t) - I_{\text{th}}, \tag{3.1} \]

where \( P_{\text{out}}(t) \) is the output optical power, \( \alpha \) is a coefficient associating to laser efficiency, \( I_{\text{th}} \) is the laser threshold that is a DC bias, and \( I_{\text{in}}(t) \) is the driving current, which should greater than the threshold current \( I_{\text{th}} \).

In favor of its simplicity, low cost, and effectiveness of modulating the output power, DMLs are popularly available for commercial systems operating at 10 Gbps and even up to 20 Gbps and 40 Gbps [40], and achieve 100 Gbps transmission, boosted by the DSP technologies, in the laboratory [41]. Nonetheless, owning to the device specific chirp when directly modulating the drive current, DMLs suffer from inherent drawbacks in systems of long distance transmission. The device specific chirp broadens signal spectra, resulting in spectral leakage that is undesirable in highly compact wavelength-division multiplexing (WDM) systems, and also distorts the shape of modulated waveforms, resulting in inter-symbol interference (ISI) that severely blurs the transmitted signal. In particular, if the chirp is constructively added to the dispersion during transmission, the reach of the DML systems is largely limited due to the degraded dispersion effect.

Through specific designs, the chirp in DMLs can be deliberately exploited. For example, followed by a chirp manage component, like an optical filter that shapes the optical spectrum of the output from lasers, the DML becomes the so-called chirp-managed laser (CML). With careful engineering, the CML systems is dispersion-tolerant and are able to support transmission over long distance [42-44]. Another more flexible alternative is the application of DSP technologies. With the knowledge of the characteristics of DML and fiber link, the powerful DSP can be applied at the transmitter side for pre-compensating the chirp induced by laser, and even the dispersion in fiber [45].
§3.1.2 External Electro-optic Modulators

In the advanced fiber-optic systems, external optical modulators are preferable because the laser works alone as an optical source providing continuous optical carrier. External modulators take the continuous wave as the input, apply the modulated electrical signal onto the optical carrier, and produce the modulated optical signal with better quality for transmission.

In contrast to EAMs which modulate light through absorption, another kind of modulators based on phase modulation is more preferable to implement advanced modulation formats because additional optical properties, and thus dimensions, are exploited for information modulation. In such modulators, phase modulation is achieved by the electro-optic effect that the refractive index of a waveguide is proportional to the applied electrical field. By varying the refractive index of the waveguide, the phase of light beam passing through the waveguide is consequently modulated.

Figure 3–4 illustrates the structures of three basic modulators of such kind, namely (a) optical phase modulator, (b) Mach-Zehnder modulator, and (c) optical IQ modulator or nested Mach-Zehnder modulator.

Phase modulator is the most elementary structure based on the electro-optic effect. In the phase modulator, the phase of light carrier can be modulated by modulating the electrical field. Using the simplest phase modulator, more complicated optical modulators can be fabricated. For instance, by constructing a Mach-Zehnder interferometer using two branches of phase modulators, the amplitude, as well as intensity, of optical carrier can be modulated by interfering two phase modulated optical carriers. Such modulator are thus named as Mach-Zehnder modulator (MZM). Moreover, IQ modulator can be built by combining two MZMs with a phase difference of 90°. Except to the three structures, other modulation formats, such as the frequency shift keying, can also be easily achieved with dedicated designs.

§3.1.2.1 Optical Phase Modulator

Phase modulator is the basic electro-optic modulator. In Figure 3–4 (a), a phase
modulator is composed of a waveguide and electrodes. The waveguide is made up of material exhibiting electro-optic effect, such as LiNbO3, GaAs and InP [46-49]. In the LiNbO3 based phase modulator, the phase of output light is ideally proportional to the applied electrical field, and the intensity of the light is independent of the electrical field. LiNbO3 also offers easier fiber-to-chip coupling. On the other hand, the III-V material InP allows the modulator to be easily integrated with laser diode into a more compact optical device.

As a beam of light passes through a waveguide, the phase difference between the input and the output depends on the length of the waveguide and its refractive index. As the length of waveguide does not change, the phase can be modulated by changing its refractive index with applied electrical field. Given the incoming optical field \( E_{in}(t) \) and applied voltage \( u(t) \), and omitting a constant phase shift due to the length of waveguide, the transfer function of the phase modulator is

\[
E_{out}(t) = E_{in}(t) \cdot e^{\frac{\pi u(t)}{\lambda n_w}}. \tag{3.2}
\]
where $V_\pi$ is the voltage causing a phase shift of $\pi$. The parameter $V_\pi$ is a critical parameter for the electro-optic modulators, depending on the material of the waveguide and the engineering of modulators. According to Eq. (3.3), one can easily implement phase modulation based on the PSK scheme.

### §3.1.2.2 Mach-Zehnder Modulator

According to the principle of Mach-Zehnder interferometer, the amplitude of optical field can be altered by combining two, or more, phase modulators, as shown in Figure 3–4 (b). In MZM, the input light beam is split into two tributaries, each of which is a phase modulator. The phase modulators can be modulated independently, and we call this case as dual-drive MZM. Given that the $V_\pi$ of the two phase modulators are the same and that their driving voltage are $u_1(t)$ and $u_2(t)$, the output optical field is

$$E_{\text{out}}(t) = \frac{1}{2} E_{\text{in}}(t) \left[ e^{j\frac{u_1(t)}{V_\pi}} + e^{j\frac{u_2(t)}{V_\pi}} \right]. \quad (3.3)$$

If one operates the dual-drive MZM in a push-push mode, in which $u_1(t) = u_2(t) = u(t)/2$, the dual-drive MZM reduces to the phase modulator, and Eq. (3.4) becomes

$$E_{\text{out}}(t) = E_{\text{in}}(t) \cdot e^{j\frac{u(t)}{2V_\pi}}. \quad (3.4)$$

If the dual-drive MZM works in push-pull mode, in which $u_1(t) = -u_2(t) = u(t)/2$, the output optical field is

$$E_{\text{out}}(t) = E_{\text{in}}(t) \cdot \cos \left( \frac{\pi u(t)}{2V_\pi} \right). \quad (3.5)$$

According to the relation between the optical field and optical power, Eq. (3.6) can be further given in terms of the input and output optical intensities

$$P_{\text{out}}(t) = \left| E_{\text{out}}(t) \right|^2 = \left| E_{\text{in}}(t) \cdot \cos \left( \frac{\pi u(t)}{2V_\pi} \right) \right|^2$$

$$= \frac{1}{2} P_{\text{in}}(t) \left[ 1 + \cos \left( \frac{\pi u(t)}{V_\pi} \right) \right]. \quad (3.6)$$
In Figure 3–5, the transfer functions of optical field and optical intensity of a MZM are provided. It can be observed that the voltage inducing a phase shift of π is defined with respect to the phase of the output optical intensity, and the voltage to achieve a phase shift of π for MZM is \( u(t) = 2V_\pi \).

From Eq. (3.6) and (3.7), one can observe that the modulated optical field and intensity are not linearly proportional to the voltage applied but are sinusoidal functions of the voltage. Hence, there are differences between the shapes of the modulating electrical signal and the modulated optical signal. In a practical system design, the nonlinearity of the transfer function of MZMs should be carefully considered. For example, if the pulse shaping waveform is a rectangular function, the peak-to-peak driving voltage can be swung between the transmission maxima as quickly as possible to reduce the nonlinear effect. If one wants to get well-defined pulse shaping waveforms, the peak-to-peak voltage can be set fairly small, for example, less than a quarter of \( V_\pi \), to avoid operating the modulator in the nonlinear region.

**IMPLEMENTATION OF OPTICAL INTENSITY MODULATION**

To realize different modulation formats, MZM should be carefully tuned based
on Eq. (3.6) and (3.7) [50, 51]. For example, if optical on-off key (OOK) is required, optical intensity is used for modulation. Assuming that the electrical signal is modulated in 2-ASK as

\[ s(t) = \sum x(k)g(t - kT), \]  

(3.7)

where \( x(k) \) are, depending on the message, drawn from \( \{\pm 1\} \), and \( g(t) \) is rectangular waveform given in Figure 2–5 (a). The MZM should be biased at the quadrature point with a DC bias equal to \(-0.5V_n\) with peak-to-peak voltage \( V_p \), as

\[ u(t) = \frac{V_n}{2}s(t) - \frac{1}{2}V_x, \]  

(3.8)

Substituting Eq. (3.9) into Eq. (3.7), we have

\[ P_{out}(t) = \frac{1}{2} P_{in}(t) \left[ 1 + \cos\left( \frac{\pi V_1 s(t) - \frac{\pi}{2} \right) \right] \]  

(3.9)

\[ = \frac{1}{2} P_{in}(t) \left[ 1 + \sin\left( \frac{\pi}{2} s(t) \right) \right]. \]

Considering that the amplitude of the BPSK signal \( s(t) \) swings between \(-1\) and \(+1\) and that the transition time from 0 to 1, or 1 to 0, of the rectangular function arbitrarily approaches 0, we have the approximation that

\[ \sin\left( \frac{\pi}{2} s(t) \right) \approx s(t), \]  

(3.10)

Eq. (3.10) is further given by

\[ P_{out}(t) \approx P_{in}(t)s'(t) = P_{in}(t) \sum x'(k)g(t - kT), \]  

(3.11)

where \( x'(k) \) are drawn from \( \{0, 1\} \). Hence, optical intensity is achieved by OOK.

**Implementation of Optical Field Modulation**

If one wants to modulate the amplitude of optical field, and 2-ASK, for example, is adopted. We can adjust the \( V_{p-p} \) to \( 2V_n \) with a DC bias at \(-V_n\). The electrical signal \( u(t) \) is thus given by

\[ u(t) = V_n s(t) - V_x, \]  

(3.12)
where \( s(t) \) is the baseband BPSK signal that is the same as Eq. (3.8). Substituting Eq. (3.13) into (3.6), we have

\[
E_{\text{out}}(t) = E_{\text{in}}(t) \cdot \cos \left[ \frac{V_x s(t) - V_\pi}{2V_\pi} \right] \\
= E_{\text{in}}(t) \cdot \sin \frac{\pi}{2} s(t).
\]

Using the same approximation in Eq. (3.11),

\[
E_{\text{out}}(t) \approx E_{\text{in}}(t) \cdot s(t).
\]

Therefore, if one wants to achieve amplitude shift keying (ASK), the MZM is biased at the minimum transmission point with a DC bias equal to \(-V_\pi\) and the peak-to-peak voltage is \(2V_\pi\). High-level modulation formats can also be easily applied to implement optical field modulation based on the above principle.

**§3.1.2.3 Optical IQ Modulator**

In the advanced modulation formats, both the inphase and the quadrature components of optical carrier are utilized for modulation to achieve higher spectral efficiency. Equivalently, symbols are mapped into the two-dimension constellation diagram. Based on different criteria, quadrature amplitude modulation (QAM) can be implemented, and Figure 2–3 (d)-(f) provides the simplest QAM mapping scheme based on a squared constellation diagram. In principle, such modulation formats can be implemented by combining two amplitude modulation with a controlled phase between them.

Optical IQ modulator is the very modulator that implements the advance IQ modulation formats in fiber-optic communication systems, as shown in Figure 3–4 (c). It consists of two MZMs with one of them followed by a phase modulator. In practice, the phase modulator is always bias at the voltage that induces 90° phase difference between the two MZMs. Both the MZMs have the same \(V_\pi\) and are operated in the push-pull mode. The transfer function of the optical IQ modulator is
\[ E_{\text{out}}(t) = E_{\text{in}}(t) \cdot \left[ \cos \left( \frac{u_i(t)}{2V_n} \right) + j \cdot \cos \left( \frac{u_q(t)}{2V_n} \right) \right]. \quad (3.15) \]

where \( u_i(t) \) and \( u_q(t) \) are modulation signals applied on the in-phase and quadrature MZMs, respectively. Therefore, by loading the in-phase and quadrature baseband signal into the two MZM with 90° phase shift, QAM can be implemented to achieve highly spectral-efficiency modulation.

**IMPLEMENTATION OF OPTICAL QAM FORMATS**

If a QAM modulation format, for example, a 4-QAM is adopted, the baseband signal is given by Eq. (2.3), and \( x(k) \) are drawn from Figure 2–4 (b). The electrical signals of in-phase and quadrature components are thus given by

\[ u_i(t) = V_x \cdot \Re \{ s(t) \} - V_x, \quad (3.16) \]

and

\[ u_q(t) = V_x \cdot \Im \{ s(t) \} - V_x, \quad (3.17) \]

respectively. As 4-QAM is adopted, we use the same assumptions in Section §3.1.3.2. Substituting Eq. (3.17) and (3.18) into Eq. (3.16), we have

\[
E_{\text{out}}(t) = E_{\text{in}}(t) \cdot \left[ \cos \left( \pi \frac{V_x \cdot \Re \{ s(t) \} - V_x}{2V_x} \right) + j \cdot \cos \left( \pi \frac{V_x \cdot \Im \{ s(t) \} - V_x}{2V_x} \right) \right] \\
= E_{\text{in}}(t) \cdot \left[ \sin \frac{\pi}{2} \Re \{ s(t) \} + j \cdot \cos \frac{\pi}{2} \Im \{ s(t) \} \right] \\
\approx E_{\text{in}}(t) \cdot \Re \{ s(t) \} + j \cdot \Im \{ s(t) \} \\
= E_{\text{in}}(t) \cdot s(t). \quad (3.18) \]

**§3.2 Optical Fibers**

Optical fibers serve as the physical medium that is transparent to information transmission in the form of light. Optical fibers consist of a core in which light
Chapter 3 Fiber-Optic Communication Systems

Fiber-optic communication systems travel, surrounded by cladding which confines the light in the core, thanks to the phenomenon of total internal reflection that dielectric wave-guiding provided by refractive-index difference between core and cladding.

The subject revolving around the scientific research and engineering applications using optical fibers is fiber optics. There are different types of optical fibers depending on the purposes of how to use them. In fiber-optic communication systems, for example, depending on the diameter of the fiber, there are multimode fibers (MMFs), which support many propagation paths, and single-mode fibers (SMFs), which support only a single path for light propagation.

§3.2.1 Multimode Fiber

Multimode fibers, whose core diameter is fairly larger than the wavelength of light, support more than one propagation paths, i.e. transverse modes, as shown.
in Figure 3–6 (a). The standardized MMFs in optical Ethernet, for example, have core diameter about 50 μm, surrounded by cladding of 125-micron diameter. For its large diameter, multimode fibers are easy for light coupling from lasers and to photodiodes, and for joining fibers to fibers, which is a favorable property for paving fiber links. Its capacity, however, is also limited by the distortion induced from light travelling through different paths due to its large diameter. Hence, MMFs are suitable for communication systems targeting relative low data rate (< 10 Gbits) of short-reach (< 1 km) applications.

Although the divergence of propagation paths (transverse modes) in multimode fiber induces intermodal interference that limits its capacity, the feature of multimodal propagation can be utilized in an ingenious approach by multiplexing distinct light links onto different distinguishable modes for communication, multiplying the capacity of a single piece of fiber. Such technique is named mode-division multiplexing (MDM). In MDM systems, data are split into difference streams and each stream is fed into a specific mode in the MMF for transmission. If the MMF is well-designed and engineered, the data is able to travel within the MMF at their own mode, with minimum intermodal interference to other modes. At the receiver, with the advanced digital signal processing techniques for data recovery and interference cancellation, similar to the multiple-input multiple-output technique in wireless communication systems, each data stream can be de-multiplexed.

§3.2.2 Single-Mode Fiber

Single-mode fiber, in contrast to the multimode fiber, is a type of optical fiber whose core diameter is designed so small that only a single path (mode) exists for light propagation within the fiber, as illustrated in Figure 3–6 (a). Intermodal interference in single-mode fiber vanishes as a result of the single-mode transmission, and its capacity is improved significantly. The advantages make single-mode fibers suitable for high-speed (>10 Gbps) communication systems over long distance (> 1km).

Although single-mode fibers are relatively ideal channel, compared to any
other channel media including the multimode fibers, there are physical limitations still, such as chromatic dispersion, polarization-mode dispersion, and nonlinearities, in single-mode fibers, especially in the demands for fiber-optic systems over 100 Gbps targeting transmission over 40 km. In this section, we focus on the characteristics of single-mode fibers and their impacts on optical pulses that are traveling therein.

In the single-mode fiber, as an optical pulse passes through the fiber, various physical effects are given rise to changes on the light, which in most cases are regarded as impairments. Different models can be developed for different applications. In the fiber-optic communications, the optical fiber can be almost exclusively described by the following propagation equation

\[
\frac{\partial E(t, z)}{\partial z} + \frac{\alpha}{2} E(t, z) = \sum_{m=1}^{\infty} \frac{j^m}{m!} \beta_m \frac{\partial^m E(t, z)}{\partial t^m} + j \gamma |E(t, z)|^2 E(t, z),
\]  

(3.19)

where \( E(t, z) \) is the optical field at distance \( z \) and time \( t \), \( \alpha \) is the attenuation coefficient, \( \beta_m \) is the \( m \)-th order dispersion parameter, \( \gamma \) is the nonlinear parameter. It should be noted that above equation is based on some assumptions for simplification. For instance, in Eq. (3.20) single polarization is considered and the Raman Effect is omitted; the term \( E(t, z) \) is the slowly varying envelope of the pulse which can be regarded as the optical field in baseband at the central frequency \( f_0 = \omega_0 / 2\pi \), and \( \beta_m \) are defined as

\[
\beta_m = \left. \frac{\partial^m \beta}{\partial \omega^m} \right|_{\omega = \omega_0}.
\]  

(3.20)

In Eq. (3.20), the first term describes the optical field \( E(t, z) \) propagating in the fiber. The second term in the left-hand side denotes attenuation, and the two terms in the right-hand side represent chromatic dispersion and the nonlinear Kerr effect, respectively. The equation can be trimmed to be more concise and simpler form depending on the specific applications. In the section, we take a deep look on the optical single-mode fibers and formulate the transmission model for communication signals.
Eq. (3.20) is a well-enough pulse propagation model for channel characterization in fiber-optic communication systems. In this Chapter, we will study the linear models of optical fiber channels and integrate the models into the general transmission model introduced in Section §2.3 Communication Channel based on the linear time-invariant theory for the topics studied in the following Chapters. It should be noted that the nonlinearity term in Eq. (3.20) will not be considered here. However, it is one of the most important subjects in current and as well future fiber-optic systems. Especially, the compensation of nonlinear impairments should be carefully considered because fiber nonlinearity interacts with the attenuation and dispersion effects in a complicated time-frequency manner. More sophisticated models and insightful understanding on fiber-optics can be found in these excellent literatures [24, 25, 52, 53].

§3.2.2.1 Attenuation

In the pulse propagation equation of single-mode fiber in Eq. (3.20), the second term about $\alpha$ tells the effect of attenuation. In the case of, for example, a beam of unmodulated continuous wave in the fiber, an extremely simple model dealing with only attenuation arises, by forcing the left-hand side to be zero, as

$$\frac{\partial E(t, z)}{\partial z} + \frac{\alpha}{2} E(t, z) = 0,$$

with the solution

$$E(t, z) = e^{-\frac{\alpha}{2} z} \cdot E(t, 0),$$

The power of the optical signal is

$$P(t, z) = |E(t, z)|^2 = e^{-\alpha z} \cdot P(t, 0),$$

with attenuation

$$\frac{P(t, z)}{P(t, 0)} = e^{-\alpha z}.$$

In commercially available single-mode fibers, the attenuation is typically from 0.16 dB/km to 0.5 dB/km in the optical window from 1300 to 1700 with the hydrogen absorption being carefully handled. The attenuation coefficient unit
in decibel is
\[
\alpha_{\text{dB}} = 10 \log_{10} e^{-\alpha z} \quad \text{(3.25)}
\]
\[= \alpha \times 10 \log_{10} e \approx 4.343 \times \alpha.
\]

The model in Eq. (3.22) is suitable for continuous wave analysis or optical signal with fairly narrowband, which introduces negligible dispersion after fiber transmission. If the bandwidth of the optical signal is above gigahertz, chromatic dispersion should be carefully considered.

§3.2.2.2 Chromatic Dispersion

Chromatic dispersion, formulated by the first term in the right-hand side in Eq. (3.20), describes the phenomenon that the phase velocity of the optical pulse varies for different frequency components. The reason why we use light pulse in the model when referring to chromatic dispersion is because pulse occupies a relatively broad spectrum, and chromatic dispersion happens if multiple frequency components exists in the fiber. Although chromatic dispersion induces only phase change on the spectrum of the signal, the shape of the optical signal in the time domain is consequently changed, resulting in pulse broadening that is inter-symbol interference (ISI) in signal transmission.

Omitting the nonlinear part in Eq. (3.20), one obtains
\[
\frac{\partial E(t,z)}{\partial z} + \frac{\alpha}{2} E(t,z) = j \cdot \sum_{m=1}^{\infty} \frac{j^m \cdot \beta_m}{m!} \frac{\partial^m E(t,z)}{\partial t^m},
\]
\[\text{(3.26)}
\]
and the frequency duality is
\[
\frac{\partial E(\omega,z)}{\partial z} = \left[j \cdot \sum_{m=1}^{\infty} \frac{\beta_m \Delta \omega^m - \alpha}{2 m!} \right] E(\omega,z),
\]
\[\text{(3.27)}
\]
The solution to Eq. (3.28) in the frequency domain is simply
\[
E(\omega,z) = e^{\left(\frac{\alpha \omega^2}{2} + j \sum_{m=1}^{\infty} \frac{\beta_m \Delta \omega^m}{m!}\right) z} E(\omega,0)
\]
\[= e^\frac{\alpha \omega^2}{2} e^{j \beta(\omega) z} E(\omega,0), \quad \text{(3.28)}
\]
where \(\alpha\) accounts for the attenuation and \(\beta(\omega)\) for the chromatic dispersion that
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is the frequency depended phase due to the frequency depended refractive index of the fiber. The term

\[ H(w, z) = e^{\frac{\alpha}{2}z} e^{j\beta(\omega) z}, \]  

(3.29)

in Eq. (3.29) is the transfer function of the fiber channel.

From (3.29), one can easily deduce that the dispersion coefficients \( \beta_m \) we formulated in Eq. (3.20) are actually the Taylor coefficients of \( \beta(\omega) \) as

\[ \beta(\omega) = \sum_{m=1}^{\infty} \frac{\beta_m}{m!} (\omega - \omega_0)^m. \]  

(3.30)

It should be noted that in Eq. (3.31) we actually omit an initial phase parameter \( \beta_0 \), a common phase which is independent of the optical pulse and fiber channel and thus does not affect the analysis.

The first derivative of \( \beta(\omega) \), namely \( \beta_1 \), denotes the group velocity of a wave packet in the fiber. It is proportional to the angular phase velocity \( \omega \), and thus \( \beta_1 \) does not change the shape of optical pulses as they travel down through the fiber. However, in practical waveguide material for optical fibers, the material is dispersive, and it means that high order group velocity parameters, \( \beta_m \) for \( m > 2 \), are not equal to zero, and they contribute to the dispersion effect on the optical pulse.

In single-mode fibers, the second group velocity parameter, \( \beta_2 \), is the called the group velocity dispersion (GVD) parameter, and the third parameter, \( \beta_3 \), is the differential GVD parameter, etc. In practical fiber-optic systems, the second order group velocity parameter, namely GVD parameter dominates the dispersive effect in most cases.

The time-domain solution to Eq. (3.27) can be readily obtained by performing an inverse Fourier transform on \( E(\omega, z) \) in Eq (3.29) with respect to \( \omega \), as

\[ E(t, z) = \mathcal{F}[E(\omega, z)] = \frac{1}{2\pi} \int E(\omega, z) e^{j\omega t} d\omega 
\]

\[ = \frac{1}{2\pi} \int e^{\left(\frac{\alpha}{2}z + \sum_{m=1}^{\infty} \frac{\beta_m}{m!} (\omega - \omega_0)^m\right)z} E(\omega, 0) e^{j\omega t} d\omega. \]  

(3.31)

According to convolution theorem, the term,
can be abstracted from Eq. (2.32). In Eq. (3.33), \( h(t, z) \) can be regarded as the signal-dependent impulse response of the fiber channel, which is determined by the spectrum of the optical pulse transmitted inside the fiber.

In the following, we will take some special situations derived from the fiber model in Eq. (3.27) for examples, to understand how pulses propagate through an optical fiber.

**OPTICAL FIBER WITH ATTENUATION**

In an ideal optical fiber whose refractive coefficient does not change with respect to the frequency or in an optical fiber in which a beam of light with single wavelength is traveling, all the frequency components have the same velocity and thus the same delay. In other words, the group velocity is a constant, and the terms \( \beta_m = 0 \) for \( m \geq 2 \). The frequency-domain description of the optical field after a fiber transmission at distance, \( z \), is

\[
E(\omega, z) = e^{-\frac{\alpha}{2}z}e^{j\beta_m \omega z} \cdot E(\omega, 0),
\]

and the time-domain description is

\[
E(t, z) = e^{-\frac{\alpha}{2}z}e^{-j\beta_m z}E(t - \beta_z z, 0).
\]

Therefore, the frequency transfer function and the channel impulse response of the idea optical fiber with attenuation and propagation delay are given by

\[
H(\omega) = e^{-\frac{\alpha}{2}z}e^{j\beta_m (\omega - \omega_0)},
\]

and the time-domain description is

\[
h(t) = \mathcal{F}^{-1}\{H(\omega, z)\}
= e^{-\frac{\alpha}{2}z} \delta(t - \beta z),
\]

respectively.
OPTICAL FIBER WITH GROUP VELOCITY DISPERSION

In practical fiber-optic communication systems, the bandwidth of the modulated optical signal is about tens billion Hertz, which is relatively small compared to the frequency of the optical carrier $f_0 = 2\pi\omega_0$ that is typically at around hundreds of trillion Hertz. We can approximate the group velocity by using the group velocity dispersion (GVD) parameter $\beta_2$ as

$$\beta(\omega) = \beta_0 \Delta \omega + \frac{1}{2} \beta_2 \Delta \omega^2. \quad (3.37)$$

According to Eq. (3.38), the frequency-domain description of the optical field after the fiber transmission is

$$E(\omega, z) = e^{-\frac{\alpha z}{2}} e^{j\left(\beta_0 \Delta \omega + \frac{1}{2} \beta_2 \Delta \omega^2\right) z} \cdot E(\omega, 0). \quad (3.38)$$

The time-domain description of the optical field usually does not have analytical solution with respect to $E(\omega, 0)^{12}$. The transfer function of the optical fiber is given by

$$H(\omega, z) = e^{-\frac{\alpha z}{2}} e^{j\left(\beta_0 \Delta \omega + \frac{1}{2} \beta_2 \Delta \omega^2\right) z} \quad (3.39)$$

and the corresponding channel impulse response can be solved by calculating the inverse Fourier transform on Eq. (3.40), as

$$h(t, z) = \mathcal{F}^{-1}\{H(\omega, z)\}. \quad (3.40)$$

According to the convolution theorem, the time-domain description of the optical field is thus given by

$$E(t, z) = h(t, z) * E(t, 0). \quad (3.41)$$

Usually, we describe the group velocity dispersion by using a dispersion parameter, which is defined as

---

12 In some cases, closed-form solution can be obtained. For example, for Gaussian pulses.
Figure 3–6. Dispersion-induced broadening of a Gaussian pulse in a fiber at different distances (0, 25, 100 and 300 km) and pulse width (25 ps and 100 ps).

\[
D = \frac{d}{d\lambda} \left( \frac{1}{v_g} \right) = \frac{d}{d\lambda} \left( \frac{d\beta}{d\omega} \right) = \frac{d\omega}{d\lambda} \cdot \frac{d^2\beta}{d\omega^2} = -\frac{2\pi c}{\lambda^2} \beta_2,
\]

where \( v_g \) is the group velocity of the optical pulse.

To demonstrate the effect of chromatic dispersion, a Gaussian pulse is used as the input of an optical fiber with \( D = 19 \) ps/(km·nm). The pulse in the fiber at 0, 25, 100, and 300 km is illustrated in Figure 3–7. It can be seen that the extent of pulse broadening depends on the initial pulse width and transmission distance. Shorter pulses correspond to higher symbol rate and occupy broader bandwidth, and thus experience more serious dispersion-induced broadening effects than wider pulses which have narrower bandwidth and thus lower data rate. Consequently, the dispersive pulses will extend into neighboring pulses, resulting in serious ISI. In long-haul transmission systems where optical amplifiers are used to compensate the signal power loss, the accumulated dispersion in the optical pulse becomes the dominant limitation.
Optical Receiver

As the light travels down to the end of fiber link, arriving at receiver, the optical signal is perceived and converted back to electrical domain. According to the modulation formats, corresponding detection techniques should be applied.

There are two straightforward detection schemes, direct detection that converts the intensity of light beam to electrical current and coherent detection that retrieves the optical field information of light beam, including the phase and amplitude. Direct detection is the simplest and most efficient approach for intensity modulation schemes by a single photodiode, whose bandwidth can be up to 100 GHz. In direct detection system, the phase information is completely lost as the photodiode is a square-law detection. On the other hand, if advanced modulation formats, such as PSK and QAM, involving phase modulation are adopted, optical coherent detection should be employed to recover all the modulated information at the receiver end.

Optical Direct Detection

In the fiber-optic systems employing direct detection, photodiode serves as the interface that converts the optical signal back to the electrical signal, as shown in Figure 3–8. The output current of the photodiode is proportional to the input optical power (intensity), as

\[ I(t) = R \cdot |E_r(t)|^2 = R \cdot P_r(t), \]

\[ \text{(3.43)} \]
where $E_r(t)$ is the input optical field to the photodiode, $R$ is the responsivity of the photodiode, and $I(t)$ is the output electric current.

### §3.3.2 Optical Coherent Detection

In the advanced fiber-optic communication systems, information is modulated onto both amplitude and phase of an optical carrier. At the receiver, to preserve all the information in the optical field, coherent detection should be employed.

Optical coherent detection is the technique capable of extracting all the information with optimal receiver sensitivity [54]. The concept of optical coherent detection was demonstrated and attracted considerable attention during the 1980s. However, the advent of optical amplifiers and WDM technology, and the unstable phase tracking and immature high-speed digital circuits faded the interest in optical coherent detection. Although it had been theoretically shown that coherent detection can approach the capacity limit of optical-fiber channel, it is not practical in commercial optic-fiber systems until circa 2005.

Around the 2000, as the bandwidth of optical fiber was fully expanded and the Internet continued to boom, improving the spectral efficiency is one solution to cater for the capacity demand. Although differential modulation formats and self-homodyne receiver relieves the rigorous requirement of laser linewidth, receiver sensitivity is still far from the theoretical limit unless coherent detection is adopted [55]. Moreover, coherent detection, combining with digital signal processing (DSP), is capable of compensating the linear impairments completely and mitigating the nonlinear impairments in optical fiber channel [56].

The high-speed analog-to-digital convertor (ADC) and narrow linewidth local oscillator (LO), etc., enable coherent detection with DSP to compensate the linear impairment of optical fiber [57]. For example, Kikuchi et al. demonstrated a 40 Gbits/s quadrature phase shift keying (QPSK) transmission over 200 km with spectral efficiency 2.5 bit/s/Hz in 2006 [58]. In 2010, 69.1 TBits/s transmission over 240 km with spectral efficiency of 6.4 bit/s/Hz was demonstrated in 2010, in which there were 432 channels each of which conveys 171
Gb/s 16-ary QAM (16-QAM) polarization division multiplexing (PDM) signals [59].

In the optical coherent detection, the essential element comprising the optical coherent receiver is the so-called optical 90° hybrid which is essentially a 2 × 4 multimode interferometer, which has two input ports, one for signal and the other for local oscillator. The optical fields of the four output ports can be mathematically represented by

\[
\begin{pmatrix}
E_1(t) \\
E_2(t) \\
E_3(t) \\
E_4(t)
\end{pmatrix} = \mathbf{M} \mathbf{E}_m = \frac{1}{2} \begin{pmatrix} 1 & 1 & 0 & 0 \\ 1 & -1 & 0 & 0 \\ 0 & 0 & j & 0 \\ 0 & 0 & -j & 0 \end{pmatrix} \begin{pmatrix}
E_r(t) \\
E_{LO}(t)
\end{pmatrix},
\]

where \( \mathbf{M} \) is the transfer matrix of the optical 90° hybrid, and \( E_r(t) \) and \( E_{LO}(t) \) are the optical fields of incoming signal and local oscillator (LO), respectively. Following the optical hybrid, there are a pair of balanced photodiode. Providing that the responsivities of the photodiodes are the same i.e., \( R \), the output electrical currents of the balanced photodiodes are

\[
I_1(t) = R \cdot |E_1(t)|^2 - R \cdot |E_2(t)|^2,
\]

and

\[
I_Q(t) = R \cdot |E_3(t)|^2 - R \cdot |E_4(t)|^2,
\]

respectively. Substituting \( E_1(t) \) and \( E_2(t) \) into Eq. (3.46) one can get
\[ I_1(t) = \frac{1}{4} R \left[ \left| E_r(t) + E_{LO}(t) \right|^2 - \left| E_r(t) - E_{LO}(t) \right|^2 \right] \]
\[ = R \cdot \Re \{ E_r(t) E_{LO}^*(t) \}, \tag{3.47} \]
and, \( E_3(t) \) and \( E_4(t) \) into Eq. (3.47),
\[ I_0(t) = \frac{1}{4} R \left[ \left| E_r(t) + j \cdot E_{LO}(t) \right|^2 - \left| E_r(t) - j \cdot E_{LO}(t) \right|^2 \right] \]
\[ = R \cdot \Im \{ E_r(t) E_{LO}^*(t) \}. \tag{3.48} \]

Ideally, the local oscillator is a continuous wave with frequency exactly at the frequency of the optical carrier, i.e., homodyne detection. Practically, this condition, however, can be hardly achieved. In practice, the optical signal is down-converted to the baseband with some frequency offset, and the frequency offset will be eliminated via frequency offset compensation.

If the optical frequency of the local oscillator (LO) is \( f_{LO} \) with phase noise \( \theta_{LO}(t) \), and we take Eq. (3.14) into account, the received complex signal is
\[ r(t) = E_r(t) + j \cdot E_Q(t) \]
\[ = R \cdot \Re \{ E_m(t) E_{LO}^*(t) \} + j \cdot \Im \{ E_m(t) E_{LO}^*(t) \} \]
\[ = R \sqrt{P_R P_{LO}} \cdot s(t) e^{j2\pi(f_c - f_{LO})t} \cdot e^{j(\theta_r(t) + \theta_{LO}(t))} + n(t), \tag{3.49} \]
where \( s(t) \) is the complex baseband signal modulated on the optical carrier, \( P_R \) and \( P_{LO} \) are the power of the incoming signal and the LO, and \( n(t) \) is the additive noise term which includes the accumulated amplified spontaneous emission (ASE) noise from optical amplifiers and the shot noise from the laser source at the transmitter and that of LO at the receiver.

Although the frequency and phase of both the transmitter laser and the LO will drift over time in practical system, homodyne detection, in which \( f_c = f_{LO} \), is of more interest. In homodyne detection, the frequency offset between \( f_c \) and \( f_{LO} \) is negligible and the residual frequency offset can be easily compensated via DSP algorithms. Another alternative coherent detection is heterodyne detection, in which there exists obvious frequency offset between the local oscillator and the carrier frequency. The received signal is first converted to an intermediate frequency and then baseband. In practical coherent optical system, there exists a phase noise term, \( \theta(t) = \theta_r(t) + \theta_{LO}(t) \), due to the random variation
of lasers, and the phase noise can also be compensated using DSP algorithms.
Part I
In orthogonal frequency-division multiplexing, the condition of orthogonality is that the subcarrier spacing is the multiple of the reciprocal of symbol period, and both the amplitudes and the phases of the subcarriers can be employed for modulation. Fast-OFDM is the principle that the subcarrier spacing is further reduced by half to that in the OFDM that destroys orthogonality between the subcarriers, as shown in Figure 4–1. Intuitively, interference occurs as a result of the loss of orthogonality. By controlling the phase of the subcarriers of halved spacing, it can be shown that the interference can be rejected without degrading the system performance. It means that, given the same bandwidth, Fast-OFDM is able to stuff more, approximately doubled, subcarriers than OFDM. However, in the Fast-OFDM, the phases of the subcarriers are devoted without modulating information, and only one of the two quadrature components of the complex amplitudes of the subcarriers can be employed for modulation. Therefore, both the OFDM and the Fast-OFDM achieve the same spectral efficiency still.

In virtue of its unique properties, Fast-OFDM becomes more attractive than the conventional OFDM in some applications. However, problems incur in the Fast-OFDM system as the consequence of loss of orthogonality. Depending on different implementations, Fast-OFDM systems exhibit different pros and cons,
and the cons should be carefully considered and targeted accordingly.

In this thesis, we will consider both the double sideband (DSB) modulated Fast-OFDM signal in Chapter 4 and the single sideband modulated Fast-OFDM in Chapter 5 to deal with the problems arising from the loss of orthogonality.

This chapter, which is dedicated to the DSB modulated Fast-OFDM system, is organized as follows. Section §4.1 introduces the history and development of the DSB Fast-OFDM. In Section §4.2, the mathematical model of DSB Fast-OFDM system is formulated; the problems are analytically formulated to show that the channel distortion imposed on the DSB Fast-OFDM signal cannot be easily compensated, and interference occurs between the subcarrier as the convolution-multiplication property, possessed by the OFDM system, does not hold in the DSB Fast-OFDM system. Section §4.3 targets on the problems, and proposes a DSB Fast-OFDM system which is capable of equalizing the channel distortion with single-tap equalizers and of de-multiplexing the subcarriers of halved spacing without any interference. In Section §4.4, simulations are carried out in both wireless multipath fading channel and optical multi-mode fiber (MMF) channel to investigate the proposed Fast-OFDM system. In Section

Figure 4–1. Illustration of the spectra of the subcarriers of (a) conventional OFDM signal and (b) Fast OFDM signal.
§4.5, experimental results are provided to validate the feasibility of the proposed DSB Fast-OFDM system in both the conventional 1.55-μm fiber-optic system using standard silica single-mode fiber (S-SMF) and the emerging 2-μm system of hollow-core photonic bandgap fiber (HC-PBGF). Finally, Section §4.6 concludes this Chapter.

§4.1 Background

With the widespread of OFDM, multicarrier systems become extremely attractive in the blueprint of the future communication systems since the late 1990s. Different multicarrier systems were proposed conceptually or even experimentally for different applications. Other than the discrete Fourier transform (DFT) in OFDM, researchers are especially interested in the multicarrier systems employing trigonometric transforms, e.g., discrete cosine transforms (DCT) and discrete sine transforms (DST), and discrete Hartley transform (DHT).

The Birth of the Concept of Fast-OFDM

In 2002, Rodrigues and Darwazeh proposed a concept of OFDM scheme for doubling the data rate of conventional OFDM by truncating the last half of the inverse DFT (IDFT) output in OFDM systems, and termed such scheme as Fast-OFDM [60]. In the scheme, it seems that the data rate is doubled because the same number of subcarriers can be delivered using halved time to the conventional OFDM. However, only single quadrature modulation schemes, such as pulse amplitude modulation (PAM) and amplitude shift keying (ASK), can be used in the Fast-OFDM, while quadrature amplitude modulation (QAM) can be used in the OFDM systems. The Fast-OFDM actually achieves the same data rate as the OFDM. In 2003, Xiong proposed to use the real-valued cosine waveforms to implement OFDM for subcarrier multiplexing and demultiplexing rather than the complex exponential waveforms in the conventional OFDM [61]. The subcarrier spacing of cosine waveforms is halved to that of the complex exponential waveforms since the cosine waveforms allow the condition
for orthogonality that

\[
\frac{1}{T_s} \int_0^{T_s} \cos \frac{2 \pi m t}{T_s} \cos \frac{2 \pi n t}{T_s} \, dt = \begin{cases} 
1 & m = n = 0 \\
\frac{1}{2} & m = n \neq 0 \\
0 & m \neq n
\end{cases}.
\]  

(4.1)

Moreover, the continuous-time Fast-OFDM signal can be generated digitally by using the DCT.

The spectra of these two Fast-OFDM schemes are equivalent to that illustrated in Figure 4–1 (b). The difference between them is that the first one generates SSB modulated Fast-OFDM signals while the second one generates DSB modulated Fast-OFDM signals. These two schemes become the prototypes of Fast-OFDM family. In this chapter, we will focus on the DSB Fast-OFDM, and the following chapter is dedicated to the SSB Fast-OFDM.

**Limitations of Fast-OFDM for Communications**

Researchers began to investigate the possibility of applying the concept of Fast-OFDM for communications [62-67]. Soon, it was found that there exists a critical problem induced by Fast-OFDM waveforms. In the DSB Fast-OFDM, the cosine waveforms are orthogonal and the DCTs that implements the waveforms digitally, are also orthogonal. However, DCT does not possess the convolution-multiplication property as DFT. It means that if the DSB Fast-OFDM signal passes through a channel whose channel impulse response (CIR) is not an ideal Dirac impulse, the received subcarriers are no longer the products of channel frequency responses (CFR) and the transmitted subcarriers. Unwanted interference occurs between the subcarriers, resulting in significant degradation.

In fact, the cosine transform and DCT possess symmetric convolution-multiplication property, and the convolution theorem in terms of the DCT says that the DCT of the convolution of two symmetric sequences is equal to the multiplication of the DCT of the sequences [68]. The condition to meet symmetric
convolution-multiplication property requires the adoption of symmetric prefix
and suffix for the transmitted Fast-OFDM signal and also requires the CIR to
be a symmetric function. The second requirement is almost impossible for a
practical communication system because there is no practical communication
channel whose CIR function is symmetric. Moreover, the symmetric require-
ment imposes strict timing synchronization.

To deal with the symmetric requirement, compromises are made in [62, 63]
to transmit a symmetric duplicate of the Fast-OFDM signal, scarifying data
rate by half. Additional operations are required at the receiver to make the
equivalent CIR function to be symmetric. In [65], a receiver scheme is pro-
posed to adopt a complicated time-domain equalizer to firstly filter the CIR to
be symmetric before demodulating the Fast-OFDM signal. However, the ad-
vantage of using single-tap equalizers for multicarrier system for simplifying
system complexity vanishes.

FAST-OFDM IN OPTICAL COMMUNICATION SYSTEMS

Though the equalization problem makes the DSB Fast-OFDM scheme a poor
competence to the conventional OFDM, the idea of DSB Fast-OFDM was in-
troduced into optic-fiber communications in 2010 [69-73]. It is claimed that
the DSB Fast-OFDM is suitable for the intensity modulated fiber-optic systems
as the DCT directly generates the real-valued signal for transmission. On the
other hand, if one wants to adapt the conventional OFDM for intensity modu-
lation, an alternative OFDM scheme, discrete multi-tone (DMT) modulation
should be adopted by mapping image subcarriers at the negative frequency,
which are symmetric conjugations to the subcarrier at the positive frequency.
In [74], it is also shown that the DSB Fast-OFDM system is suitable for full-
field detection optical system with enhance receiver sensitivity.

In the fiber-optic communication systems, optical fiber is the almost ideal
channel for signal transmission. Especially, for the Fast-OFDM, the chromatic
dispersion in optical fiber is symmetric, and that, kind of, relieves the require-
ment of symmetric convolution for the DSB Fast-OFDM systems [75, 76].
However, strict timing synchronization is required during sampling for analog-
to-digital conversion, which greatly complicates the system [77]. In addition, chromatic dispersion is only an ideal mathematical model, and it is just one of many distortion effects in a fiber-optic system. As the data rate increases, the system becomes unstable since the shape of the CIR function of the entire system becomes far from symmetry.

§4.2 System Model of the DSB Fast-OFDM

In the Fast-OFDM system, the DSB modulated Fast-OFDM signal is the synthesis of a bunch cosine waveforms, which are mutually orthogonal, as

\[ s(t) = \sqrt{\frac{2}{T_s}} \sum_{k=0}^{N-1} \varepsilon(k) x(k) \cos(2\pi k \Delta f \times t), \quad 0 \leq t < T_s \]  

(4.2)

where

\[ \varepsilon(k) = \begin{cases} \sqrt{0.5} & k = 0 \\ 1 & k \neq 0 \end{cases} , \]  

(4.3)

is a coefficient for normalization, \( T_s \) is the symbol period, and \( \Delta f = 1 / (2T_s) \) is the subcarrier spacing. According to Eq. (4.1), the subcarriers are orthogonal. If there is no channel dispersion but noise, the received signal is given as

\[ r(t) = s(t) + v(t) , \]  

(4.4)

and each subcarrier can be demodulated by a corresponding matched filter as

\[ \hat{x}(m) = \sqrt{\frac{2}{T_s}} \varepsilon(m) \int_0^{T_s} r(t) \cos(2\pi m \Delta f \times t) \, dt \]

\[ = \frac{2}{T_s} \sum_{k=0}^{N-1} \varepsilon(k) x(k) \int_0^{T_s} r(t) \cos(2\pi m \Delta f \times t) \cos(2\pi k \Delta f \times t) \, dt \]  

(4.5)

\[ + v_{\phi}(m) \]

\[ = x(m) + v_{\phi}(m) , \]

where \( v_{\phi}(m) \) is the noise after the matched filter.

In the above model, the channel dispersion is not considered, or equivalently it is considered ideally as a Dirac delta function, namely \( h(t) = \delta(t) \). If there is
§4.2 System Model of the DSB Fast-OFDM

not the case that the channel is not ideal, the demodulation process in Eq. (4.5) does not hold. Nonetheless, if the CIR of channel is a symmetric function, one can easily, by using the property of Fourier transform, prove that the convolution-multiplication processing can be applied to the demodulation process.

§4.2.1 Digital Implementation of the DSB Fast-OFDM

The Fast-OFDM system can be implemented in discrete-time domain by using DCT, and the system diagram is illustrated in Figure 4–2. In the DCT family, there are four types of DCT with slight differences [78]. The second and the third DCT types are transformation pair, which are orthogonal to each other.

The transmitter of the DCT based Fast-OFDM system is illustrated in Figure 4–2 (a). In contrast to the conventional OFDM, the time-domain signal block is generated using IDCT, i.e., the DCT of type III, which is given by

\[ s(n) = e^{-i\Omega} \{ x(k) \} = \sqrt{\frac{2}{N}} \sum_{k=0}^{N-1} e(k)x(k)\cos \left( \frac{\pi}{N} k \left( n + \frac{1}{2} \right) \right), \quad n = 0, \ldots, N-1, \quad (4.6) \]

The received discrete-time signal without dispersion but only noise is

\[ r(n) = s(n) + v(n), \quad (4.7) \]

and similar to Eq. (4.5), the symbols can be demodulated by performing the forward DCT, as

\[ \hat{x}(m) = e^{i\Omega} \{ r(n) \} = \sqrt{\frac{2}{N}} e(m) \sum_{n=0}^{N-1} r(n)\cos \left( \frac{\pi}{N} m \left( n + \frac{1}{2} \right) \right) + e\{ v(n) \} \]

\[ = x(m) + v_{\theta}(m). \quad (4.8) \]

The system model of the transmitted signal in Eq. (4.6), the received signal in Eq. (4.7), and the demodulated symbols in Eq. (4.8) can be given in the matrix form as,

\[ s = C^T x, \quad (4.9) \]

for the transmitted signal,
for the received signal, and
\[
\hat{x} = Cr = x + v_\theta,
\]  
(4.11)
for the demodulated symbols, respectively, where \( C \) denotes the DCT matrix.
Inability of Channel Equalization

In previous analysis, channel dispersion has not been considered. In this subsection, we will first assume that the CIR function is symmetric, and the received signal distorted by channel dispersion is

$$ r = Hs + v, $$

where $H$ is the CIR matrix. According to the symmetric convolution theorem in terms of the DCT [68, 79], it is shown that symmetrical prefix and suffix, as shown in Figure 4–2 (b), should be adopted. Moreover, if the CIR of the channel is symmetric, i.e., the CIR taps satisfy that $h(l) = h(-l)$ for $l = 1, \ldots, L - 1$, the equivalent CIR matrix $H$ is the sum of a symmetric circulant matrix and a Hankel matrix which is determined by the symmetric circulant matrix. In Figure 4–3, a channel with symmetric CIR is illustrated.

The received Fast-OFDM signal is transformed DCT as

$$ y = Cr = CHs + Cv = CHC^T x + v, $$

where $H$ is the CIR matrix. According to the symmetric convolution of DCT, the channel term has an eigen-decomposition as $\Lambda_\Theta = CHC^T$, where $\Lambda_\Theta$ is a diagonal matrix, and Eq. (4.13) can be further given by

$$ y = \Lambda_\Theta x + v. $$
As $\Lambda_\Theta$ is a diagonal matrix, whose $m$-th diagonal entries is the transfer function on the $m$-th subcarrier, the transmitted symbols thus can be recovered after the channel is compensated by single-tap equalizers.

In Eq. (4.14), it is assumed that the CIR of channel is symmetric. However, in practical channels, this condition can be hardly satisfied, and the CIR function of a practical communication systems hardly can be symmetric. Moreover, in some cases, the channel is even random over time, such as the fast fading channel in radio mobile systems.

In Figure 4–4, one-shot observations of typical channels’ CIR functions and their power spectrum density (PSD) functions are provided. In Figure 4–4 (a) and (b) the ITU channel model B of pedestrian environment is considered, and in Figure 4–4 (c) and (d) a 300-m 62.5-µm MMF is used with intensity modulation and direct detection [80]. In the MMF system, the operating wavelength is 1300 nm. The beam of directly modulated laser is Gaussian with full width at half
maximum of 7 μm and a radial offset of 20 μm. It can be observed that the CIR of both channels are not symmetric. In the wireless channel, the PSD is also non-symmetric and many deep notches can be observed in the frequency domain within the 10-MHz system bandwidth. In the MMF case, direct detection is used, resulting in CIR being real values. It should be noted that although the PSD in Figure 4–4 (d) is symmetrical, the channel transfer function is complex conjugate symmetric, rather than symmetric. In addition, no frequency notch occurs in MMF within the system bandwidth of practical interest (commonly < 5 GHz).

The CFR matrices determine the features of the systems. To investigate the impact of the channel on DCT Fast-OFDM, we will analyze the CFR matrix $\Lambda = FHF^H$ in the conventional OFDM and the equivalent CFR matrix $\Lambda_\phi = CHC^T$ in the DCT based Fast-OFDM. The MMF channel is adopted, whose CIR (the power coupling coefficients of modal group delay) is shown in Figure 4–4 (c).

In Figure 4–5, the diagonal $\Lambda(m, m)$ entries and off diagonal $\Lambda(m, m \pm 1)$ entries of $\Lambda$ in both the conventional OFDM and the DCT-F-OFDM systems are plotted, respectively. The $m$-th diagonal entry is the channel gain of the $m$-th subcarrier and the off diagonal entries can be regarded as the interferences.
from adjacent subcarriers imposed on the $m$-th subcarrier. In the conventional OFDM, all of the off diagonal entries are zeros while in the Fast-OFDM the off diagonal entries are non-zero and interfered with the main diagonal entries. Therefore, it can be inferred that there exists inter-carrier interference (ICI) in the DCT Fast OFDM, as a result of the loss of the symmetric condition for the DCT.

§4.3 Proposed DSB Fast-OFDM System

To resolve the channel equalization problem in the DCT based Fast-OFDM system under generalized LTI channels, in this section, a Fast-OFDM scheme with single-tap equalization algorithm is proposed, and its system diagram is provided in Figure 4–6. Compared with previous DCT Fast-OFDM schemes, in the proposed scheme, the guard interval is padded with zeros, as shown in Figure 4–6. At the receiver, taking the ZP based GI into account, the received
signal is a linear convolution of the CIR and transmitted signal corrupted by additive noise, given by

\[ r_{2P}(n) = h(n) \ast s(n) + v(n), \quad n = 0, \ldots, N + L - 1. \]  

(4.15)

The received signal of length-\((N + L - 1)\) is zero padded to \(2N\) and take the DFT of length-\(2N\) as

\[ y(m) = \mathcal{F}_N \left[ r_{2P}(n) \right] = \mathcal{F}_N \left[ h(n) \right] \cdot \mathcal{F}_N \left[ s(n) \right] + \mathcal{F}_N \left[ v(n) \right] 
= S(m) \cdot H(m) + v_\Omega(m). \]  

(4.16)

where \(m = 0, \ldots, 2N - 1\), \(S(m)\) and \(H(m)\) are the DFT of zero-padded \(s(n)\) and \(h(n)\) of length-\(2N\), and \(v_\Omega(m)\) is the frequency-domain noise. With appropriate arithmetic operation, it can be further given by

\[ y(m) = e^{\frac{j \pi m}{2N}} H(m) \cdot e^{-\frac{j \pi m}{2N}} S(m) + v_\Omega(m) \]  

(4.17)

Using Eq. (4.6), (4.16) and (4.17), we expand \(\hat{S}(m)\) as

\[ \hat{S}(m) = \sqrt{\frac{1}{2N}} \sum_{n=0}^{N-1} s(n)e^{-\frac{2\pi i m(n+1/2)}{2N}} \]

\[ = \sqrt{\frac{1}{2N}} \sum_{n=0}^{N-1} e(k)x(k)\cos\left(\frac{2\pi k}{2N}\left(n + \frac{1}{2}\right)\right)e^{-\frac{2\pi i m(n+1/2)}{2N}} \]

\[ = \frac{1}{N} \sum_{k=0}^{N-1} e(k)x(k)\sum_{n=0}^{N-1} \cos\left(\frac{2\pi k}{2N}\left(n + \frac{1}{2}\right)\right)e^{-\frac{2\pi i m(n+1/2)}{2N}} \]

\[ = \sum_{k=0}^{N-1} x(k)G(k,m). \]  

(4.18)

The real part of \(G(k, m)\) is

\[ G_k(m) = \Re\left[G(k,m)\right] \]

\[ = \frac{e(k)}{N} \sum_{n=0}^{N-1} \cos\left(\frac{2\pi k}{2N}\left(n + \frac{1}{2}\right)\right)\cos\left(\frac{2\pi m}{2N}\left(n + \frac{1}{2}\right)\right) \]

\[ = \begin{cases} 
1 & m = 0 \\
0.5\delta(m-k) & m = 1, \ldots, N-1 \\
0 & m = N \\
-0.5\delta(m-k) & m = N+1, \ldots, 2N-1 
\end{cases} \]  

(4.19)

where \(\delta(m)\) is the Kronecker delta function, which equals one for \(m = 0\) and
equals 0 otherwise. In Eq. (4.19), $G_R(k, m)$ is skew-symmetric around $N$, for $m = 1, \ldots, 2N - 1$.

Assuming that the channel is perfectly estimated at the receiver, the phase of channel can be compensated first. Because the symbols are ASK modulated which is real-valued, we can extract the real part of the signal as

$$y'(m) = \Re\left[\hat{H}^*(m)y(m)\right]$$

$$= \Re\left[|\hat{H}(m)|^2 \sum_{k=0}^{N-1} x(k)G(m, k) + \hat{H}^*(m)v_\Omega(m)\right]$$

$$= |\hat{H}(m)|^2 \sum_{k=0}^{N-1} x(k)G_R(m, k) + \hat{v}_R(m),$$

where $\hat{v}_R(m) = \Re\{\hat{H}^*(m)v_\Omega(m)\}$. Substitute Eq. (4.19) into (4.20)

$$y'(m) = \left|\hat{H}(m)\right|^2 \times \begin{cases} x(m) + \hat{v}_R(m) & m = 0 \\ 0.5x(m) + \hat{v}_R(m) & m = 1, \ldots, N - 1 \\ \hat{v}_R(m) & m = N \\ -0.5x(2N - m) + \hat{v}_R(m) & m = N + 1, \ldots, 2N - 1 \end{cases}$$

In Eq. (4.21), the estimation of $x(m)$ can be obtained by multiplying $y'(m)$ with $|\hat{H}(m)|^{-2}$ in the positive frequency $m = 1, \ldots, N - 1$, or the negative frequency $N + 1, \ldots, 2N - 1$. However, to maximally combine the received signal, we can combine the positive and negative symmetrically as

$$x'(m) = y'(m) - y'(2N - m)$$

$$= \frac{1}{2}\left(|\hat{H}(m)|^2 + |\hat{H}(2N - m)|^2\right)x(m) + \hat{v}_c(m)$$

$$= \hat{H}_c(m)x(m) + \hat{v}_c(m),$$

where $\hat{v}_c(m) = \hat{v}_R(m) - \hat{v}_R(2N - m)$. As a result, the symbol on the $m$-th subcarrier can be easily compensated by a single-tap equalizer with coefficient $\hat{H}_c(m)$. The advantage of Eq. (4.22) is that it can combine the information symbols with maximal SNR if the positive and negative frequency response is not symmetrical, an example can be observed in Figure 4–4 (b), which is common in wireless communication systems.
§4.4 Numerical Simulation

Simulations are performed to validate the feasibility and advantage of the proposed algorithm using MATLAB®. In the simulations, both wireless fading channel and fiber-optical MMF channel are considered to study the impacts of channels. It can be observed in Figure 4–4, the CIR of the channels are not symmetrical, and previous Fast OFDM schemes with single-tap equalizer cannot be used in such channels easily [63-67]. For comparison, frequency domain equalization (FDE) with block transmission is adopted [81-83] for the Fast OFDM based on DCT under these channels.

In the simulation, the wireless channel is modelled based on the ITU channel model B of pedestrian environment. In the MMF channel model, the operating wavelength is 1300 nm. The beam of direct modulated laser is Gaussian with full width at half maximum of 7 μm and with a radial offset of 20 μm. In the wireless channel, coherent receiver is always used and thus the PSD function is not symmetric while the PSD function in MMF channel is symmetric because direct detection is used, as illustrated in Figure 4–4.

§4.4.1 Results under Wireless Channel

In the wireless simulation, the system bandwidth is 10 MHz and it is divided into 256 subcarriers. Both 2-ASK and 4-ASK are used. ZP-based GI is used in both schemes with the length 64. Zero-forcing (ZF) equalizer is applied in the proposed scheme, and in the FDE based Fast OFDM, both the minimum mean square error (MMSE) and ZF are adopted for comparison.

Figure 4–7 (a) and (b) show the BER versus $E_b/N_0$ for both the FDE based Fast OFDM and the proposed scheme. $E_b$ and $N_0$ represent the signal power per bit and the noise spectral density, respectively. In the FDE based Fast-OFDM, the MMSE equalizer requires an $E_b/N_0$ 11 dB less than the ZF equalizer to achieve a bit error rate (BER) = $10^{-5}$ for 2-ASK. The SNR advantage reduces to 4 dB for 4-ASK for its higher sensitivity to the noise enlargement. In the FDE based Fast OFDM using either criterion, noise at a spectral null is ampli-
fied after equalization and degrades the performance of corresponding subcarriers. In addition, the amplified noise also spreads over other subcarriers when the signal is transformed from the frequency domain to the cosine domain using IFFT and DCT. In contrast, in the proposed scheme, the subcarrier at the positive and negative frequency with different frequency responses are maximally combined to mitigate the noise enlargement problem. In addition, decision can be directly made subcarrier by subcarrier after equalization so that the noise spreading effect does not exist. Therefore, the proposed scheme outperforms the FDE scheme based on MMSE by about 5 dB and 13 dB at BER = $10^{-5}$ for 2-ASK and 4-ASK, respectively.

§4.4.2 Results under Optical Multimode Fiber Channel

In the simulation under the optic MMF channel, we use intensity modulation and direct detection. The sampling rates of the digital-to-analog and analog-to-digital converters are 10 GS/s and the number of subcarriers is 256, of which 192 subcarriers are used for modulation. The electrical bandwidth is about 4
GHz. In optical systems, reliability is required, and the system bandwidth commonly operates without spectral nulls. Within the system bandwidth (~4 GHz), we can see from Figure 4–4 (d) that the spectral power profile has no deep notches and is also symmetric. The level of the DC bias is optimized to balance the clipping noise and the DC-induced power penalty.

Figure 4–8 shows the BER versus the SNR. Because there is no notch in the spectrum, the MMSE-based FDE scheme shows only slightly better performance than the ZF-based scheme. It is also shown that in contrast to the wireless channel, the proposed Fast OFDM scheme and the MMSE-based FDE scheme have similar performance. It is because the PSD is symmetric such that the averaging effect in terms of the SNR in Eq. (4.22) is the same as that of the FDE-based scheme. In addition, the benefit of avoiding the noise spreading vanishes. Therefore, it can be inferred that the performance advantage of the proposed scheme over the FDE-based scheme occurs under channels with non-symmetric PSD.
Figure 4–9. Experiment setup of the proposed optical IM/DD fast OFDM under 1.55 μm standard SMF and 2 μm HC-PBGF systems; the component surrounded by a dashed line is exclusive to the 2 μm system. The insets (a)-(c) illustrate the measured electrical spectra of the signal, and the insets (d)-(h) are the measured optical spectra in the 2 μm system at the positions indicated in the experiment setup, respectively.
§4.5 Experimental Implementation

In this section, we implement the proposed algorithm into experiments in fiber-optic system using standard SMF (S-SMF) at 1.55 μm and the new HC-PBGF at 2 μm.

§4.5.1 Experimental Setup

In Figure 4–9, the block diagram and experimental setup of the proposed optical IM/DD fast OFDM are shown. The bit stream was encoded into 4-ASK symbols and was grouped into block of length $M = 288$ for serial-to-parallel (S/P) conversion. To reduce the peak to average power ratio of the fast OFDM signal, DCT precoding was used before multiplexing the symbols into subcarriers [84], i.e. the $M$ ASK symbols were first operated by a length-$M$ DCT before subcarrier multiplexing. Then the time domain signal was generated by inverse DCT (IDCT) of length-$N$, where $N = 384$ was larger than $M$ for oversampling to separate the aliasing signal. The first $d = 6$ inputs of the IDCT were set to be zeros to avoid DC coupling. In the proposed scheme, the guard interval of length-16 was padded with zeros to avoid inter-symbol interference (ISI), and then the signal was parallel-to-serial (P/S) converted.

The time-domain signal was generated using MATLAB® and uploaded to the arbitrary waveform generator (AWG) with a DAC sampling rate of 12 GS/s. Thus, the bandwidth of the electrical signal was $12 \times (6 + 288) / 384 / 2 \approx 4.6$ GHz, as shown in inset (a) of Figure 4–9. In the experiment, 4-ASK format was adopted, and thus the data rate excluding guard interval was $12 \times 2 \times 288 / 384 = 18$ Gbit/s. To remove the aliasing signal, a low-pass filter (LPF) with 3-dB bandwidth of 5 GHz was used. The filtered electrical signal (see inset (b)) was fed into an electrical amplifier (EA) to drive the MZM for data modulation.

In the 1.55 μm system, the $V_\pi$ of the MZM was about 3.5 V and the MZM was biased at the optimal point for intensity modulation. The optical power into the fiber was −2 dBm. The 80 km link consisted of two loops of 40 km corning SMF-28e+ standard SMF (SSMF) with attenuation coefficient $\leq 0.2$
dB/km and dispersion coefficient ≤18 ps/(nm·km). At the receiver end, the received optical signal was amplified by an Erbium-doped fiber amplifier (EDFA). A 0.3 nm optical band-pass filter (OBPF) was used to remove the out-of-band amplified spontaneous emission (ASE) noise. The optical signal power to the photodiode (PD) was controlled by an optical power controller at a fixed power of 4 dBm.

On the other hand, the $V_{\pi}$ of the 2 μm MZM was about 9.5 V. The HC-PBGF had a 19-cell core structure with a length of 1.15 km. Its attenuation coefficient was about 2.8 dB/km at $\lambda = 1990$ nm wavelength [30]. Both ends of the HC-PBGF were pigtailed for single mode operation [85]; the total insertion loss of the connectorized HC-PBGF span was 9.5 dB. The output power of the 2 μm laser was 0 dBm, and decreased to −11 dBm after the MZM. Due to the power limitation of the 2 μm laser and the insertion loss of the HC-PBGF, the output of the MZM was followed by a home-made Thulium-doped fiber amplifier (TDFA) to boost the input power into the HC-PBGF. At the receiver, another TDFA was used, followed by a 1.6-nm OBPF to remove the out-of-band ASE noise. The input optical power into the 2 μm photodiode was controlled at −3 dBm. The optical spectra of the 2 μm system are illustrated in insets (d)-(h).

In both systems, the received electrical signal was amplified and filtered by a LPF with a 3-dB bandwidth of 5 GHz, and sampled by a real-time oscilloscope, with an ADC sampling rate of 50 GS/s for offline processing. The signal was resampled to 12 GS/s and was processed by the receiver DSP algorithm based on Figure 4–9. Each signal frame consisted of a start-of-frame symbol, 8 frequency comb-type pilot symbols [86] and a payload consisting of 256 fast OFDM symbols. After symbol synchronization to identify the start of each fast OFDM symbol block, the fast OFDM signal was serial-to-parallel (S/P) converted. Channel estimation was realized using the pilot symbols.

In the proposed receive algorithm, fast OFDM symbols, including the guard interval, were zero-padded to length $2N$ before a length-$2N$ DFT. Based on the linear convolution theory and the relationship of the DCT and the DFT, the signal after phase compensation, $y'(m)$, can be derived as
\[ y'(m) = \begin{cases} 
  |\hat{H}(m)|^2 x(m) + j \cdot C(m) & m = 0 \\
  \frac{1}{2} |\hat{H}(m)|^2 x(m) + j \cdot C(m) & m = 1 \ldots N - 1 \\
  0 & m = N \\
  -\frac{1}{2} |\hat{H}(m)|^2 x(2N - m) + j \cdot C(m) & m = N + 1 \ldots 2N - 1 
\end{cases}. \tag{4.23} \]

where \( \hat{H}(m) \) and \( x(m) \) are the channel frequency response and the transmitted data at the \( m \)-th subcarrier, respectively, and \( C(m) \) represents the crosstalk on the \( m \)-th subcarrier from adjacent subcarriers. Note that \( x(m) \) is real-valued in fast OFDM and the crosstalk is projected to the imaginary axis, therefore the signal \( x'(m) \) can be obtained as

\[ x'(m) = \Re \{ y'(m) - y'(2N - m) \} = \frac{1}{2} \left( |\hat{H}(m)|^2 + |\hat{H}(2N - m)|^2 \right) x(m). \tag{4.24} \]

The response at the \( m \)-th subcarrier is the average of \( |\hat{H}(m)|^2 \) and \( |\hat{H}(2N - m)|^2 \), which do not have to be the same. In addition, the averaging provides spectral diversity and can improve the system performance when the power spectral density of the channel is asymmetric. After equalization of the amplitude of \( x'(m) \), the received information bits were detected for bit-error rate (BER) calculation.

For comparison, the frequency domain equalization (FDE) based on zero-forcing (ZF) was adopted in the experiment for compensating the non-symmetrical channel dispersion [87]. In the FDE based fast OFDM, the guard interval was also zero-padded to avoid any adjustment at the transmitter.

### §4.5.2 Experimental Results

Firstly, the temporal and frequency responses of the physical channels in the experiment were measured. In Figure 4–10 (a)-(c), the CIRs and channel frequency responses (CFRs) of the 1.55-\( \mu \)m system are provided, respectively. The small tails, about 1 ns period, in the CIRs are mainly due to the anti-aliasing filter used in the experiment. In Figure 4–10 (d)-(f), the CIRs and CFRs of 2-\( \mu \)m system are provided, respectively. Similar CIR profiles are observed, except that the tails of the CIRs in the 2-\( \mu \)m system are slightly longer
than those at 1.55-μm.

Due to the asymmetric CIR tail, as observed in Figure 4–10, the conventional fast OFDM cannot be applied to compensate the channel dispersion [30, 32, 61, 69, 72, 73], unless the equalization algorithms in [63, 65] are used. The FDE-based method is selected for comparison in this section because it shows as the most competitive solution to the proposed scheme in terms of the performance and complexity tradeoff.

§4.5.2.1 Results in the Standard SMF System at 1.55 μm

In Figure 4–11, the bit error rate (BER) performance was measured against the received (OSNR) with a resolution of 0.1 nm, which equals to 12.5 GHz bandwidth at 1.55 μm. At a BER of $10^{-4}$, the required OSNR is 32.5 dB in the B2B
The inset (a) in Figure 4–11 illustrates the received signal constellation in the 1.55 μm system with back-to-back (B2B) at an OSNR of 32 dB. It can be observed that the interference is completely located in the imaginary axis. The inset (b) is the BER of each subcarrier in the proposed scheme in both B2B and 80 km SSMF cases. Only a slight OSNR penalty occurs after 80 km SSMF transmission compared to the B2B case, which is introduced by the fading effect due to direct detection. In Figure 4–11, the FDE based fast OFDM gets about 1-dB OSNR penalty with respect to the proposed scheme at BER = 10^{-4}. On the other hand, in the FDE based fast OFDM, one IFFT, one FFT and one DCT are required at the receiver end, resulting in higher implementation complexity. These confirm that the proposed single-tap equalization algorithm shows advantages in both performance and complexity over the FDE based scheme.
§4.5.2.2 Results in the HC-PBGF System at 2 μm

In Figure 4–12, the BER versus OSNR performance was measured in the 2-μm HC-PBGF system. The OSNR resolution is 0.1 nm which equals to 7.5 GHz at 2 μm. The received signal constellation of B2B case is provided in the inset (a) at an OSNR = 32 dB, and inset (b) shows the BER of each subcarrier in both B2B (■) and 1.15 km HC-PBGF (▲) cases.

Figure 4–12. BER versus OSNR of the proposed and FDE based fast OFDM in the 2-μm HC-PBGF system. Inset: (a) the received signal constellation of the proposed scheme in B2B case; (b) the BER of the subcarriers in both B2B (■) and 1.15 km HC-PBGF (▲) cases.
It should be noted that the OSNR at 0.1 nm resolution in the 1.55 and 2 μm systems corresponds to 12.5 GHz and 7.5 GHz, respectively. Therefore, at a fixed OSNR, there will be $10 \times \log_{10}(12.5 / 7.5) = 2.2$ dB SNR (rather than OSNR) difference between the 1.55 and 2 μm systems. It means that although the 1.55 μm requires about 0.5 dB higher OSNR to achieve a BER = $10^{-4}$ in the B2B case, it still outperforms the 2 μm systems by 1.7 dB.

§4.6 Summary

In this section, we proposed a DCT-F-OFDM scheme to efficiently compensate generic LTI channels without the symmetric constraint on CIR with single-tap equalizers. In the proposed scheme, a conventional DCT-F-OFDM transmitter is adopted with DCT of length-$N$ and the guard interval is zero-padded. At the receiver, the DFT of length-$2N$ is used to compensate the channel dispersion with single-tap equalizers. After equalization, symbols are demultiplexed from each subcarrier without ICI and additional operations.

Simulations are performed to validate its feasibility under both the wireless multipath fading and optical MMF channels. Compared to previous methods, the proposed scheme is simpler and avoids the sacrifice of the net data rate. We have particularly compared this scheme with the FDE-based DCT-F-OFDM. It is shown that, except for lower complexity, the proposed scheme can achieve better performance than the FDE-based Fast OFDM under channels with non-symmetric PSD.
Chapter 5

Single-Sideband Modulated Fast-OFDM

In the DSB modulated Fast-OFDM system, information is modulated onto the cosine waveforms. According to the Fourier analysis, the cosine waveforms symmetrically distributes the information in two conjugate sidebands around the central frequency. In the baseband transmission, the central frequency is at zero, and the DSB Fast-OFDM signal achieves the Nyquist rate for information transmission. Thus, the DSB Fast-OFDM systems can be suitable for baseband related systems, such as the ADSL system and optical system of intensity modulation.

In a passband transmission system with coherent detection, one of the conjugate sidebands can be removed since they contain the same information and cutting either of them for transmission, as shown in Figure 5–1, doubles the spectral efficiency. The corresponding signal is SSB modulated Fast-OFDM signal. The SSB modulated signal can be generated in different ways. One can pass the DSB modulated signal to a filter, termed as Hilbert filter that removes one sideband out of the signal and preserves the other, as the one illustrated in Figure 5–1 (b). One can also generate a quadrature signal, which is the Hilbert pair of the DSB modulated Fast-OFDM signal, achieving SSB modulation.

In the SSB modulated Fast-OFDM systems, because of the halved subcarrier spacing, the same signal transmission problem exists as that in the DSB Fast-
OFDM, and the situation becomes somewhat bitter because the subcarriers in the SSB modulated Fast-OFDM signal is not even orthogonal and no convolution-multiplication property exists, nor even the symmetric one of DCT. In this Chapter, we will focus on the SSB modulated Fast-OFDM systems, dealing with the signal transmission problem induced by the halved subcarrier spacing.

The chapter is organized as follows. Section §5.1 briefly introduces the history of SSB modulated Fast-OFDM. In Section §5.2, the mathematical model of the SSB Fast-OFDM is formulated. It is shown that, except to the equalization problem due to the lack of a convolution-multiplication property, there is...
severe inter-carrier interference (ICI) in the digital implementation of the SSB Fast-OFDM system. Moreover, the ICI is analytically investigated and the performance is derived in closed form for system evaluation. In Section §5.3, we propose a SSB Fast-OFDM system which is able to get rid of the ICI and the single-tap equalizers can be adopted for efficiently compensating channel distortion. In Section §5.4, simulation are performed to validate the feasibility and advantages of the proposed scheme, and Section §5.5 provides the experiment results in coherent optical system. Conclusion is finally provided in Section §5.6.

§5.1 Background

The concept of Fast-OFDM first proposed by Rodrigues and Darwazeh in 2002 is the scheme that generates the SSB modulated Fast-OFDM signal [60]. In the system, the transmitter generates the conventional OFDM signal and then truncates the last half of the IDFT output. Based on the Fourier analysis, compressing a waveform in time by half is equivalent to extend its spectrum by a factor of 2 in frequency. The process of generating the SSB modulated Fast-OFDM signal by truncating the time-domain OFDM signal is shown in Figure 5–2. In the conventional OFDM system, the subcarrier spacing is equal to the first null point of the spectra of subcarriers. If one truncates the conventional OFDM signal by half, though the subcarrier spacing remains unchanged, the spectra of the subcarriers extend by a factor of 2. Equivalently, the normalized subcarrier spacing is halved to that in OFDM. In Figure 5–2 (d), at some frequency point, $k\Delta f$, the subcarrier will be interference by adjacent subcarriers. Nonetheless, it is shown in that [60], as long as the symbols are real-valued, the interference can be properly rejected from the signal wanted. However, in [60], when implementing the system digitally using discrete Fourier transform, the interference between the subcarrier has not been considered.

Until 2010, as the DSB modulated Fast-OFDM has been considered again in optical communications [62-67], the SSB modulated Fast-OFDM was also being studied [88-91]. In [88], the SSB modulated Fast-OFDM similar to [60]
is studied by assuming that the channel is perfectly compensated before subcarrier demodulation. In [89], an interesting approach is demonstrated by interleaving two conventional OFDM signals with frequency offset equal to half of the subcarrier spacing. However, the scheme reduces the efficiency of the DAC by half and it is only demonstrated experimentally over DSB modulated optical carrier at a data rate of 10 Gbps. Still, the ICI due to non-orthogonal waveforms exists in these studies, and channel compensation cannot be done by single-tap equalizers in a straight manner. Several studies followed to deal with the ICI problem. For example, the authors in [90] considered the ICI problem, and proposed to use additional subcarriers to estimate the ICI, sacrificing the spectral efficiency of the system. In [91], it is shown that by using the fourth type DCT and DST at the receiver, the ICI can be completely eliminated, and symbols on the subcarriers of halved spacing can be perfectly demodulated without the loss of spectral efficiency. Nonetheless, the channel is assumed

Figure 5–2. Illustration of (a) the waveform of OFDM signal and (b) its spectrum, and (c) the corresponding Fast-OFDM signal by truncating the signal by half, and (d) its spectrum.
perfect in [88-91], and therefore the SSB modulated Fast-OFDM system cannot be realized practically.

§5.2 Mathematical Model of SSB Fast-OFDM

In this section, we will introduce the system model of the SSB modulated Fast-OFDM. Based on the model, the ICI problem due to the loss of orthogonality and the equalization problem due to the loss of convolution-multiplication property will be analytically studied.

In the SSB modulated Fast-OFDM system, assume that the symbol period is $T_s$, and there are $2N$ subcarriers with subcarrier spacing $\Delta f = 1 / 2T_s$. Thus, the continuous-time domain Fast-OFDM signal is

$$s(t) = \sqrt{\frac{1}{T_s}} \sum_{k=0}^{2N-1} x(k)e^{j2\pi k\Delta f t}, \quad 0 \leq t < T_s. \quad (5.1)$$

Here, channel dispersion is not considered, and the received signal is

$$r(t) = s(t) + v(t). \quad (5.2)$$

where $v(t)$ is the noise term. The symbol on the $m$-th subcarrier can be demodulated by its matched filter, as

$$\hat{x}(m) = \sqrt{\frac{1}{T_s}} \int_0^{T_s} r(t) e^{-j2\pi m\Delta f t} \, dt$$

$$= \frac{1}{T_s} \sum_{k=0}^{2N-1} x(k) \int_0^{T_s} e^{-j2\pi m\Delta f t} e^{j2\pi m\Delta f t} \, dt + \int_0^{T_s} v(t) e^{j2\pi m\Delta f t} \, dt$$

$$= \frac{1}{T_s} \sum_{k=0}^{2N-1} x(k) \int_0^{T_s} e^{-j2\pi (k-m)\Delta f t} \, dt + v_\Theta(m) \quad (5.3)$$

$$= \sum_{k=0}^{2N} e^{-j\frac{\pi}{2}(m-k)} \sin \frac{\pi}{2} \frac{(m-k)}{(m-k)} x(k) + v_\Theta(m),$$

where $v_\Theta(m)$ is the noise after matched filter. In Eq. (5.3), the coefficients in the last equation can be further expressed as
\[ G(m-k) = e^{\frac{j\pi}{2}(m-k)} \frac{\sin \frac{\pi}{2}(m-k)}{\frac{\pi}{2}(m-k)} \]

\[
\begin{cases}
1 & \text{if } m = k \\
0 & \text{if } m \neq k, \ |m-k| \equiv 0(\text{mod } 2) \\
j^{m-k} \frac{\sin \frac{\pi}{2}(m-k)}{\frac{\pi}{2}(m-k)} & \text{if } m \neq k, \ |m-k| \equiv 1(\text{mod } 2)
\end{cases}
\] (5.4)

which are real-valued in the third condition that \( m \neq k \) and \( |m-k| \equiv 1(\text{mod } 2) \). Considering the above equation, Eq. (5.3) can be further given as

\[ \hat{x}(m) = x(m) + \sum_{k=m, |m-k| \equiv 1(\text{mod } 2)} G(m-k)x(k) + v_o(m), \] (5.5)

in which the interference term is an imaginary number.

Therefore, if the transmitted symbols are modulated in real-valued, such as ASK, at the receiver, the transmitted symbols can be recovered by discarding the imaginary part after demodulation, as indicated in Eq. (5.5).

It should be noted here that it assumes the system is perfectly synchronized and that channel dispersion has not been considered in the above system model. If there is dispersion or there is any synchronization misalignment, it can be easily proved that the symbols are longer recoverable and the SSB modulated Fast-OFDM system will not be working correctly. Compared to the DSB Fast-OFDM system, there is no convolution-multiplication property existing. As a consequence, it becomes a challenge when one tries to implement the SSB Fast-OFDM system.

§5.2.1 Digital Implementation of the SSB Fast-OFDM

In the continuous-time model of the SSB Fast-OFDM system, it is shown that if only real-valued modulated format is adopted, and the system is perfectly synchronized without any distortion, the SSB Fast-OFDM signal is recoverable.
by rejecting interference from adjacent subcarriers onto the imaginary plane. However, the system should be practically implemented using digital approach by using the advanced DSP technology. In this section, we will present the digital implementation of the SSB Fast-OFDM, and it is shown that, except to the inability to deal with channel dispersion, there exists severe inter-carrier interference in the digital system even there is no dispersion existed.

Figure 5–3 illustrates the system diagram of the conventional SSB modulated Fast-OFDM based on DFT.

\[ s(n) = \frac{1}{N} \sum_{k=0}^{2N-1} x(k) e^{\frac{2\pi i nk}{2N}}, \quad n = 0, \ldots, N-1. \]  

(5.6)

Here, the system is also perfectly synchronized and channel dispersion is not considered. At the receiver, the received length-\(N\) signal is extended to length \(2N\) by padded zeros, and inverse operation is performed with a length-\(2N\) DFT, as
\[
\hat{x}(m) = \sqrt{\frac{1}{N}} \sum_{k=0}^{N-1} x(k) e^{-j \frac{2\pi}{2N} nk}, \quad n = 0, \ldots, N-1. \tag{5.7}
\]

Substitute Eq. (5.6) into (5.7), as

\[
\hat{x}(m) = \sqrt{\frac{1}{N}} \sum_{k=0}^{2N-1} x(k) \sum_{n=0}^{N-1} e^{-j \frac{2\pi}{2N} n(m-k)}. \tag{5.8}
\]

The inner summation in Eq. (5.8) is given by

\[
G_D(m-k) = \sum_{n=0}^{N-1} e^{-j \frac{2\pi}{2N} n(m-k)} = \delta(m-k) + \delta((m-k-1)_2) \left[ 1 + j \cot \frac{\pi}{2N}(m-k) \right], \tag{5.9}
\]

where \((\cdot)_2\) denotes modulo-2 operator. Discarding the imaginary part of \(G_D(m-k)\) and substituting it back into Eq. (5.8), the signal on the even and the odd subcarriers can be respectively given by

\[
\hat{x}_e(2m) = \Re \{ y(2m) \} = x(2m) + \frac{1}{N} \sum_{k=0}^{N-1} x(2k+1), \tag{5.10}
\]

and

\[
\hat{x}_o(2m+1) = \Re \{ y(2m+1) \} = x(2m+1) + \frac{1}{N} \sum_{k=0}^{N-1} x(2k). \tag{5.11}
\]

It can be observed from Eq. (5.10) and (5.11) that the interference terms come from neighboring subcarriers, and the interference on the even or the odd subcarriers is identical.

**§5.2.2 Inter-Carrier Interference in SSB Fast-OFDM**

As shown in previous subsection, there is ICI between the subcarriers because the transform pair, indicated in Eq. (5.6) and (5.7), in the digital implementation are not orthogonal (unitary). Moreover, the transform pair do not possess
the convolution theory of any form. Therefore, if there exists dispersion in the channel, the performance of system will be significantly degraded.

In this section, by assuming perfect sampling time and synchronization, the bit-error rate (BER) performance is analytically derived in closed-form expression to show the mechanism of the degradation due to the ICI in conventional Fast-OFDM system [60, 88-91] under AWGN channel.

IMPACT OF THE INTER-CARRIER INTERFERENCE

The interference terms are given in Eq. (5.10) for the even subcarriers and in Eq. (5.11) for the odd subcarriers. Rewriting the interference terms below, as

\[ e_{\text{IC}}(2m) = \Re \{ e_{\text{ICI}}(2m) \} = \frac{1}{N} \sum_{k=0}^{N-1} x(2k+1), \]  
(5.12)

and

\[ e_{\text{IC}}(2m+1) = \Re \{ e_{\text{ICI}}(2m+1) \} = \frac{1}{N} \sum_{k=0}^{N-1} x(2k). \]  
(5.13)

In the Fast-OFDM system, the \( M \)-ary ASK symbols \( x(k) \) are independent and identically distributed with mean \( \mu = 0 \) and variance (signal power) \( \sigma^2 = \sigma_s^2 \). According to the central limit theorem, as \( N \) increases, the interferences

\[ e_{\text{IC}}(m) \xrightarrow{d} \mathcal{N}\left(0, \frac{\sigma_s^2}{N}\right), \]  
(5.14)

which has a mean \( \mu_e = 0 \) and a variance \( \sigma_e^2 = \sigma_s^2 / N \). Assuming that the signal-to-noise ratio (SNR) is \( \lambda_{\text{SNR}} = \sigma_s^2 / \sigma_n^2 \), where \( \sigma_n^2 \) is the noise power, and that the ICI and the noise are mutually independent, the signal-to-interference-and-noise ratio (SINR) thus is given by

\[ \lambda_{\text{SINR}} = \frac{\sigma_s^2}{\sigma_e^2 + \sigma_n^2} = \frac{\sigma_s^2}{\frac{\sigma_s^2}{N} + \sigma_n^2} \]

\[ = \frac{\lambda_{\text{SNR}}}{1 + \frac{\lambda_{\text{SNR}}}{N}} \]  
(5.15)
In Eq. (5.15), it can be observed that the SINR $\lambda_{\text{SINR}}$ is determined by the SNR $\lambda_{\text{SNR}}$ and the number of subcarriers $N$. If SNR is fixed, as $N$ increases, $\lambda_{\text{SINR}}$ approaches $\lambda_{\text{SNR}}$. It implies that the larger the number of subcarriers $N$ is, the smaller the interference $\lambda_{\text{SINR}}$ becomes. In Figure 5–4, the relations between $\lambda_{\text{SNR}}$ and $\lambda_{\text{SINR}}$ are plotted with various $N$, from 16 to 4096. It can be observed that the SINR decreases as the number of subcarriers $N$ increases, and the achievable SINR is limited by the parameter $N$. If one gets $\lambda_{\text{SNR}} \to +\infty$, it can be obtained that

$$\lim_{\lambda_{\text{SNR}} \to +\infty} \lambda_{\text{SINR}} = \lim_{\lambda_{\text{SNR}} \to +\infty} \frac{\lambda_{\text{SNR}}}{1 + \frac{\lambda_{\text{SNR}}}{N}} = N. \quad (5.16)$$

It indicates that the upper bound of the achievable SINR $\lambda_{\text{SINR}}$ is solely determined by the number of subcarriers $N$, as the SNR $\lambda_{\text{SNR}}$ goes large enough. For example, in the cases of $N = 16, 64, 256$, the upper bounds are about 12.04, 18.06, and 24.08 dB, respectively. Even for $N = 4096$, the achievable SINR cannot go beyond 36.12 dB. It should be noted that $N$ is chosen to be no greater

![Figure 5–4. The analytically relationship between $\lambda_{\text{SNR}}$ and $\lambda_{\text{SINR}}$ with respect to $N$, defined in Eq. (5.15).](image)
than 2048 or 4096 in practical applications to balance implementation complexity and performance.

Derivation of Closed-Form BER Performance

With the application of central limit theorem in Eq. (5.14), the SINR is derived in closed form in Eq. (5.15). It means that as the number of subcarriers is large enough, the interference term due to the ICI can be modeled as additive white Gaussian noise. Therefore, with the parameter \( \lambda_{\text{SINR}} \), it is possible to derive the closed-form BER performance of the Fast-OFDM systems.

If \( M \)-ary ASK is adopted, for example, substituting \( \lambda_{\text{SINR}} \) into the BER function of ASK [92], the BER performance can be approximately given by

\[
P_{e-\text{ASK}} \approx \frac{2}{\log_2 M} \left(1 - \frac{1}{M}\right) Q\left(\frac{6}{M^2 - 1} \lambda_{\text{SINR}}\right)
\]

\[
= \frac{2}{\log_2 M} \left(1 - \frac{1}{M}\right) Q\left(\frac{6}{M^2 - 1} \frac{N \lambda_{\text{SINR}}}{N + \lambda_{\text{SINR}}^2}\right)
\]

(5.17)

In Figure 5–5, the theoretical BER curves are plotted against \( \lambda_{\text{SINR}} \) according to Eq. (5.17). In the conventional Fast-OFDM, there is degradation, which gets worse as the number of subcarriers decreases. Because the ICI is proportional to the signal power, high-level modulation formats are more sensitive to the ICI. For example, in Figure 5–5 (c), the performance of 16-ASK becomes unacceptable for a practical system as the \( N \) is smaller than 512.

Inspecting the ICI terms in Eq. (5.12) and Eq. (5.13), one can observe that for any even subcarriers \( x(2m) \), the ICI terms are identical, i.e., \( \sum x(2k + 1) \). For odd subcarriers, the ICI is \( \sum x(2k) \). By utilizing this property, it is proposed to set some of the subcarriers to be zeros to estimate the ICI [90]. At the receiver, the ICI can be firstly estimated and then mitigated by subtracting the estimated ICI. Nonetheless, data rate is sacrificed for employing the null subcarriers.
Proposed SSB Fast-OFDM System

To eliminate the ICI term and to resolve the data rate loss problem in SSB modulated Fast-OFDM system as mentioned above, dedicated DSP algorithm is proposed to implement Fast-OFDM system. The channel equalization problem is also discussed and it is shown that the proposed scheme is able to compensate linear channel dispersion in the frequency domain using single-tap equalizers easily. Thus, the effect of linear channel will be discussed in terms of the proposed Fast-OFDM system. The mathematical model of the proposed algorithm is described in matrix form for brevity in this section.

Figure 5–6 provides the block diagram of the proposed Fast-OFDM system. At the transmitter, every $2^N$ ASK modulated symbols are weighted by linear phase, and then modulate $2^N$ subcarriers. The generated time-domain Fast-
OFDM signal is

\[
s(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{2N-1} x(k) e^{j \frac{2\pi}{2N} \left( n - \frac{1}{2} \right)} \]

\[
= F^{-1}_{2N} \left\{ e^{j \frac{\pi}{N} k} x(k) \right\}(n), \quad n = 0, 1, \ldots, N-1,
\]

which can be implemented by a length-2N IDFT, discarding the last N samples of its output. In the proposed scheme, GI is inserted between the Fast-OFDM blocks, and it is filled with zeros. The Fast-OFDM block with GI for transmission is

\[
s_{\text{GI}}(n) = \begin{cases} 
  s(n) & n = 0, 1, \ldots, N-1 \\
  0 & n = N, \ldots, N+L-1
\end{cases}
\]

(5.19)

where \( L \) is the length of GI. In practice, the length of GI is larger than the maximum delay spread of channel.
The time-domain signal in Eq. (5.19) is parallel-to-serial (P/S) converted and fed into the digital-to-analog convertors (DACs). Electrical drivers following the DACs amplify the signals to drive an optical modulator. After the modulated optical signal travels through optical fiber, it experiences distortions, such as, chromatic dispersion (CD) and polarization mode dispersion (PMD) and is corrupted by additive noise, such as the amplified spontaneous noise (ASE), which is introduced by optical amplifiers after transmissions.

At the receiver, after the Fast-OFDM block is identified via frame synchronization, the received Fast-OFDM signal is given by

$$r(n) = h(n) * s_{GL}(n) + z(n),$$

$$n = 0, 1, \ldots, N + L - 1,$$

(5.20)

where $h(n)$ is channel impulse response (CIR), and $z(n)$ additive noise.

In the proposed Fast-OFDM system, as mentioned before, GI is filled with zeros. If the maximum delay spread of channel is no greater than the length of GI, there is no interference from adjacent Fast-OFDM blocks. Padding zeros to the end of $r(n)$ to length $2N$ and applying a $2N$-point DFT on Eq. (5.20), one obtains

$$y'(m) = \mathcal{F}_N \{r(n)\}(m) + \mathcal{F}_N \{v(n)\}(m),$$

$$m = 0, 1, \ldots, 2N - 1.$$  

(5.21)

Applying the linear convolution theorem of the Fourier transform, Eq. (5.21) can be further given by

$$\mathcal{F}_N \{s_{GL}(n)\}(m) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} s(n) e^{-j \frac{2\pi n m}{2N}}$$

$$= \frac{1}{N} \sum_{k=0}^{2N-1} x(k) e^{-j \frac{2\pi n m}{2N}} \sum_{n=0}^{N-1} e^{-j \frac{2\pi n(m-k)}{2N}}$$

(5.22)

$$= \frac{1}{N} \sum_{k=0}^{2N-1} x(k) e^{-j \frac{\pi (m-k)}{2}} \frac{\sin \frac{\pi (m-k)}{2}}{\sin \frac{\pi}{2N} (m-k)}.$$

and using the following identities, that are

$$e^{-j \frac{\pi}{2} (m-k)} = (-j)^{m-k}$$

(5.23)
and

\[
\begin{align*}
\frac{1}{N} \sin \frac{\pi}{2N} (m-k) \\
\sin \frac{\pi}{2N} (m-k)
\end{align*}
\]

Eq. (5.22) can be further simplified as

\[
\mathcal{F}_N \{ s_{CI}(n) \}(2m) = e^{\frac{j \pi m}{N}} x(2m) + \sum_{k=0}^{N-1} (-1)^{m-k} \varepsilon_{ICI}(2m-2k) x(2k+1)
\]

for even subcarriers, and

\[
\mathcal{F}_N \{ s_{CI}(n) \}(2m+1) = e^{\frac{j \pi (m+1)}{N}} x(2m+1) + \sum_{k=0}^{N-1} (-1)^{m-k+1} \varepsilon_{ICI}(2m-2k+1) x(2k)
\]

for odd subcarriers, respectively, where \( m = 0, 1, \ldots, N-1 \). The terms \( \varepsilon_{ICI}(m) \) represent the interference, from which the even or odd subcarriers suffer.

According to Eqs. (5.25) and (5.26), the received symbols can be recovered by reverting the phase rotation as

\[
y(m) = e^{-j \frac{\pi m}{2N}} y'(m) = H(m)x(m) + j \cdot \varepsilon_{ICI}(m) + w(m),
\]

where \( H(m) = F_{2N} \{ h(n) \} \) is the channel frequency response (CFR), and \( \varepsilon_{ICI}(m) \) are the interference terms defined in Eqs. (5.25) and (5.26). If zero-forcing (ZF) equalizer is adopted, the signal is thus given by

\[
\hat{y}(m) = H^{-1}(m)y(m) = x(m) + j \cdot \varepsilon_{ICI}(m) + H^{-1}(m)w(m).
\]

In Eq. (5.28), the symbols \( x(m) \) are ASK modulated, and thus are real-valued.
Inspecting Eqs. (5.25) and (5.26), the interference term $\varepsilon_{\text{ICI}}(m)$ is also real-valued and is projected onto the imaginary plane in Eq. (5.27). Thus, the real-valued symbols can be recovered at the receiver by discarding the imaginary part of $\hat{y}(m)$.

§5.4 Numerical Simulation

In this section, simulations are performed to investigate the performance of the proposed Fast-OFDM system. Figure 5–7 illustrates the system setup. In the simulation, there are $2N$ subcarriers; $3/4$ of which are modulated with payload in ASK, and the oversampling ratio is thus $4/3$. The last $N$ samples of the IDFT output are discarded. The time-domain Fast-OFDM block has a length of $N$. Between the blocks, ZP based GI is inserted; the GI is long enough to accommodate the dispersion after transmission. For comparison, the Fast-OFDM schemes in [89] and [90] are provided with the same parameters.
In the simulation, the sampling rate is set to be 20 GS/s. As a result, the bandwidth of the signal is about 15 GHz. The laser is operated at 1553 nm. It is assumed that the IQ modulator is operated within the linear region, and that the PDs have a responsivity of 1 A/W and follows the ideal 90° optical hybrids.

\[ \lambda = \frac{\sigma_i^2}{E[r(n) - s(n)]^2} \] (5.29)

Figure 5–8. Theoretical and simulated received SNR, \( \lambda \), versus different number of subcarriers in the conventional Fast-OFDM scheme and the proposed Fast-OFDM.

In the simulation, the sampling rate is set to be 20 GS/s. As a result, the bandwidth of the signal is about 15 GHz. The laser is operated at 1553 nm. It is assumed that the IQ modulator is operated within the linear region, and that the PDs have a responsivity of 1 A/W and follows the ideal 90° optical hybrids.
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§5.4.1 ICI versus Number of Subcarriers

In this subsection, we study the ICI term in the conventional Fast-OFDM. The performance is evaluated after back-to-back (B2B) transmission at fixed OS-NRs of 20, 25, and 30 dB. In the simulation, the number of subcarriers \( 2N \) increases from 32 to 8192, and only 4-ASK is adopted.

Figure 5–8 provides the received SNR, \( \lambda \), of different number of subcarriers \( N \), where

\[ \lambda = \frac{\sigma_i^2}{E[r(n) - s(n)]^2} \] (5.29)
One can observe that the performance of the proposed scheme is independent of the number of subcarrier as there is no ICI. In contrast, in the conventional Fast-OFDM, the less the number of subcarriers, the worse the ICI. In the case of $N = 16$ and OSNR = 30 dB, the penalty is about 20 dB compared to the proposed scheme. If $N = 1024$, the penalty reduces to 3 dB at the OSNR = 30 dB. In addition, the measured noise variances well fit the analytical performance as shown in Eq. (5.15).

Figure 5–9 illustrates the constellation diagrams of the received signal at a received OSNR = 25 dB. Referring to (5.25) and (5.26), the interferences are completely located in the imaginary plate. In the conventional Fast-OFDM, the constellation diagram becomes clearer as $N$ increases from (i) 64, (ii) 256, to (iii) 1024, while the constellation diagrams of the proposed one with $N = (iv)$ 64, (v) 256, and (vi) 1024 are the same.
This subsection studies the bit-error rate (BER) performance of the proposed Fast-OFDM scheme. In the simulation, both (a) 4-ASK and (b) 8-ASK are adopted, and the number of subcarriers are $2N = 128$, 512, and 2048. In addition, the performance of the ICI mitigation scheme in [90] is also provided for comparison. The performance is evaluated in terms of BER versus optical signal-to-noise ratio (OSNR), which is measured with the 0.1-nm resolution (12.5 GHz at 1553 nm).

The BER performance of the conventional and the proposed schemes are shown in Figure 5–10 (a) for 4-ASK and (b) for 8-ASK. The proposed Fast-OFDM schemes of various $N$ get the same BER performance. In the case of 4-ASK in Figure 5–10 (a), if $N = 256$, the proposed scheme gets about 1-dB OSNR improvement to that in [89], and if $N = 1024$, there is still slight improvement to the conventional scheme. If $N = 64$, there is a visible degradation.
in the conventional Fast-OFDM. For example, at a BER = $10^{-4}$, the penalty is about 7 dB OSNR to the proposed scheme. In the case of 8-ASK, as high-level modulation scheme is more sensitive to the interference, the conventional Fast-OFDM has about 1-dB and 6-dB OSNR penalties to the proposed scheme for $N = 1024$ and 256, respectively. If $N = 64$, there is even an error floor at a BER level of $1 \times 10^{-2}$. Therefore, in the conventional Fast-OFDM scheme, the ICI largely limits the performance for small number of subcarriers (< 512) and for high level modulation scheme (> 4-ASK). In Figure 5–10, theoretical BER curves are also provided, and they well agree with the simulated results. In the simulation results, note that as only $3/4$ subcarriers are loaded with data, the variance $\sigma_c^2$ should be scaled by a factor of 0.75 before put it into Eq. (5.15).

The ICI estimation scheme is adopted for comparison and the system performances of (a) 4-ASK with 128 subcarriers and (b) 8-ASK with 512 subcarriers are provided in Figure 5–11. The ICI estimation scheme is able to efficiently mitigate the ICI effects. In Figure 5–11 (a) and (b), the ICI estimation
scheme gets about 4-dB OSNR improvement to the conventional scheme at a BER level of $10^{-4}$. If the number of subcarriers for ICI estimation is 8, there is about 1-dB gap to the proposed scheme. If the number of ICI estimation subcarriers increases to 32, the difference becomes negligible. The spectral efficiency loss due to the null subcarriers for ICI estimation, however, is about 33.3% for 128 subcarriers and 8.3% for 512 subcarriers.

§5.5 Experimental Validation

In this section, we implemented experiment to validate the feasibility of the proposed SSB Fast OFDM scheme based on DFT. This section is organized as follows. The experiment setup is introduced in subsection §5.5.1, and the experiment results is presented in subsection §5.5.2.

§5.5.1 Experimental Setup

In the subsection, experiments were carried out to implement the proposed coherent optical Fast-OFDM. The experimental setup is provided in Figure 5–12. In the experiment, we measured two setups. In the first setup, there are 1024 subcarriers out of which 768 are modulated by 4-ASK. In the second setup, there are 1024 subcarriers; 512 are modulated by 8-ASK. Consequently, if the sampling rate of DACs is fixed, these two setups achieve the same data rate, while the spectral efficiencies are 4 bit/s/Hz and 6 bit/s/Hz, respectively.

At the transmitter, the Fast OFDM signal is generated using MATLAB® and downloaded into an arbitrary waveform generator (AWG) operating at a sampling rate of 12 GS/s. The data rates of the two setups, excluding the 32-point GI, are 36 Gbps. The in-phase and quadrature signals at the output of AWG are fed into a dual-port amplifier to drive an optical IQ modulator, which is biased at the null point. The $V_z$ of the modulator is about 5 V and the input peak-to-peak electrical signal is about 1.5 V to make sure that the optical IQ modulator is operated within the linear range. The laser is operated at 1553.4 nm.
Figure 5–12. Experiment System setup for the proposed coherent optical SSB Modulated Fast-OFDM system.
§5.5 EXPERIMENTAL VALIDATION

At the receiver end, there is an optical attenuator to control the input power to the optical amplifier to adjust the received OSNR. The amplified optical signal at the output of the EDFA is split by a 10/90 optical splitter. The 10% output is connected into an optical spectrum analyzer (OSA) to measure the actual received OSNR at a resolution of 0.1 nm. The 90% output is followed by a 0.8-nm optical band-pass filter (OBPF) to reject out-of-band ASE noise. Following the OBPF, there is an optical power controller to fix the signal power into the coherent receiver, which converts the optical signal into electrical baseband signals. Another dual-port electrical amplifier boosts the electrical signals. The electrical signals are recorded by a real-time digital phosphor oscilloscope (DPO) with ADCs operating at 50 GS/s. Before performing signal recovery, the signal is firstly resampled down to 12 GS/s.

§5.5.2 Experimental Results

Figure 5–13 provides the measured channel frequency responses of both setups, which are obtained by sending frequency-domain pilots. In the (a) 4-ASK case,

![Figure 5–13. One-shot observations of the measured channel frequency responses for (a) 4-ASK and (b) 8-ASK.](image)
the bandwidth is about 9 GHz with an oversampling rate of 4/3 while for the (b) 8-ASK the bandwidth is about 6 GHz. It is obvious that the channel is not symmetric nor flat. Consequently, the symmetric convolution cannot be easily applied for the DSB modulated Fast-OFDM, nor for the conventional SSB modulated Fast-OFDM as the transform kernel is not even orthogonal.

Figure 5–14 provides the measured (a) BER performance and the recovered constellation diagrams of (b) 4-ASK and (c) 8-ASK, respectively. In the 4-ASK case, the BER curve goes straightly while in the 8-ASK case, there is slight degradation in the high OSNR region, which is limited by the achievable performance of the system. Nonetheless, the proposed Fast-OFDM scheme with 8-ASK still gets BER performance below the FEC limits at a BER = 10^{-3}.

One thing should be noted in Figure 5–14 (b) and (c). We can observe that though the interference is completely projected to imaginary axis, if there is any residual frequency offset and residual comment phase rotation due to laser phase noise, the interference will interfere with the signal in the real axis, and
may introduce performance degradation. On the other hand, better performance can be expected for the conventional OFDM system than the SSB-FOFDM as there is not interference existed.

§5.6 Summary

In this chapter, the ICI in the conventional SSB Fast-OFDM is analytically studied. The degradation caused by the ICI and the BER performance are derived in closed-form expressions as the functions of SNR and the number of subcarriers. Simulations are provided to confirm the analysis. To avoid the degradation due to the ICI, we propose a new SSB modulated Fast-OFDM system by using frequency-domain oversampling. Compared to previous schemes, single-tap equalizer can be directly applied for symbol extraction without any limitation. Experiments were successfully carried out to implement the proposed SSB modulated Fast-OFDM signal at 36 Gbps with a spectral efficiency of 6 bit/s/Hz.
Part II
Chapter 6

Orthogonal Chirp-Division Multiplexing

In the orthogonal frequency-division multiplexing (OFDM) based systems, a large bunch of orthogonal narrowband waveforms, or in the name of harmonics from the view of Fourier analysis, are multiplexed to achieve high-speed communications. For example, in the conventional OFDM systems, the orthogonal waveforms are complex exponentials. In the double sideband (DSB) modulated Fast-OFDM, the orthogonal waveforms are replaced by cosines. In the OFDM systems, each waveforms are narrowband and occupies a small portion of the whole bandwidth. Their spectra partially overlap with each other, and all the narrowband waveforms together make up of a wideband signal for high-speed communications, with the spectral efficiency, by means of orthogonality, hitting the maximum from the view of Nyquist and Shannon.

In this chapter, we will be introducing an orthogonal concept for waveform design, which we named orthogonal chirp-division multiplexing (OCDM), for high-speed communications. Literally, the OCDM is a multiplexing scheme that utilizes a large bunch of orthogonal linearly-chirped waveforms for information modulation and transmission.

Before the introduction of OCDM, in communication systems, especially in the wireless communication systems, chirped waveforms are employed for reliable and secure communications because they achieve the purpose of spread
spectrum and thus are robust against the detrimental effects from the hostile channel. The philosophy of using chirped waveforms, or chirp spread spectrum (CSS) in jargon, is to spread the spectrum of a signal over a much wider bandwidth than it should be, gaining remarkable resilience against the impairments form the harsh channel. In the wide spectrum, whose bandwidth is much larger than it should be for a given data rate, only a single chirped waveform is transmitted for communications. If there are more than two modulated chirp waveforms within the same bandwidth and period, interference exists between them. Therefore, CSS is suitable for low data-rate applications by trading the spectral efficiency for reliability and security.

Technically, OCDM is the principle orthogonally synthesizing a large bunch of modulated linear-chirped waveforms for high-speed communication, just as OFDM is the principle that orthogonally synthesizes the modulated harmonics. OFDM is the frequency-division multiplexing (FDM) system that satisfies the orthogonal condition achieving the maximum spectral efficiency, and OCDM achieves the maximum spectral efficiency for CSS. The fundamental behind the OCDM is the Fresnel transform, just as the Fourier transform in the OFDM. In this thesis, moreover, we also derive the discrete Fresnel transform (DFnT) which formulates the digital implementation of the OCDM systems.

This chapter is dedicated to the OCDM, which is organized as follows.

In Section §6.1, we briefly introduce the background of OCDM, and its precursor, chirp spread spectrum. It includes the basic concept of CSS, and its application. Especially, according to the Fresnel transform, we will show how the CSS is evolving into the OCDM, bringing the spectral efficiency of CSS to the maximum.

In Section §6.2, we will focus on the fundamental of the OCDM, the Fresnel integral transformation, which is a versatile formula in mathematics, classic optics, and physics. Except to a brief for the Fresnel transform, we derive the discrete Fresnel transform (DFnT) from the Fresnel transform in the infinitely extended periodic grating, namely the Talbot effect. Based on different conditions, there are various derivations for the DFnT. Moreover, we will show the differences of the DFnT derived in the thesis to other derivations of DFnT. We
§5.6 Summary

will also present the special properties of the DFnT derived in this thesis. Of the properties, we pay much attention on the derivation of, probably, the most crucial property that the circular convolution property of the DFnT. Based on the derivation, we show that there is a convolution theorem in terms of the DFnT which states that the DFnT of a circular convolution of two sequences is equal to the convolution of their DFnTs.

In Section §6.3, based on the Fresnel transform and DFnT, we present the principle of the OCDM, as a special case of CSS. Compared to OFDM in which Fourier transform is the transformation kernel, in OCDM, it is shown that Fresnel transform serves as the transformation kernel that multiplexes a bunch of modulated linearly-chirped waveforms. Based on the DFnT derived in Section §6.2, we present the digital implementation of OCDM. The system model of OCDM under LTI channels is formulated for analysis. Based on the analysis and by utilizing the properties of DFnT, we propose an efficient single-tap equalization algorithm for the OCDM to compensate the channel dispersions. Discussions, including the system implementation of OCDM, its compatibility to the OFDM system, and the computational complexity of OCDM system are also provided.

In Section §6.5, numerical simulations are provided for the OCDM systems, under both wireless mobile channel and optical fiber channel. From the simulation results, it is shown that, in virtue of its chirp spread spectrum, the OCDM system is more robust than the OFDM system against the detrimental effects in both wireless and optical fiber channels, and thus it achieves better performance than the OFDM system in various application scenarios.

In Section §6.6, the OCDM system was experimentally implemented in the coherent optical fiber system to validate its feasibility and advantages over the OFDM system. The experimental results coincide with the analysis and simulation results, and it is shown that OCDM system achieves better performance than the OFDM system.

Finally, in Section §6.7, conclusions are provided.
§6.1 Overview

Chirp relates to a signal whose phase evolves along with time in a certain manner, and it can be found almost everywhere. For example, the spatial frequency of the near-field Fresnel diffraction pattern increases linearly with the distance to the origin of the screen, in Figure 6–1 (a) and (b) [93-96]. In radar systems, the chirp signal is frequency modulated and swept over a wide spectrum with a constant amplitude. By correlating the echoes bouncing from target, pulse compression is achieved as if ‘short’ pulses are emitted and received. The position of the target can be resolved from the temporally delayed pulses [97-99]. In spread-spectrum systems, digital binary information is encoded by modulating the frequency of a carrier, sweeping the frequency linearly from low to high as ‘up-chirp’ for bit ‘1’ or from high to low as ‘down-chirp’ for bit ‘0’, as shown in Figure 6–1 (c) and (d) [100-105]. The chirp signal uses a wideband spectrum for transmission and is resistant to detrimental effects, such as channel noise, multipath fading and Doppler effects within the mobile radio channel.

For the purpose of communication, the chirp signal is of spread-spectrum approach which guarantees secure and robust communication for applications including military, underwater and aerospace communications [106-108]. In the recent ultra-wideband (UWB) standard by the IEEE 802.15.4a group [109], the chirp signal is adopted to satisfy the requirement of FCC on the radiation power spectral mask for the unlicensed UWB systems. Meanwhile, the chirp signal achieves what a UWB system is supposed to do, i.e., ranging, measuring and communicating [110-112].

Conventionally, the chirp signal is usually generated by analog devices in filtering approach by surface acoustic wave (SAW) devices [113-117] or in frequency-modulation approach by voltage controlled oscillator taking the advantages of the mature CMOS technology [118-120]. In the chirp spread-spectrum (CSS) or frequency-modulated systems, a broad spectrum is occupied for modulating information. Spectral efficiency is sacrificed for higher processing gain, the capability of multipath resolution, and other merits of the chirp signal as well. In a given period $T$ and bandwidth $B$, a single chirp is modulated for
transmission as shown in Figure 6–2 (a). If there exists more than one chirp within the same period and bandwidth, inter-chirp interference occurs. As a result, the chirp or frequency-modulated signal is attractive for low-rate applications in which reliable communication is in priority.

To increase the data rate of the UWB system, multi-code UWB is proposed by dividing the entire spectrum into a bank of spectrally separated chirps [110], referring to Figure 6–2 (a). Each chirp is modulated by binary codes, such as, the Walsh-Hadamard code. At the receiver, the transmitted information is recovered by retrieving the orthogonal codes from the modulated chirps over the entire bandwidth.

Figure 6–1. Illustration of chirps: (a) Near-field Kirchhoff-Fresnel diffraction of a circular aperture, and (b) its diffraction pattern on the second plate; (c) linear chirp waveform which is ‘up-chirp’ from 0 to 1 second and is ‘down-chirp’ from 1 to 2 second, and (d) its spectrogram.

Heuristically, in this thesis we came to think about if there is a way of synthesizing a bank of chirps in the same period and bandwidth without any interference, and both of the amplitude and phase of the chirp can be used for modulation. If yes, can we implement such system by using the advanced digital
signal processing (DSP) technology in the digital domain rather than in the analog domain?

In the chapter, we introduce the principle of OCDM that is to orthogonally multiplex a large number of linearly-chirped waveforms within the same bandwidth, for communication at the maximum of spectral efficiency. As shown in Figure 6–2 (b), a bunch of chirp waveforms overlap temporally and spectrally in the OCDM. The phase and/or amplitude of each chirp signal are modulated, for example, by phase shift keying (PSK) or quadrature amplitude modulation (QAM). The modulated chirps are orthogonal along the chirp dimension, without interference to each other for transmission.

We show that the fundamental mechanism behind the OCDM is the Fresnel transform, just as the Fourier transform in orthogonal frequency division multiplexing (OFDM). In this section, digital implementation of the OCDM system using discrete Fresnel transform (DFnT) is presented. Specifically, the inverse DFnT (IDFnT) generates the OCDM signal at the transmitter, and the DFnT recovers the OCDM signal at the receiver.

We then analyze the transmission of the OCDM signal under linear time-
invariant (LTI) or quasi-static channels which can generalize most of the practical linear communication channels, like coaxial cables, optical fibers and mobile radio channels etc. According to the convolution property of the Fresnel transform, it is shown that the channel distortion can be compensated by using either time-domain or frequency-domain equalizer.

Moreover, according to the eigen-decomposition of DFnT, a more efficient single-tap equalization algorithm is proposed for the OCDM system. The algorithm is based on single-tap frequency domain equalization (FDE), and it is more efficient than the aforementioned two equalization schemes.

§6.2 Fresnel Integral Transformation

Fresnel transform is an integral transformation originating from classical optics [93-96]. It is the formula that mathematically describes the behavior of the near-field optical diffraction. As the single slit is repeated periodically, the diffraction pattern is repeated, and as a result a Talbot image is formed. Various DFnTs are derived to describe the coefficients of the Talbot effects of different conditions.

In this section, we present the continuous Fresnel transform in Subsection §6.2.1. Based on the Talbot effect of infinitely and periodically repeated slits, DFnT is derived in Subsection §6.2.2. For the special formulation, the DFnT in this paper possesses a convolution-preservation property that states that the DFnT of the circularly convolved sequences equals the circular convolution of their DFnTs. In addition, some useful properties of the DFnT are also studied in Subsection §6.2.3.

§6.2.1 Fresnel Integral

As shown in Figure 6–1 (a), when a monochromatic plain wave with wavelength \( \lambda \) encounters a slit (grating) which is comparable in size to \( \lambda \), the resulting near-field diffraction pattern observed on a plate at distance \( z \) is given by
where \( F_a \{ \cdot \} \) denotes the Fresnel transform, and \( a = \lambda z \) is the normalized Talbot distance, \( s(t) \) is the complex transmittance of the grating. In Eq. (6.1), \( \hat{s}(t) \) is called the Fresnel transform of \( s(t) \). Equivalently, the Fresnel transform can be expressed in the form of convolution [121] as

\[
\hat{s}(\tau) = s(\tau) \ast \varphi(a),
\]

where \( \varphi(a) = e^{-j2\pi a^2} e^{-j2\pi z^2} \).

Figure 6–3. Illustration of (a) the multi-code chirp waveform and (b) the orthogonal chirp-division multiplexing in the temporal-frequency-chirp dimension.

Fresnel transform, as well as the Fourier transform and fractional Fourier transform, is the special case of linear canonical transform (LCT) [122-125]. Fresnel diffraction is a fundamental phenomenon in optics and quantum physics [126-128], while it is studied almost exclusively by using Fourier analysis. In 1994, Gori visited the Fresnel transform in his chapter “Why Fresnel is so little known?” from the perspective of the Fresnel transform itself rather than from the Fourier analysis approach [129]. And the important but almost ‘neglected’
property [Theory (1), 129], the Fresnel transform of a linear convolution is

\[ \hat{r}(\tau) = \mathcal{F}_a \{ h(t) \ast s(t) \} (\tau) \]
\[ = \hat{h}(\tau) \ast \hat{s}(\tau) = h(\tau) \ast \hat{s}(\tau). \]  
(6.4)

In Eq. (6.4), it states that the Fresnel transform of a convolution equals either one convolving with the Fresnel transform of the other. This is different from the convolution theorem of the Fourier transform which says that the Fourier transform of a convolution equals the product of the Fourier transforms.

### §6.2.2 Derivation of Discrete Fresnel Transform

The discrete form of the Fresnel transform, discrete Fresnel transform (DFnT) describes the coefficients of the optical field of the Talbot image. It is critically important for the numerical evaluation of Fresnel diffraction, and has useful applications in optical imaging and holographic system.

Various formulations for DFnT were proposed depending on the conditions. For example, in the studies of the Talbot array illuminators, the optical derivations of DFnT was proposed by Szwaykowski, Arrizón, and Castañeda et al. in [130-135].

In [130], the Talbot coefficients of infinitely periodic gratings at the fractional Talbot distance \(2Z_T/N\) is derived, where \(Z_T\) is the Talbot length, which is defined as

\[ \hat{r}(\tau) = \mathcal{F}_a \{ h(t) \ast s(t) \} (\tau) \]
\[ = \hat{h}(\tau) \ast \hat{s}(\tau) = h(\tau) \ast \hat{s}(\tau). \]  
(6.5)

and \(2Z_T\) is called the primary Talbot length. The closed-form of the coefficients is given in [131]. Depending on \(N \equiv 0, 1, 2\) and 3 (mod 4), there are four closed-form expressions for the \(N\) coefficients, refer to Eq. (14)-(17) in [131]. In the cases of \(N \equiv 0\) and 2 (mod 4), there exists degeneracy in the coefficients which is caused by the destructive interference of the diffraction. Half of the \(N\) coefficients, as a result, become zeros, as indicated by the cross markers in Figure 6–4.

In [132, 133], the coefficients of the Talbot image are given in matrix form.
Accordingly, there are four closed-form DFnT matrices. The DFnT matrices have a size of \(N\) if \(N \equiv 1\) or \(3\) (mod 4), and due to the degeneracy, the size of the matrices reduces to \(N/2\) if \(N \equiv 0\) or \(2\) (mod 4). Mathematically, such degeneracy hinders the applications of DFnT as a linear transformation, because the size of the DFnT matrices is \(N\) if \(N\) is odd, and its size shrinks to \(N/2\), if \(N\) is even.

There are other formulations for DFnT matrix depending on different assumptions [134-138]. In [134, 135], the DFnT is derived from finite periodic grating. In [136-138] and references therein, algebraic approach to the DFnT, also called chirp Z-transform (CZT) in the signal processing community, is formulated by completing the square of the phase in the DFT. The DFnT matrix in [134-138] has almost the same formulation, see Eq. (17) in [134] and Eq. (12) in [136], and only a single formulation of the DFnT matrix exists without degeneracy. In this thesis, we will name the DFnT in [134-138] as chirp Z-transform.

Although there were various forms of DFnT in the literature, the convolution property of the DFnT has not been discussed yet. In this subsection, we
will derive the DFnT from Talbot image without the degeneracy, and it possesses, as mentioned above, a circular convolution property, which does not always hold for the DFnT in the previous formulations.

**DERIVATION OF DISCRETE FRESNEL TRANSFORM FROM THE TALBOT EFFECTS**

Suppose that the one-dimension grating is repeated infinitely and periodically with a distance $d$. Consider the periodic diffraction field within the period from 0 to $d$ at the fractional of the Talbot distance, $z = Z_T / N$ with $Z_T = d^2 / \lambda$, as shown in Figure 6–4. The one dimensional optical field is

$$\hat{s}_f(\eta) = \frac{1}{\sqrt{d}} e^{-\frac{\pi}{4} d^2} \int_0^d s(\eta - t) \sum_k e^{j \frac{\pi}{d} (t - kd)} dt$$

$$= \frac{1}{\sqrt{d}} e^{-\frac{\pi}{4} d^2} \int_0^d s(\eta - t) e^{j \frac{\pi}{d} \eta^2} \sum_k e^{-\frac{2\pi}{d} jN} e^{jnk^2} dt. \quad (6.6)$$

Depending on whether $N$ is even or odd, the summation in Eq. (6.6) can be further given by

$$\sum_k e^{-\frac{2\pi}{d} jN} e^{jnk^2} = \begin{cases} 
\text{III}_{d/N}(t) & N \equiv 0(\text{mod } 2) \\
\text{III}_{d/N}\left(t - \frac{1}{2} \frac{d}{N}\right) & N \equiv 1(\text{mod } 2) \end{cases} \quad (6.7)$$

where III$_{d/N}(t)$ is the Dirac comb function, defined as

$$\text{III}_{d/N}(t) = \frac{d}{N} \sum_k \delta\left(t - k \frac{d}{N}\right). \quad (6.8)$$

In Eq. (6.6), the integral interval is within the period from 0 to $d$, and thus the summation is counted for $k = 0, 1, \ldots, N - 1$. It can be further deduced as

$$\hat{s}_f(\eta) = \frac{1}{\sqrt{N}} e^{-\frac{\pi}{4} d} \sum_{k=0}^{N-1} \begin{cases} 
\sum_{k=0}^{N-1} s\left(\eta - k \frac{d}{N}\right) e^{j \frac{\pi}{d} (k)^2} & N \equiv 0(\text{mod } 2) \\
\sum_{k=0}^{N-1} s\left(\eta - \left(k + \frac{1}{2}\right) \frac{d}{N}\right) e^{j \frac{\pi}{d} \left(k + \frac{1}{2}\right)^2} & N \equiv 1(\text{mod } 2) \end{cases} \quad (6.9)$$
As a result, the discrete Talbot coefficients at \( \eta = \frac{md}{N} \) if \( N \equiv 0 \pmod{2} \) or \( \eta = \frac{(m + 0.5)d}{N} \) if \( N \equiv 1 \pmod{2} \) are given by

\[
\hat{\delta}_\eta(m) = \frac{1}{\sqrt{N}} e^{-j\frac{\pi}{4}\sum_{n=0}^{N-1} \left( \frac{n d}{N} \right)} \times \begin{cases} 
\sum_{n=0}^{N-1} e^{j\frac{\pi(m-n)^2}{N}} & N \equiv 0 \pmod{2} \\
\sum_{n=0}^{N-1} e^{j\frac{\pi(m-n+\frac{1}{2})^2}{N}} & N \equiv 1 \pmod{2}
\end{cases}
\] (6.10)

From Eq. (6.9) to Eq. (6.10), due to the circulant property of the Talbot effect, we used the substitution \( n = m - k \) to replace the summation index \( k \). Eq. (6.10) is defined as the discrete Fresnel transform of \( s(n) \). Accordingly, we formulate the DFnT here by an \( N \times N \) matrix \( \Psi \) as,

\[
\Psi(m,n) = \frac{1}{\sqrt{N}} e^{-j\frac{\pi}{4}} \begin{cases} 
\sum_{n=0}^{N-1} e^{j\frac{\pi(m-n)^2}{N}} & N \equiv 0 \pmod{2} \\
\sum_{n=0}^{N-1} e^{j\frac{\pi(m-n+\frac{1}{2})^2}{N}} & N \equiv 1 \pmod{2}
\end{cases}
\] (6.11)

where \( \Psi(m, n) \) is the \((m, n)\)-th entry of \( \Psi \).

The DFnT matrix in Eq. (6.11) also gives the field coefficients of the Talbot image, as indicated by the circular markers in Figure 6–4. As mentioned before, the DFnT in [130-133] is considered at the fraction of the primary Talbot distance \( 2Z_T/N \). There exists degeneracy if \( N \) is even due to the destructive interference, see the cross markers in Figure 6–4. Although the self-images is exactly reproduced at the primary Talbot distance, it is also produced at the Talbot distance \( Z_T \) with only a half period shift \( d/2 \). Hence, the field coefficient at the fraction of Talbot length \( Z_T/N \) could be sufficient to represent the coefficients.

In this subsection, the DFnT gives the close-form coefficients in Eq. (6.11) depending on even or odd \( N \) because the summation in Eq. (6.8) gives two closed-form expressions in Dirac comb for even and odd \( N \). The degeneracy of the coefficients is avoided, which means that all the coefficients, as indicated at the circles in Figure 6–4, are nontrivial, no matter what \( N \) is. Therefore, the size of the DFnT matrices are always \( N \) no matter what \( N \) is.
§6.2.3 Properties of the Discrete Fresnel Transform

The DFnT possesses, taking both the even and odd $N$ in Eq. (6.11), the following properties.

UNITARY

That is, $\Psi^H \Psi = I$, where $I$ is the $N$ by $N$ identity matrix.

CIRCULANT

The DFnT matrix is circulant for both even and odd $N$. The entries of the DFnT are also periodic, i.e., $\Psi(m, n) = \Psi((m + aN)_N, (n + bN)_N) = \Psi(m + aN, n + bN)$, where $a, b \in \mathbb{Z}$, and $(\cdot)_N$ denotes modulo-$N$. In addition, if $N$ is even, the DFnT matrix $\Psi$ is symmetrical $\Psi(m, n) = \Psi(n, m)$, while for odd $N$, $\Psi$ is not symmetrical, and $\Psi(m, n) = \Psi(n - 1, m)$.

The circulant and period properties of the DFnT are crucial for determining the circular convolution property of DFnT. For example, the DFnT defined in [134-138] is not circulant matrix if $N$ is odd. Thus, we can easily prove that the DFnT in [134-138] does not has the circular convolution property for odd $N$.

EIGENVALUES AND EIGENVECTORS

The DFnT can be diagonalized (eigen-decomposited) by the DFT matrix. Suppose that the DFT matrix is normalized, the eigenvalues with respect to the $k$-th column vector of the DFT matrix are

$$\eta_k = \begin{cases} 
e^{-\frac{\pi}{N} k^2} & N \equiv 0 \pmod{2} \\ \ne^{-\frac{\pi}{N} (k+1)} & N \equiv 1 \pmod{2} \end{cases} \quad (6.12)$$

The eigenvalues and eigenvectors can be easily derived using the property that the DFnT in Eq. (6.12) are circulant matrices.


### Determinant

The determinants of the DFnT matrices are

\[
|\Psi| = \prod_{k=0}^{N-1} \eta_k = \begin{cases}
    e^{-j\frac{\pi}{3}N(N-1)(N-1)} & N \equiv 0 \pmod{2} \\
    e^{-j\frac{\pi}{3}N^2(N-1)} & N \equiv 1 \pmod{2}
\end{cases}
\]  

(6.13)

### Similarity Transformation of a Circulant Matrix

The similarity transformation of a circulant matrix \( Z \) with respect to the DFnT is itself, i.e.,

\[
\hat{Z} = \Psi Z \Psi^H = Z,
\]

where the superscript \( H \) is the Hermitian transpose.

**Proof:**

The first column vector of the circulant matrix \( Z \) is \( z = [z(0), z(1), \ldots, z(N-1)]^T \), with the superscript \( T \) denoting matrix transpose. By polynomial decomposition of a circulant matrix,

\[
Z = \sum_{k=0}^{N-1} z(k) L^k,
\]

where \( L \) is an \( N \times N \) down-shift matrix with its first column to be \([0, 1, 0, \ldots, 0]^T\), Eq. (6.14) can be given by

\[
\hat{Z} = \Psi Z \Psi^H = \sum_{k=0}^{N-1} z(k) \Psi L^k \Psi^H.
\]

(6.16)

First consider that \( N \) is even. If \( k = 0 \), we have \( \Psi L^0 \Psi^H = L^0 \). Then, if \( k \neq 0 \), based on the circular property of \( \Psi \), the \((m, n)\)-th entry of \( \Psi L^k \Psi^H \) is

\[
\sum_{l=0}^{N-1} \Psi(m,l) \Psi^*((l-k)_N, n) = \frac{1}{N} \sum_{l=0}^{N-1} e^{-j\frac{\pi}{N}(m-l)^2} e^{-j\frac{\pi}{N}(l-k-n)^2} = \delta(m-k-n),
\]

(6.17)

where \( \delta(k) \) is the Kronecker delta here. From Eq. (6.17), one can readily deduce
that $\Psi L^k \Psi^H = L^k$, and Eq. (6.14) becomes

$$\hat{Z} = \sum_{k=0}^{N-1} z(k) \Psi L^k \Psi^H = \sum_{k=0}^{N-1} z(k) L^k = Z.$$  \hspace{1cm} (6.18)

On the other hand, if $N$ is odd, substituting Eq. (6.11) into (6.17), and similarly one can readily obtain

$$\sum_{l=0}^{N-1} \Psi(m,l) \Psi^*(l-k,n) = \frac{1}{N} \sum_{l=0}^{N-1} e^{j \frac{\pi}{N} (m-l) \frac{1}{2}^2} e^{-j \frac{\pi}{N} (l-k-n) \frac{1}{2}^2} = \delta(m-k-n)$$ \hspace{1cm} (6.19)

Consequently, Eq. (6.14) holds for both even and odd $N$.

\chapter{The Convolution Theorem of Discrete Fresnel Transform}

Here we will investigate the DFnT of a circular convolution. Given two length-$N$ sequences, $h(n)$ and $s(n)$, the DFnT of their circular convolution $r(n) = h(n) \odot s(n)$ is

$$\hat{r}(n) = h(n) \odot \hat{s}(n) = \hat{h}(n) \odot s(n),$$  \hspace{1cm} (6.20)

where $\odot$ denotes circular convolution, and $n = 0, 1, \ldots, N-1$.

\textbf{Proof:}

Here we give the circular convolution in matrix form. Define $H$ as the $N$ by $N$ circulant matrix with its first column to be $h = [h(0), h(1), \ldots, h(N-1)]^T$. Similarly, $S$ is the circulant matrix with its first column to be $s = [s(0), s(1), \ldots, s(N-1)]^T$. The circular convolution in the matrix form is thus

$$r = Hs = Sh.$$ \hspace{1cm} (6.21)

Using the property 1 and 5 in Subsection §6.2.3, the DFnT of $r$ is

$$\hat{r} = \Psi r = \Psi H \Psi^H \Psi s = \Psi S \Psi^H \Psi h$$

$$= H \Psi s = H \hat{s}$$ \hspace{1cm} (6.22)

$$= S \Psi h = S \hat{h},$$

for both even and odd $N$, where $\hat{s} = \Psi s$ and $\hat{h} = \Psi h$ are the DFnT of $s$ and $h$. 


It can be observed that the DFnT of a circular convolution in Eq. (6.21) is the discrete analogue of the continuous Fresnel transform of a linear convolution in Eq. (6.4). This convolution property is similar to the DFT of a circular convolution and the Fourier transform of a linear convolution. However, in terms of the Fourier transform and DFT, they convert the convolution in one domain to the multiplication in the other domain, and vice versa. On the other hand, both the Fresnel transform and the DFnT in this thesis preserve the convolution from one domain to the other domain.

It should be noted that irrespective of whether $N$ is even or odd, the formulation of DFnT in [134-138], refer to [Eq. 17, 134], is the same as the DFnT of the even case in Eq. (6.14). Therefore, the DFnT in [134-138] has the circular convolution property in Eq. (6.21) if $N$ is even. However, if $N$ is odd, the DFnT in [134-138] does not possess circulant property and Eq. (6.14), nor the circular convolution property in Eq. (6.21).

§6.3 Principle of Orthogonal Chirp-Division Multiplexing

As can be induced in Section §6.2, Fresnel transform and the corresponding DFnT have quadratic phase, or linear chirp. In this section, according to Fresnel transform, we present the basic principle of OCDM, as a very special case of CSS to achieve the maximum spectral efficiency. The digital implementation of OCDM is based on DFnT.

In subsection §6.3.1, we briefly present the CSS and its mathematical model. In subsection §6.3.2, the condition for CSS to achieve OCDM without any interference is derived based on the Fresnel transform, and the digital implementation is present. In subsection §6.3.3, the transmission model of OCDM under LTI channel is presented and analyzed. Based on the analysis and the property of DFnT, an efficient single-tap equalization algorithm is proposed based on the properties of DFnT. Subsection §6.4 provides the discussions including the relation between the Fourier transform and the Fresnel transform,
DFT and DFnT, the compatibility of the OCDM system to the OFDM system, and, the complexity analysis of the OCDM system.

### §6.3.1 Chirp Spread Spectrum

Most applications of CSS consider the frequency modulated signal, namely chirp, whose frequency evolves linearly or equivalently whose phase quadratically over time,

\[
\psi(t) = e^{(\pi \alpha t^2 + \phi_0)},
\]

where \(\alpha\) is the chirp rate and \(\phi_0\) is an initial phase. Its instantaneous frequency is

\[
f(t) = \frac{1}{2\pi} \frac{d}{dt} \left[ \pi \alpha t^2 + \phi_0 \right] = \alpha t.
\]

If the chirp signal is temporally limited within some period \(T\), the bandwidth of the chirp signal \(B\) is determined by the chirp rate \(\alpha\) and the period \(T\), i.e.,

\[B \propto (\alpha / T).\]

The time-bandwidth product \(\alpha \propto B \times T\) indicates the processing gain of a chirp signal.

In the CSS system, the time-bandwidth product \(BT \gg 1\), and thus \(B \gg R_s\), where \(R_s = 1 / T\) is the symbol rate. It means that the larger the processing gain is, the less the spectral efficiency becomes. Moreover, in the conventional CSS system, the chirp signal is modulated by analog devices. The advanced modulation formats like QAM cannot be implemented to enhance the spectral efficiency. In the following subsection, we will present the principle of OCDM to maximize the spectral efficiency of the CSS systems.

### §6.3.2 Principle of Orthogonal Chirp-Division Multiplexing

To introduce the Fresnel transform for OCDM, some constraints should be raised. Firstly, the chirp waveforms used for information transmission should
be time-limited. Secondly, we need to adapt the spatial Talbot effect from the optics into the temporal counterpart for OCDM. Based on Eq. (6.5), we define the temporal Talbot distance \( Z_T \) as

\[
Z_T = \frac{T^2}{\lambda}
\]

(6.26)

where \( T \) is the period of a chirp waveform. It can be observed that the temporal parameter \( T \) replaces the periodic distance \( d \) in Eq. (6.5). Supposing that there are \( N \) chirp waveforms, one can obtain the chirp waveform by substituting the fraction of the Talbot distance \( z = Z_T/N \) into Eq. (6.3), and thus \( a = T^2/N \). The ‘root’ chirp waveform is defined as

\[
\psi_0(t) = \Pi_T(t)\psi^*_a \left( t - \frac{z^2}{N} \right)
\]

\[
= e^{\frac{\pi}{4}N}e^{-\frac{\pi}{4}T^2}, \quad 0 \leq t < T
\]

(6.27)

where

\[
\Pi_T(t) = \begin{cases} 1 & 0 \leq t < T \\ 0 & \text{otherwise} \end{cases}
\]

(6.28)

is the rectangular function.

It can be deduced from Eq. (6.27) that the chirp rate \( a \) is equivalent to the reciprocal of the temporal Talbot period \( a \),

\[
a = \frac{1}{a} = \frac{N}{T^2}.
\]

(6.29)

One can get a set of \( N \) chirp waveforms by using the root chirp in Eq. (6.27), and the \( k \)-th, \( k = 0, 1, \ldots, N - 1 \), chirp waveform is

\[
\psi_k(t) = \Pi_T(t)\psi^*_a \left( t - k \frac{T}{N} \right)
\]

\[
= e^{\frac{\pi}{4}N}e^{-\frac{\pi}{4}T^2 \left( t - k \frac{T}{N} \right)^2}, \quad 0 \leq t < T
\]

(6.30)

It can be readily proved that the chirp waveforms \( \psi_k(t) \) in Eq. (6.30) are mutually orthogonal,
Figure 6.5 Illustration of the families of 16 orthogonal waveforms in OFDM and OCDM. (a) The inphase and (b) the quadrature components of the orthogonal linear exponential waveforms in OFDM, and (c) the inphase and (d) the quadrature components of the orthogonal chirp waveforms in OCDM.
Eq. (6.30) formulates a set of $N$ orthogonal chirp waveforms in a given bandwidth and period. Thus, the spectral efficiency of the OCDM increases by $N$ over the CSS system. To give an illustrative comparison between the OFDM and the OCDM, Figure 6–5 illustrates the linear exponential waveforms in OFDM that are mutually orthogonal in frequency [139-142], and the quadratic exponential waveforms in OCDM that are mutually orthogonal in the dimension of chirp.

§6.3.2.1 Analog Implementation of OCDM System

In the OCDM system, the amplitude and phase of each chirp can be used for modulation. Thus, pulse amplitude modulation (PAM), PSK, and QAM can be employed. Depending on the modulation formats, symbols are chosen from a codebook $\chi$ to encode the information bits. Similar to the OFDM symbol that consists of a bank of subcarriers transmitted block by block, the modulated chirps are transmitted in block as well. In an OCDM block, the $k$-th symbol modulating the $k$-th chirp is $x(k) \in \chi$. A bank of synthesized and modulated
chirp signal, see Figure 6–6 (a), is thus

\[ s(t) = \sum_{k=0}^{N-1} x(k) \psi_k(t) \quad 0 \leq t < T. \quad (6.32) \]

According to Eq. (6.31), \( x(m) \) can be extracted by the matched filter to the \( m \)-th chirp as shown in Figure 6–6 (b), as

\[ x'(m) = \int_{0}^{T} s(t) \psi^{*}_m(t) dt = \sum_{k=0}^{N-1} x(k) \delta(m-k) = x(m). \quad (6.33) \]

### §6.3.2.2 Digital Implementation of OCDM System

The OCDM system can be implemented digitally, as shown in Figure 6–7. The discrete time-domain OCDM signal is obtained by sampling the continuous time-domain signal in Eq. (6.32). Since there are two forms of D FnT matrix in Eq. (6.13) depending on \( N \) being even or odd, the discrete OCDM signal is, if \( N \) is even,

\[ s(n) = s(t)|_{t=n \frac{T}{N}} = \sum_{k=0}^{N-1} x(k) \psi_k \left( n \frac{T}{N} \right) \]

\[ = e^{j \frac{\pi}{4} \sum_{k=0}^{N-1} x(k) e^{-j \frac{\pi}{N} (n-k)^2}}, \quad (6.34) \]

and, if \( N \) is odd,

\[ s(n) = s(t)|_{t=(n+\frac{1}{2}) \frac{T}{N}} = \sum_{k=0}^{N-1} x(k) \psi_k \left( n \frac{T}{N} \right) \]

\[ = e^{j \frac{\pi}{4} \sum_{k=0}^{N-1} x(k) e^{-j \frac{\pi}{N} (n+\frac{1}{2})^2}}. \quad (6.35) \]

Inspecting Eq. (6.34) and (6.35), one can compare them with the definition of D FnT in Eq. (6.11), and find that they are exactly the IDFnT. Thus, the synthesis of a bank of discretized modulated chirp waveforms can be realized by the IDFnT. To express Eq. (6.34) and (6.35) in a concise matrix form, we stack the symbols in the vector form as \( x = [x(0), x(1), \ldots, x(N-1)]^T \), and thus the discrete time-domain OCDM signal is
Since the DFnT matrix is unitary, at the receiver the transmitted information symbols can be recovered by performing the inverse operation, i.e., DFnT. The recovered symbols are thus

\[ x' = \Phi s = x. \]  

(6.37)

§6.3.3 System Model of OCDM under LTI Channel

In this section, we will formulate the mathematical model of the OCDM signal under the LTI channel with additive white Gaussian noise (AWGN) in the matrix form. The channel is static or quasi-static, which means that the channel response remains constant within one OCDM block, and might change in the next block. It is assumed that the channel information is available at the receiver via some channel estimation method with perfect timing and frequency.
§6.3 PRINCIPLE OF ORTHOGONAL CHIRP-DIVISION MULTIPLEXING

synchronization. To avoid inter-symbol interference (ISI), guard interval is inserted between adjacent blocks, just as the OFDM system does. Based on the analysis, we will show that the guard interval can be filled with either zeros, i.e., zero-padded prefix (ZP), or the replica of a portion of the end of the signal, i.e., cyclic prefix (CP).

§6.3.3.1 OCDM System under LTI Channel with AWGN

In Figure 6–7, the signal transmission is illustrated. Suppose that the maximum channel delay is smaller than the length of guard interval. If the CP is used for guard interval, the signal experienced the channel \( H \) with AWGN is

\[
r = Hs + n = H\Phi^H x + n
\]

where \( H \) is the channel impulse response (CIR) matrix and \( n \) is the AWGN vector. The CIR matrix \( H \) is circulant, and its first column is \( h = [h(0), h(1), \ldots, h(L - 1), 0, \ldots, 0]^T \), where \( h(l) \), \( l = 0, \ldots, L-1 \), are the CIR taps and \( L \) is the maximum delay spread.

On the other hand, if ZP is used, one can also arrive at Eq. (6.38) by overlap-and-add operation, [Chapter 12, 143]. Therefore, Eq. (6.38) can be a general model for the OCDM signal transmitting under LTI channels based on both CP and ZP.

Before we recover the symbols, we could first compensate the channel \( H \) in Eq. (6.38), and then perform DFnT to recover the transmitted symbols in \( x \). Alternatively, we first perform DFnT on the received signal as

\[
r' = \Phi r = \Phi Hs + \Phi n.
\]

Based on the convolution property of DFnT in Eq. (6.20), Eq. (6.39) is further described by

\[
r' = \Phi H\Phi^H x + \Phi n = Hx + \Phi n.
\]

Therefore, the chirp waveforms \( \Phi^H \) vanish and are transparent to the channel \( H \) as if symbols are transmitted directly without modulating the chirps after the DFnT at the receiver. In addition, since \( \Phi \) is unitary, the noise \( \Phi n \) is still
From Eq. (6.40), the CIR $H$ can be compensated by using the multi-tap time-domain equalization (TDE) in Figure 6–7 (a) or by using the more efficient single-tap FDE in Figure 6–7 (b) to recover the symbols $x$. More sophisticated nonlinear equalizers or decoding algorithms, e.g., decision feedback equalizer (DFE) and maximal likelihood (ML) detection, are more powerful for the improvement of performance [82, 144]. However, they complicate the computational and hardware complexity, and we only consider the linear equalizers in this section.

§6.3.3.2 Proposed Single-Tap Equalization Algorithm for OCDM System

In this subsection, we propose an efficient algorithm based on the FDE for compensating the channel dispersion imposed on the OCDM signal. The diagram of the proposed algorithm is illustrated in Figure 6–8. In the proposed scheme, single-tap equalization is employed, and the IDFnT at the receiver is avoided based on its eigen-decomposition property.

At the receiver, the sampled signal is given in Eq. (6.38). Instead of DFnT in Eq. (6.39), it is firstly transformed into the frequency domain by DFT as

$$y = Fr = FHF^T x + Fn,$$

(6.41)
where $\mathbf{F}$ is the normalized DFT matrix. Using the identity $\mathbf{I} = \mathbf{F}^H \mathbf{F}$, Eq. (6.41) can be further given by

$$
\mathbf{y} = \mathbf{F}^H \mathbf{F} \mathbf{\Phi}^H \mathbf{F}^H \mathbf{F} \mathbf{x} + \mathbf{w} = \mathbf{\Lambda} \mathbf{F}^H \mathbf{F} \mathbf{x} + \mathbf{w},
$$

(6.42)

where $\mathbf{\Lambda} = \mathbf{F} \mathbf{H} \mathbf{F}^H$ is the channel frequency response (CFR) matrix and $\mathbf{\Gamma}^H = \mathbf{F} \mathbf{\Phi}^H \mathbf{F}^H$ is a coefficient matrix.

According to the eigen-decomposition property of a circulant matrix with respect to DFT, the CFR matrix $\mathbf{\Lambda}$ is diagonal. The $k$-th diagonal entry of $\mathbf{\Lambda}$ is the CFR at the $k$-th frequency bin, or equivalently is the $k$-th eigenvalue to the $k$-th column vector of $\mathbf{F}^H$.

Recalling Eq. (6.11), the DFnT matrix is also circulant. Thus, the matrix $\mathbf{\Gamma}$ is also a diagonal matrix whose diagonal entries are the eigenvalues of $\mathbf{\Phi}$ with respect to $\mathbf{F}^H$. The eigenvalue of $\mathbf{\Phi}$ is given in [145], as

$$
\Gamma(k) = \begin{cases} 
  e^{-j\frac{\pi k^2}{N}} & N \equiv 0 \text{ (mod } 2) \\
  e^{-j\frac{\pi k^2}{N} + (k-1)} & N \equiv 1 \text{ (mod } 2) 
\end{cases}.
$$

(6.43)

Based on the commutative law of the product of two diagonal matrices, Eq. (6.42) can be further given by

$$
\mathbf{y} = \mathbf{\Gamma}^H \mathbf{\Lambda} \mathbf{F} \mathbf{x} + \mathbf{w}.
$$

(6.44)

Before compensating the CFR $\mathbf{\Lambda}$, we first cancel out the phase induced by $\mathbf{\Gamma}$. The equalized signal is given by

$$
\mathbf{y}' = \mathbf{G} \mathbf{\Gamma} \mathbf{y} = \mathbf{G} \mathbf{A} \mathbf{F} \mathbf{x} + \mathbf{G} \mathbf{\Gamma} \mathbf{w},
$$

(6.45)

where $\mathbf{G}$ is a diagonal matrix with its $k$-th diagonal entry $G(k)$ to be the coefficients of the single-tap equalizer. For example, if zero-forcing (ZF) criterion is adopted, $G(k)$ is

$$
G_{ZF}(k) = \Lambda^{-1}(k),
$$

(6.46)

and if minimum mean square error (MMSE) is adopted, $G(k)$ is

$$
G_{MMSE}(k) = \frac{\Lambda'(k)}{|\Lambda(k)|^2 + \rho^{-1}},
$$

(6.47)
where $\rho$ is the signal-to-noise ratio (SNR). Finally, the signal is transformed by IDFT to recover the transmitted information. If the ZF equalizer is employed, the recovered signal is

$$\mathbf{x}_{ZF}' = \mathbf{x} + \mathbf{F}^H \Lambda^{-1} \Gamma \mathbf{w},$$

(6.48)

and on the other hand if MMSE is used, the signal is

$$\mathbf{x}_{MMSE}' = \left( \mathbf{F}^H \frac{\Lambda^H \Lambda}{\Lambda^H \Lambda + \rho^{-1} \mathbf{I}} \mathbf{F} \right) \mathbf{x} + \mathbf{F}^H \frac{\Lambda^H \Lambda}{\Lambda^H \Lambda + \rho^{-1} \mathbf{I}} \Gamma \mathbf{w}. \quad \text{(6.49)}$$

It should be noted that although the ZF equalizer is able to completely remove the channel distortion, it is notorious for noise enhancement. In practice, the MMSE equalizer can efficiently balance the noise enhancement and channel compensation.

### §6.4 Discussions

From previous sections, we can see that Fresnel transform mathematically formulates the OCDM, just as the Fourier transform in OFDM. Inspecting Eq. (6.1) and (6.10), the Fresnel transform and DFnT are trigonometric transforms with quadratic phases. Both the Fresnel transform and Fourier transform are LCT, and they are intimate to each other [122-125].

In this section, we will study the algebraic properties of the Fresnel transform and the Fourier transform. According to the properties, the implementation differences and compatibility of the OCDM and the OFDM are discussed. It is shown that the DFnT can be realized by the DFT using fast Fourier transform algorithms, and thus the OCDM system can be realized by the existing OFDM system without complicating the complexity.
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Spectra of the Analog and Digital OCDM Signals

There are differences between the continuous- and discrete- time OCDM signals. Firstly, although the sampled chirp in Eqs. (6.34) or (6.35) is from $\psi_k(t)$ in Eq. (6.30) by uniform sampling, the interpolated continuous-time chirp from Eq. (6.34) or (6.35) is the periodic extension of $\psi_k(t)$. Specifically, we have the root chirp

$$\psi'_0(t) = \begin{cases} 
\varphi_{T/2}^*(t) & t \in \left[ -\frac{T}{2}, \frac{T}{2} \right] \\
\varphi_{T/2}^*(t-cT) & t \in \left[ -\frac{T}{2} + cT, \frac{T}{2} + cT \right] 
\end{cases}, \quad (6.50)$$

as the periodic extension of $\psi_0(t)$ in Eq. (6.27). The interpolated chirped waveform becomes

$$\psi'_k(t) = \Pi_{T}(t) \psi_0'(t-k\frac{T}{N}). \quad (6.51)$$

Moreover, using the periodic property, we can easily prove that the following relation in Eq. (6.34) holds

Figure 6–9. Illustrations of the spectra of (a) analog and (b) digital implementations for OCDM. The lines denote the instantaneous frequency of each chirp.
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for even \(N\), or with a sampling offset \(2T/N\) for odd \(N\).

Secondly, the spectrum of the discrete-time OCDM signal is the periodic extension of the continuous-time one. To illustrate the difference, Figure 6–9 provides the spectrograms of the (a) continuous-time and the (b) discrete-time OCDM signals. It can be observed that in Figure 6–9 (a), although each chip signal \(\psi_k(t)\) has a bandwidth of \(B\), the continuous-time OCDM signal in Eq. (6.32) occupies a bandwidth from \(-B\) to \(B\). It seems that one cannot meet the Nyquist rate, unless a sampling rate no less than \(2N/T\) is chosen to generate the OCDM signal in Eq. (6.32).

Fortunately, as shown in Figure 6–9 (a), each chirp signal \(\psi_k(t)\) still has a spectral bandwidth of \(B\). In principle, the spectrum of a discrete-time signal produces its continuous-time counterpart with cyclically extended spectrum. In the OCDM system, if the sampling rate is exactly at \(B = N/T\) Hz, referring to Eq. (6.34), the spectrum of the discrete-time OCDM signal has a period of \(B\), as shown in Figure 6–9 (b). All the spectra of \(\psi_k(t)\) are folded into the baseband from \(-B/2\) and \(B/2\). As a result, the discrete-time OCDM signal generates the OCDM signal of folded spectrum, completely preserving the information.

\(\S 6.4.2 \quad \text{Relation between the Fourier Transform and the Fresnel Transform}\)

In the continuous case, the kernel of the most ‘well-known’ Fourier transform is

\[\omega(f, t) = e^{-j2\pi ft}, \quad (6.53)\]

and the expanded kernel of Fresnel transform in Eq. (6.1) is

\[\varphi_a(f, t) = e^{-j\frac{\pi}{4}e^{j\pi(\alpha^2-2\beta+\gamma)}}. \quad (6.54)\]

In the discrete case, they are
and

\[ W(m,n) = \frac{1}{\sqrt{N}} e^{\frac{2\pi}{N} mn}, \quad (6.55) \]

respectively. The Fresnel transform in Eq. (6.54) or DFnT in Eq. (6.56) consists of the Fourier transform or DFT with additional quadratic phases. In the discrete form, the additional quadratic phases are

\[ \Theta_1(m) = e^{-\frac{j\pi}{4}} e^{\frac{j\pi}{N}m^2} N \equiv 0 \pmod{2}, \quad N \equiv 1 \pmod{2} \]

and

\[ \Theta_2(n) = e^{\frac{j\pi}{4N} n^2} e^{\frac{j\pi}{N}mn} N \equiv 0 \pmod{2}, \quad N \equiv 1 \pmod{2} \]

Consequently, the DFnT can be implemented by FFT in three steps:

1) multiplying the chirp phase \( \Theta_1 \),
2) performing the DFT by FFT algorithm, and finally
3) multiplying the other chirp phase \( \Theta_2 \),

where \( \Theta_1 \) and \( \Theta_2 \) are diagonal matrices whose \( m \)-th diagonal entries are \( \Theta_1(m) \) and \( \Theta_2(m) \), respectively.

### §6.4.3 Compatibility to the OFDM Systems

In the previous subsection, Fresnel transform mathematically formulates the OCDM, just as the Fourier transform in OFDM. Inspecting Eq. (6.1) and (6.11), the Fresnel transform and DFnT are trigonometric transforms of quadratic phases. Both the Fresnel and Fourier transforms are linear canonical transform
The DFnT can be divided into three-step process by using DFT. One would expect that the OCDM can be integrated into the existing OFDM system easily without significant modification.

Figure 6–10 provides the block diagram of the conventional OFDM system (excluding the components in the dashed-line boxes). At the transmitter, the IDFT multiplexes symbols onto parallel subcarriers, and at the receiver DFT performs inverse operation to recover the symbols. After the DFT at the receiver side, single-tap equalizer compensates each subcarriers.

According to the relation between the DFT and the DFnT in Eq. (6.53)-(6.58), the OCDM can be integrated into the OFDM system with the additional operations in the dashed-line boxes. At the transmitter, the three-step operation involving IDFT acts as the IDFnT. At the receiver end, there are two architectures. One is based on the receiver in Figure 6–7, and the other is based on the proposed equalization algorithm in Section IV, refer to Figure 6–8. In receiver #1, it should be noted that, as discussed in Section III-C, the equalizer could be either multi-tap TDE in Figure 6–7 (a) or FDE in Figure 6–7 (b). If FDE is adopted, in addition to single-tap equalizer, there is a DFT and an IDFT operation. The receiver #2 is the same as that in Figure 6–8, which is the conventional FDE structure in the OFDM and SC-FDE systems. It means that the channel estimation and equalization etc., schemes designed for OFDM can be easily adapted into the OCDM system.

In terms of the signal structure, both the OFDM and OCDM systems transmit the modulated waveforms in blocks. Between the blocks, GI is used to avoid ISI. As shown in Subsection §6.3.3, in the OCDM system both CP and ZP can be used for filling the GI. The structure of OCDM signal is the same as that of OFDM signal. As a result, the OCDM signal is also compatible to the OFDM signal. The design of OCDM system can be well integrated into the OFDM system. As a result, the generation and recovery of OCDM signal can be realized using the existing OFDM system with additional operations involving only phase rotation and one more IDFT at the receiver.
Figure 6–10. Schematic diagram of OFDM system (excluding the dash components) and the diagram of OCDM system based on the OFDM system (including the dash components).
However, there is a difference between the spectra of OFDM and OCDM systems. In the OFDM system, the aliasing signal can be separated by setting subcarriers at the edge of the spectrum to be nulls, and filters are then applied to reject the aliasing signal. In the OCDM system, as discussed in Subsection §6.4.1, the spectrum of the OCDM signal is directly generated by DFnT, ranging from \(-B/2\) to \(B/2\). Thus, before filtering the aliasing signal, up-sampling is applied by a pulse-shaping filter to fit the OCDM spectrum into the OFDM spectrum.

§6.4.4 Implementation Complexity of OCDM System

In Figure 6–10, the similarities and differences between the OFDM and OCDM systems are illustrated. In the OCDM system, there are two receiver schemes. For both schemes, the transmitter is the same, and thus the complexity of OCDM system depends on which receiver scheme is adopted.

In this subsection, we compare the arithmetic complexity of the OCDM system to the OFDM system in terms of complex multiplication operations. In addition, the DFT-P-OFDM that is used in the 3GPP LTE standard and SC-FDE is also discussed. It should be noted that there are other compulsory modules in a communication system, such as synchronizations and channel estimation. Additional consideration is required because their complexities vary depending on the algorithms adopted. In this paper, we will not provide these details for brevity.

At the transmitter, there are two additional phase rotations, which require 2 additional complex multiplications per symbol compared to the transmitter of the OFDM system.

If the receiver #1 is adopted, there are also two phase rotation operations. In Figure 6–7, either (a) TDE or (b) FDE can be adopted. The complexity of TDE depends on the number of taps of the transverse filter. If the number of taps is \(L\), which is larger than the CIR taps, the complexity of the TDE is \(L\) per symbol. On the other hand, in the FDE, besides the single-tap equalizer, it needs two more DFT operations, see Figure 6–7 (b). Therefore, the FDE
scheme requires additional $\log_2 N$ complex multiplications per symbol. In the applications such as mobile communication whose channel delay spread is relatively large, FDE is more preferable than TDE in terms of computation complexity.

In the receiver scheme #2, besides the phase cancellation and the single-tap equalizer, an additional IDFT is required. Thus, compared to OFDM, the additional complexity is $0.5 \log_2 N$.

The additional arithmetical complexity of the OCDM system compared to the OFDM system is provided in Table 6-1. It can be seen that, if the receiver #2 is adopted, the complexity of the OCDM system is slightly increased compared to that of the OFDM with $(2 + 0.5 \log_2 N)$ multiplications per symbol.

In Table 6-1, the additional complexity of the DFT-P-OFDM compared to the conventional OFDM is provided. The scheme requires a length-$N$ DFT precoder at the transmitter and another length-$N$ IDFT reversing the operation at the receiver. The total additional complexity to that of the OFDM is $\log_2 N$.

In SC-FDE system, instead of DFT operation, pulse-shaping filter is used at

---

**Table 6-1**

ADDITIONAL ARITHMETIC COMPLEXITY OF THE OCDM SYSTEM COMPARED TO THE OFDM SYSTEM

<table>
<thead>
<tr>
<th></th>
<th>Transmitter</th>
<th>Receiver</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC-FDE</td>
<td>$M - \frac{1}{2} \log_2 N$</td>
<td>$\frac{1}{2} \log_2 N$</td>
</tr>
<tr>
<td>DFT Precoded OFDM</td>
<td>$\frac{1}{2} \log_2 N$</td>
<td>$\frac{1}{2} \log_2 N$</td>
</tr>
<tr>
<td>OCDM</td>
<td>2</td>
<td>Rx #1: TDE $L + 2$, Rx #2: FDE $\log_2 N + 2$, $\frac{1}{2} \log_2 N$</td>
</tr>
</tbody>
</table>
the transmitter. Though the pulse-shaping filter can be implemented by FFT, we assume that the time-domain convolution operation is adopted with an oversampling ratio of 1. If so, the complexity is $M$ per symbol, where $M$ is the length of the pulse shaping filter. The filter length $M$ is usually large enough to control the spectral shape, and it is typically in the order of several tens in practical implementation.

§ 6.4.5 Peak-to-Average Power Ratio of OCDM Signals

In this subsection, simulations are carried out to investigate the PAPR characteristics of the proposed OCDM system. For comparison, we also consider the conventional OFDM, as well as the DFT-P-OFDM for its low PAPR.

In the OCDM system, the number of chirps are 256 and 1024 and the chirps are modulated in 16-QAM. Similarly, there are 256 and 1024 subcarriers in the

Figure 6–11. The PAPR characteristics of the OFDM, DFT-P-OFDM, and OCDM signals with 256 and 1024 subcarriers/chirps modulated in 16-QAM.
conventional OFDM and DFT-OFDM systems. For all three systems, the baseband signal is up-sampled by a factor of 4 to emulate their actual PAPR. The PAPR is evaluated by complementary cumulative distribution function (CCDF), which is defined as the probability of the PAPR of a signal exceeding a threshold $\text{PAPR}_0$.

In Figure 6–11, the CCDF of the PAPR in the three systems are provided. It is shown that the DFT-P-OFDM has the best PAPR performance. For example, the probability of PAPR exceeding 8.5 dB is less than $10^{-2}$. The OFDM and OCDM systems have the same PAPR performance. The $\text{PAPR}_0$ for the probabilities of $10^{-2}$ increases to 11 dB. Higher PAPR may impose more stringent requirements on the device linearity. Note that various PAPR reduction methods in the literature and can be readily applied to the OCDM systems.

§6.5 Numerical Simulation

In this section, numerical simulations are provided to investigate the proposed OCDM system in both wireless communication systems in §6.5.1 and fiber-optic communication systems in §6.5.2.

§6.5.1 Wireless Communication Systems

To study the performance of the proposed OCDM system, simulations are performed in wireless channels. The bandwidth is 10 MHz and 1024 chirps are modulated in $M$-ary QAM with $M$ from 4 to 16, and 64. The guard interval is filled with CP, whose length, unless otherwise stated, is chosen larger than the maximum excess delay of the channel to avoid ISI.

For comparison, both the conventional OFDM and the DFT-P-OFDM are also simulated. Their bandwidth is also 10-MHz which is divided into 1024 subcarriers modulated in QAM. CP is also used to fill the guard interval. In the OFDM system, only ZF equalizer is employed in the OFDM system for simplicity, as both the ZF and MMSE equalizers achieve the same bit-error rate (BER) performance in the OFDM system.
The multipath Rayleigh fading channel with 10 rays of equal gain is considered. The maximum excess delay of the channel is 5.4 μs. It is assumed that the channel is quasi-static, i.e. the channel remains static in one OCDM/OFDM block and may vary for the next. Thermal noise, modeled as AWGN, is added at the receiver. The BER is evaluated by signal-to-noise ratio (SNR) which is given in $E_b / N_0$, the ratio of bit energy $E_b$ to the noise power density $N_0$. In addition for the receiver with MMSE equalizer, we assume that the receiver has the knowledge of received SNR.

In the simulation for wireless multipath fading channel, we will study these three systems with linear equalizers and also the nonlinear equalizer based on iterative-block decision feedback equalization (IB-DFE) to show the performance differences under different scenarios. Channel coding is also applied to investigate the performance of the three system under multipath fading channel. The low-density parity check (LDPC) code is adopted based on the one standardized in the DVB standard. For the LDPC code, soft decision with a maximum 50 iterations is adopted.

§6.5.1.1 Performance with Linear Equalizers

In Figure 6–12, the BER performances of the OFDM and OCDM systems are provided. For the OCDM system of ZF equalizer, it requires higher SNR to achieve the same BER compared to the OFDM, especially in low SNR region. The corresponding BER curves approach those of the OFDM as the SNR increases. This degradation is from the noise enhancement of the ZF equalizer, which becomes smaller as the SNR increases.

The OCDM with MMSE equalizer outperforms that with the ZF equalizer as MMSE equalizer is able to balance the channel compensation and noise enhancement. The multipath diversity contributes to its superior performance over that of the OFDM. Although MMSE equalizer is able to effectively suppress noise, it should be noted that, the performance of the OCDM system with MMSE is slightly degraded in the low SNR region. The degradation is more pronounced as the modulation level increases from 4 and 16 to 64-QAM because high level modulation formats are sensitive to noise. For example, in the
64-QAM case, the OCDM system with MMSE equalizer starts to outperform OFDM system from SNR = 20 dB. Nonetheless, the OCDM system of MMSE equalizer still gets much better performance than OFDM for SNR > 20 dB.

In Figure 6–13, the BER performances of the DFT-P-OFDM and OCDM systems are compared when the length of GI is sufficiently large (greater than the maximal delay of the channel). As the DFT-P-OFDM system is also able to spread the symbol over the entire bandwidth, the DFT-P-OFDM gets the same performance as OCDM does.

The BER performance under the EVA channel is provided in Figure 6–14. The power delay profile is provided in Table 6-2. In addition, receive diversity with two antennas based on maximum ratio combining (MRC) is adopted, and the received power is normalized rather than doubled by two antennas. By doing so, the SNR of the received signal after MRC remains unchanged for both single and two receive antennas to show the effect of spatial diversity in the OCDM system. If the receive power is not normalized, 3-dB SNR improvement
will be observed over the normalized case.

Without receive diversity, results similar to the equal gain 10-path multipath channel can be observed in the EVA channel in Figure 6–14. However, if receive diversity applies, there is significant performance improvement for both OCDM and OFDM systems. The improvement is more notable for the OCDM system of ZF equalizer. With 2 Rx, the performance of OCDM with ZF is much better than that of the OFDM system, and it even approaches the MMSE case. For the OCDM systems of ZF and MMSE, the effect of noise enhancement is

<table>
<thead>
<tr>
<th>Excess tap delay (ns)</th>
<th>0</th>
<th>30</th>
<th>150</th>
<th>310</th>
<th>370</th>
<th>710</th>
<th>1090</th>
<th>1730</th>
<th>2510</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative Power (dB)</td>
<td>0</td>
<td>-1.5</td>
<td>-1.4</td>
<td>-3.6</td>
<td>-0.6</td>
<td>-9.1</td>
<td>-7.0</td>
<td>-12.0</td>
<td>-16.9</td>
</tr>
</tbody>
</table>

Figure 6–13. BER performances of the OCDM systems and the DFT precoded OFDM system under the 10-ray multipath Rayleigh fading channel.
Figure 6–14. BER performance of the OCDM systems with both ZF and MMSE equalizers and the OFDM system under the LTE extended vehicle A channel model with receiver diversity; (a) 4-QAM, (b) 16-QAM, and (c) 64-QAM.
efficiently suppressed by spatial diversity, because spatial diversity can efficiently avoid deep frequency fading by combining the received signals from different antennas constructively. It is more effective for larger number of antennas. Thus with spatial diversity, the noise enlargement problem of the linear equalizers can be efficiently suppressed. The performance in the low SNR region is also improved compared to the single antenna case. For example, in the low SNR region, the performance of the OCDM system is inferior to that of OFDM system without spatial diversity, while with spatial diversity the performance of OCDM is similar to that of OFDM.

§6.5.1.2 Performance with Insufficient Guard Interval

OCDM exhibits more resilience against interference due to insufficient GI than the DFT-precoded OFDM. In Figure 6–15, we investigate the performance of the three systems in terms of various cyclic prefix lengths under the EVA channel model. The power delay profile is provided in Table 6-2. The lengths of CP are chosen to be 0.8, 1.6, and 3.2 μs to accommodate the maximum delay of ~2.5 μs. In the case of 4-QAM, the OCDM gets negligible performance degradation for different lengths of CP, while the DFT-P-OFDM has an error floor at the BER of $10^{-4}$ as the GI reduces to 0.8 μs. For higher modulation level, all the systems get certain degradations. Nonetheless, the OCDM shows higher tolerance to the interference and outperforms the other two systems. For example, in the case of 16-QAM, if the GI is fixed at 1.6 μs, OCDM and the DFT-P-OFDM have the error floor at BER = $2 \times 10^{-5}$ and $1 \times 10^{-4}$, respectively.

The benefit of OCDM compared to DFT-P-OFDM can be explained as follows. The DFT-P-OFDM in essence is a block transmitted single-carrier system, where symbols at the edge of a block are susceptible to the interference from adjacent blocks if the GI is not sufficient. The corrupted edge symbols impose irreducible BER. In contrast, OCDM can eliminate this effect by spreading the ISI over the entire OCDM symbol period more evenly. This effect contributes to the improved performance over the DFT-P-OFDM system.
Figure 6–15. BER performance of the OFDM, DFT-precoded OFDM, and OCDM systems under the LTE extended vehicle A channel model with various guard interval length. (a) 4-QAM, (b) 16-QAM, and (c) 64-QAM.
§6.5.1.3 Performance with Decision Feedback Equalizers

Nonlinear equalization is able to improve the performance of the DFT-P-OFDM and SC-FDE significantly, approaching the matched-filter bound. In this subsection, we investigate the performance of the iterative block DFE (IB-DFE) [82, 146-148] for the proposed OCDM system without channel coding. In the IB-DFE algorithm, soft-decoding is adopted for each iteration [146]. In addition, we focus on the comparison of the SC-FDE with the proposed OCDM system, and the EVA channel is still adopted. In both systems, 4-QAM is adopted for modulation.

In Figure 6–16, the BER performances of the SC-FDE system and the OCDM system are provided with (a) 8-µs and (b) 32-µs GI. As the DFT-P-OFDM in essence is a single-carrier system, it can be observed in Figure 6–16 (a) that, if the GI is insufficient, the SC-FDE gets similar performance as the DFT-P-OFDM, and it gets worse performance than the OCDM system.
By applying the IB-DFE technique, we can observe that the BER performance of both the OCDM and SC-FDE improves as the number of iterations increases. The improvement becomes negligible as the number of iterations is greater than 2. For the SC-FDE system in Figure 6–16 (a), the error floor increases from $1 \times 10^{-4}$ to $1 \times 10^{-5}$ by applying IB-FDE with 3 iterations. On the other hand, for the OCDM system, by applying IB-FDE with 3 iterations, the performance degradation caused by insufficient GI becomes negligible. In Figure 6–16 (b), as the GI is large enough, both the SC-FDE and OCDM systems achieve the same performance. One can also expect that, the DFT-P-OFDM system performs the same as the SC-FDE, under the same conditions.

In Figure 6–16, the OFDM is not considered since its performance is very poor without channel code. In the following subsection, we will investigate the performance of OFDM, SC-FDE, and OCDM systems with forward error coding (FEC).

§6.5.1.4 Channel Coding Performance

In this subsection, low-density parity-check (LDPC) code is employed to investigate the performance of OFDM, SC-FDE, and OCDM systems. Block bit-interleaver is adopted, and the encoded bits are mapped into 4-QAM. EVA channel is adopted, and the GI is chosen to be 3.2 µs to completely avoid the inter-symbol interference (ISI).

Figure 6–17 presents the BER performances of the three systems with code rates = (a) 2/3 and (b) 3/4. In both cases, OCDM and SC-FDE have the same performance because the GI is long enough to avoid ISI. Compared to the uncoded case, the coded OFDM gets significant improvement. In Figure 6–17 (a), with a code rate 2/3, the coded OFDM system has similar performance to the OCDM system without IB-DFE. If IB-DFE of 3 iterations is adopted, both the coded SC-FDE and OCDM systems get about 0.6 dB improvement than the coded OFDM system at BER = $1 \times 10^{-5}$. In Figure 6–17 (b), if the code rate increases to 3/4, with IB-DFE, both the coded SC-FDE and OCDM systems gets 1.5 dB improvement than the coded OFDM. In addition, the coded OFDM gets slight degradation to the other two systems without IB-DFE.
In this chapter, we have proposed the OCDM system for wireless communication systems. Simulations under wireless multipath channel are carried out to validate the feasibility of the proposed OCDM system. The results show that the OCDM outperforms the conventional OFDM system, and that it also exhibits more resilience against the interference due to insufficient GI compared to DFT-P-OFDM and SC-FDE. Consequently, the proposed OCDM system can be an attractive alternative solution for high-speed communication systems.

Figure 6–17. The BER performance of the OFDM, SC-FDE and OCDM using forward error coding with 3.2-µs GI and code rates of (a) 2 / 3 and (b) 3 / 4.

§6.5.1.5 Summary

In this chapter, we have proposed the OCDM system for wireless communication systems. Simulations under wireless multipath channel are carried out to validate the feasibility of the proposed OCDM system. The results show that the OCDM outperforms the conventional OFDM system, and that it also exhibits more resilience against the interference due to insufficient GI compared to DFT-P-OFDM and SC-FDE. Consequently, the proposed OCDM system can be an attractive alternative solution for high-speed communication systems.
Figure 6–18. Schematic diagram of the CO-OCDM system. Excluding the components in the dashed boxes, the transmitter and receiver #2 form the diagram of a conventional CO-OFDM system. Insets: illustrations of the (i) transmitted OCDM signal and the (ii) received OCDM signal distorted by dispersion and noise; (a) time-domain and (b) frequency-domain equalizers in the receiver #1.
§6.5.2 Fiber-Optic Communication Systems

In this section, numerical simulations are carried out to validate the feasibility of the proposed CO-OCDM system and to investigate its transmission performance over SMF channel. In the simulations, CO-OFDM is also considered for comparison. In both the OFDM and OCDM systems, there are 1024 subcarriers/chirps, which are modulated in quadrature amplitude modulation (QAM). In the CO-OCDM system, receiver #2 is adopted for its efficiency. Channel estimation is achieved by the frequency-domain pilot designed for the CO-OFDM system [149], and it is also adopted for the proposed CO-OCDM system.

The system setup is shown in Figure 6–18. The sampling rate of the D/A and A/D convertors is 10 GS/s, with data rate 20 Gbit/s for 4-QAM or 40 Gbit/s for 16-QAM. In the simulation, from the digital-to-analog process, raised cosine filter of a roll off factor 0.05 is employed to emulate the bandlimited signal with an oversampling ratio of 8.

The wavelength is at 1550 nm; the IQ modulator is operated within linear region. At the receiver, the responsivity of PDs is 1 A/W. The coherent receiver converts the optical signal into the electrical baseband signal. The optical link consists of 80-km SMF loops, and each loop is followed by an optical amplifier. The SMF has a dispersion \( D = 16 \text{ ps/(km}\cdot\text{nm}) \) and loss 0.2 dB/km. The nonlinear Kerr effect in the fiber is considered with a nonlinear coefficient \( 2.6 \times 10^{-20} \text{ m}^2/\text{W} \). It is simulated by split-step Fourier method. After every 80-km transmission, an optical amplifier with a gain of 16 dB compensates the power loss of the signal.

§6.5.2.1 Chromatic Dispersion

Chromatic dispersion is the major dispersion effect in SMF, causing pulse broadening. If the bandwidth of the optical signal is \( B \), the pulse broadening after SMF transmission is

\[
\Delta T = \beta_2 LB,
\]

where \( \beta_2 \) is the group velocity dispersion (GVD) parameter, \( L \) is defined as the
length of the fiber. Usually, the dispersion is measured by the dispersion parameter $D$, which has units of ps/(km·nm). It is defined as

$$D = \frac{2\pi c \beta_2}{\lambda}, \tag{6.60}$$

where $c$ is the speed of light and $\lambda$ is the operating wavelength. In practice, the dispersion parameter $D$ of the standard SMF is usually from 16 to 23 ps/(km·nm).

Figure 6–19 illustrates the pulse broadening against transmission distance. It can be observed that the pulse broadening increases linearly along with the transmission distance $L$ and the dispersion parameter $D$. For example, for a dispersion parameter $D = 16$ ps/(km·nm), a 4995-km SMF transmission will cause a $\Delta T = 6.4$-ns pulse broadening. If $D$ increases to 19 ps/(km·nm), the distance decreases to 4400 km.

In Figure 6–20, the performance of CO-OCDM with various GI lengths is evaluated at different transmission distance in terms of average Q factor. In the simulation, to manifest the impact of chromatic dispersion, both the non-
linear effect and inline ASE noise are not included. Noise is added at the receiver at a fixed SNR = 30 dB. It can be observed that both systems do not get obvious degradation as long as the GI length is longer than the pulse broadening. For example, if the GI length = 0.8, 1.6, 3.2, 4.8, or 6.4 ns, the performance starts to degrade if the distance exceeds 624, 1249, 2497, 3746, or 4995 km.

In Figure 6–20, both the CO-OFDM and CO-OCDM have the same averaged Q factors for the same condition. We will show later that though the averaged Q factors of both systems are the same, the CO-OCDM system is more resilient to channel impairments due to the spectral fading and noise effects of a communication system. As a result, the CO-OCDM system exhibits better BER performance than the CO-OFDM.

§6.5.2.2 Nonlinear Effects

Fiber nonlinearity imposes limitation on the reach of optical systems. In Figure 6–21, we investigate the effect of fiber nonlinearity on the performance of CO-OCDM. The length of GI is 6.4 ns to support a transmission up to 5000-km. In
the simulation, in-line ASE noise is introduced by the EDFA with a noise figure of 4.6 after every 80-km SMF transmission. The performance is also evaluated by the average Q factor with various input power.

In Figure 6–21, as the transmission distance increases from 800 km to 5600 km, the optimal input power varies from −4.5 to −6 dBm. The similar nonlinear tolerances of both the OCDM and OFDM systems can be inferred from that they have the same PAPR characteristics, as shown in Figure 6–11.

### §6.5.2.3 OSNR Penalty versus Transmission Distance

In Figure 6–22, we evaluate the OSNR penalties to achieve a BER = 10^{-4} at different transmission distances. The input power is fixed at −5 dBm, and no inline noise is considered. The OSNR with 0.1-nm resolution (12.5 GHz at 1550 nm) is measured at the receiver in single polarization. The GI varies from 0.8 to 3.2 ns.

The CO-OCDM system outperforms the CO-OFDM system if the length of GI is the same, though both systems get almost the same average Q-factor as indicated in Figure 6–20 and Figure 6–21. At an OSNR penalty of 6 dB, the CO-OCDM improves transmission distance by 10.1%, 12.4%, 18.9%, and 26.5%
compared to the CO-OFDM for GI = 0.8, 1.6, 2.4, and 3.2 ns, respectively.

The improvement achieved by OCDM is because it is more resilient to channel impairments than OFDM. In the next subsection, we will investigate the reason of this improvement by measuring the channel frequency responses of both systems. Experiments in Section V also confirm the simulation results.

§6.5.2.4 BER Performance of Various Modulation Level

In this subsection, we investigate the BER performance of the CO-OCDM systems with various modulation levels. The GI is chosen to be 1.6-ns and 3.2-ns long to support the transmission up to 1200-km and 2400-km, respectively.

In Figure 6–23 (a), the length of GI is 1.6 ns while in Figure 6–23 (b), it is 3.2 ns. In the 4-QAM case, the OSNR penalties at 1200-km are 2 dB for 1.6-ns GI and 1 dB for 3.2-ns GI at a BER = 10^{-6}. If 16-QAM is adopted, the penalties become about 3.5 dB and 2 dB, respectively. In both cases, the CO-
OCDM achieves better BER performance than the CO-OFDM.

As the transmission distance increases to 2400 km, the BER performance penalty, especially for the 16-QAM case, becomes pronounced. In the case of 16-QAM with GI = 1.6 ns, there are even error floors in both systems because
high level modulation scheme is more sensitive to the impairments due to insufficient GI. If GI increases to 3.2 ns, the error floor is alleviated. Still, in all cases of 2400-km transmission, the CO-OCDM system gets better performance than the CO-OFDM. For example, if GI = 3.2 ns, the CO-OFDM system needs additional 2-dB and 3-dB OSNR for 4-QAM and 16-QAM, respectively, to get a BER = 10^{-4} compared to the CO-OCDM.

Figure 6–24. Q factor of each (a) subcarrier in the CO-OFDM or each (b) chirp in the CO-OCDM with 3.2-ns GI at a received OSNR = 15 dB.
To investigate the BER performance differences between the CO-OFDM and CO-OCDM, Figure 6–24 provides the measured Q factors of (a) each subcarrier in CO-OFDM and (b) each chirp in CO-OCDM at a OSNR = 15 dB. The Q factor is measured over $1 \times 10^5$ OFDM symbols by calculating the average signal variance. It can be observed that both systems have the same average Q factors at the same distance. However, the Q factors of the subcarriers in OFDM fluctuates; the higher the frequency is, the lower the Q becomes. The degradation becomes more severe as the distance increases.

In the simulation, the fading impairment is due to the edge effect, and it is explained as follows. In the OFDM, as well as the OCDM system, the aliasing signal at the edge of spectra after resampling (A/D conversion) will be out-of-phase due to the chromatic dispersion. After resampling the OFDM/OCDM signals at Nyquist rate for channel equalization and detection, the out-of-phase aliasing signal in the frequency domain causes the fading effect at the edge of the spectra. Therefore, the BER performance of OFDM system is limited by the noisy subcarriers at high frequency region.

On the other hand, in the CO-OCDM system, despite the uneven spectra, the Q factors of all the chirps are the same as the chirps spread their spectra over the entire bandwidth. As a result, the CO-OCDM system is insensitive to the fading effect.

§6.5.2.5 Summary

In this subsection, we have proposed the OCDM for optical fiber communication. In virtue of chirp spread spectrum, the proposed CO-OCDM is more resilient to channel impairments and gets better BER performance than the CO-OFDM system. It can also be easily integrated into the existing CO-OFDM system with only slight modification. Therefore, based on the widespread CO-OFDM systems, the proposed CO-OCDM can be implemented as an alternative approach, which is more resilient to the channel impairments, to achieve high-speed optical communication.
§6.6 Experimental Implementation

We implemented experiments to investigate the performance of the CO-OCDM system. In Subsection §6.6.1, the experiment setup of the coherent optical system is introduced, and the experiment results are provided in Subsection §6.6.2, with related discussions.

§6.6.1 Experimental Setup

The experimental setup is shown in Figure 6–18. At the transmitter, the OCDM signal is fed into an arbitrary waveform generator (AWG) with digital-to-analog (D/A) converters at 12 GS/s. There are 768 chirps which are modulated in 4-QAM and 16-QAM. To separate the aliasing signal, a pulse-shaping filter with up-sampling rate of 4/3 is adopted. Therefore, the bandwidth of the OCDM signal is 9 GHz, and the data rates are 18 Gbit/s for 4-QAM or 36 Gbit/s for 16-QAM. In the OFDM system, 256 out of the 1024 subcarriers are also set to be zeros to achieve an oversampling rate of 4/3. Thus, the data rates of both systems are the same. The length of CP is 32 points. In the experiment, frequency-domain pilot for OFDM [149] is employed for channel estimation, as we used in the simulation. The Schmidl-Cox algorithm proposed for the OFDM system [150] is adopted for symbol synchronization for the CO-OCDM system. The electrical output of the AWG is amplified to drive the optical IQ modulator that is operated in linear region. The operating wavelength of the laser is 1553 nm.

After 80-km SMF transmission, the fiber loss is compensated by an EDFA, following by a 0.8-nm OBPF to remove the out-of-band ASE noise. An optical coherent receiver perceives the optical signal and converts the optical signal back to the electrical baseband signal. A real-time digital phosphor oscilloscope with 50-GS/s analog-to-digital (A/D) converters sample and store the baseband signal for offline processing. In the offline processing, after resampling and synchronization, the information bits are recovered based on Figure 6–18.

In the experiment, CO-OFDM system is provided for comparison. In the
CO-OFDM, there are 1024 subcarriers in which 768 subcarriers are used for data modulation. The oversampling rate is thus 4/3. The length of CP is also 32 points. As a result, the data rates of the CO-OFDM and CO-OCDM systems

Figure 6–25. (a) Q factor and (b) BER versus input power of the CO-OCDM system over 80-km standard SMF transmission.

Figure 6–26. Experiments results of the BER versus OSNR of the CO-OFDM and CO-OCDM systems.
are the same.

§6.6.2 Experimental Results

To investigate the nonlinear effects of the CO-OCDM system and to determine the optimal input power over fiber transmission, in Figure 6–25, we measured the system performance with various input power over 80-km standard SMF transmission. The performance is evaluated by (a) received Q factor and (b) BER. It can be observed that the optimal input power is approximately 0 dBm. Therefore, in the experiment, we fix the input optical power at 0 dBm for optimal performance.

In Figure 6–26, the measured BER performance of CO-OFDM and CO-OCDM systems are shown. In the low OSNR region, both systems get similar performance. As the OSNR increases, the CO-OCDM requires lower OSNR than the CO-OFDM to achieve the same BER. For example, to reach a BER = $10^{-5}$, the CO-OCDM system requires about 1 dB OSNR less than the CO-
To investigate the performance difference between OFDM and OCDM systems, the measured (a) power spectral density (PSD) and (b) Q-factor of the subcarriers in OFDM and that of the chirps in OCDM are provided in Figure 6–27. It can be observed in Figure 6–27 (a) that both systems actually have the same PSD’s and the thus same channel frequency responses, and the same average Q-factors. In the experiments, the uneven spectra are mainly caused by the electronic and optical devices, whose frequency responses are not ideally flat. That is, high frequency components experience severe fading effects. As a result, BER performances similar to those in the simulation can be observed in the experiments. In the CO-OFDM, the subcarriers of high frequency are noisier, and its BER performance is limited by the noisy subcarriers in the high frequency region. In contrast, in Figure 6–27 (b), the chirps in the OCDM experience almost the same Q factors and are insensitive to the fading effect.

§6.7 Conclusion

In this section, we present the principle of orthogonally multiplexing a bank of chirp waveforms whose amplitude and phase are used for modulation. The principle is based on the Fresnel transform, and the convolution theorem of the Fresnel transform gives the analytical approach to model the transmission of OCDM signal in LTI channels. The digital implementation of OCDM system is proposed based on DFnT, and it is shown that the chirp waveforms are transparent to the dispersive channel. Both the time-domain and frequency-domain equalizers can be applied for channel compensation. By exploiting the eigen-decomposition of the DFnT matrices, a simpler and more efficient single-tap equalization algorithm is proposed for the OCDM system. In terms of the implementation of OCDM system, it is shown that the system is compatible to the OFDM system, and it can be realized using the existing OFDM system without significant modification.

Simulations under wireless multipath channel are carried out to validate the feasibility of the OCDM. The results show that the OCDM is able to exploit
the multipath diversity with linear equalizers and the OCDM with MMSE equalizer outperforms the OFDM system. Furthermore, with the spatial diversity, the noise enhancement of linear equalizers can be efficiently suppressed in the OCDM system. By exploiting the receive diversity, even the OCDM system with ZF equalizer achieves notable performance improvement compared to the OFDM system.

On the other hand, simulations are performed to verify the feasibility of the CO-OCDM system, and the analyses and numerical results show that the CO-OCDM system can efficiently counteract the chromatic dispersion as the CO-OFDM system does. Since the CO-OCDM is insensitive to the fading and noise effect in the fiber-optic system, it achieves better BER performance than the CO-OFDM system. Therefore, the CO-OCDM system could be an attractive scheme for the high-speed optical communication.

Moreover, experiments are implemented for the CO-OFDM system. In the experiments, the results are consistent with the numerical results, and it is show that the proposed CO-OCDM is more robust against the channel impairment than the CO-OFDM system.

Consequently, for its compatibility to the widespread OFDM system and its capability to counteract the detrimental effects in communication channels, the OCDM system is an attractive alternative solution for the high-speed communication systems.
Chapter 7

Conclusions and Future Work

Digital signal processing is the technology underpinning any digital communication system, and especially it becomes critically important in current and future fiber-optic communication systems since the available bandwidth in optical fibers have been squeezed out by the elegant photonic technologies, such as, high-speed optical modulators and receivers, wideband optical amplifiers and wavelength-division multiplexing. The ultimate objective of applying DSP technologies in fiber-optic systems is to devise elegant algorithms to implement highly spectral-efficient modulation schemes which leverage the capacity of the system, and to secure the resilience of the system which guarantees the recovery of information in noisy environments.

In the thesis, several DSP enabled topics, which include both DSB and SSB modulated Fast-OFDM, discrete Fresnel transform, and orthogonal chirp-division multiplexing, are studied. It is mainly divided in two parts. The first part is about the implementation of Fast-OFDM systems, and to tackle the signal recovery and channel compensation problems. The second part is the study of an interesting mathematical tool, discrete Fresnel transform, and the proposal of orthogonal chirp-division multiplexing, based on the DFnT and its convolution-preservation property.

🌈 FAST-OFDM
Fast-OFDM is a variant of OFDM. Compared to the conventional OFDM, the subcarrier spacing of Fast-OFDM is halved, and Fast-OFDM features unique properties for the halved subcarrier-spacing. However, problems arise as the result of the halved subcarrier-spacing, and the Fast-OFDM systems has lagged behind the conventional OFDM for a long time, since its initial proposal in the beginning of 2000s.

In the DSB Fast-OFDM, although the multiplexing kernel, DCT is orthogonal and possesses a symmetric convolution property, the condition to satisfy the symmetric convolution is however physically impossible. Consequently, in the communication systems whose impulse response is not strictly symmetric, single-tap equalization cannot be applied, with interference causing significant performance degradation. On the other hand, the multiplexing kernel in SSB modulated Fast-OFDM system is a truncated discrete Fourier transform (DFT), which neither possesses a convolution property nor is orthogonal. It means that not only the single-tap equalizers cannot be applied for channel compensation but there exists severe interference between the halved-spacing subcarriers due to the loss of orthogonality even without channel transmission.

To resolve the problems, system designs are proposed for both Fast-OFDM systems in Chapter 4 and Chapter 5, respectively. Technically, frequency-domain oversampling is utilized to de-multiplex the subcarriers of halved-spacing. With properly designed algorithms, single-tap equalization can be applied efficiently for both DSB and SSB based Fast-OFDM systems for channel compensation, and the interference problems therein are completely avoided.

Analyses and numerical simulations are provided to validate the advantages of the proposed schemes, and moreover, experimental implementations were carried out for both of them. Specifically, the DSB modulated Fast-OFDM was successfully demonstrated in both the conventional silica fibers at 1.55 μm and the newly fabricated hollow-core photonic bandgap fiber at 2 μm using intensity-modulation and direct detection. The SSB modulated Fast-OFDM system was implemented in coherent optical systems at 36 Gbit/s at a spectral efficiency of 6 bit/s/Hz, for the first time, thanks to the proposed scheme.

With the proposed Fast-OFDM systems for both DSB and SSB modulation,
the performance gap to the conventional OFDM has been eliminated, and they achieve similar performance with similar system complexity. Therefore, Fast-OFDM is a variant to realize the OFDM system for fiber-optic communications. Especially, the DSB modulated Fast-OFDM in Chapter 4 can serve as an alternative of the discrete multi-tone modulated OFDM system, suitable for baseband transmission systems, such as ADSL, and for optical intensity modulated systems, such as visible light communication using LED, and short-reach fiber-optic systems with intensity-modulation and direct-detection. The SSB modulated Fast-OFDM with no doubt can be a candidate to implement the conventional OFDM system using coherent detection.

**Discrete Fresnel Transform**

Fresnel integral transform is a fundamental and useful mathematical operation that describes the wave-like phenomena in optics and physics. As a mathematical tool, however, it is not as powerful as the Fourier transform, partially because a) a closed-form of Fresnel transform cannot be derived easily, b) there is no decent discrete Fresnel transform that inherits the attractive properties of the Fresnel integral transform, and thus the digital implementation of Fresnel transform is hard, and c) Fourier transform is so powerful and possesses a convolution-multiplication property, and most importantly, there is a corresponding discrete Fourier transform.

In Section §6.2, a discrete Fresnel transform is derived from the Talbot effect of infinitely extended periodic Fresnel diffraction, and it is show that the DFnT in this dissertation inherits all the attractive properties of the Fresnel transform. For example, the unitary of the DFnT corresponds to the orthogonality of the Fresnel transform. Most importantly, that the DFnT of a circular convolution of two functions is equal to the DFnT of either one convolving with the other corresponds to that the Fresnel transform of a linear convolution of two functions is equal to the Fresnel transform of either one convolving with the other. As convolution is the basic process in real physical world and systems, the DFnT could be a useful mathematical tool for evaluating the systems for the purpose of digital signal processing.
ORTHOGONAL CHIRP-DIVISION MULTIPLEXING

In Section §6.3, the principle of orthogonal chirp-division multiplexing is proposed as a direct application of the DFfT. Compared to the single-carrier modulation with Nyquist signaling and OFDM, OCDM provides a third basic modulation scheme using the orthogonal chirped waveforms for information modulation. OCDM achieves the maximum spectral efficiency of the conventional chirp spread spectrum systems, which are notorious for its poor spectral efficiency. Meanwhile, OCDM inherits the advantages of chirped waveforms, and is more resilient against the noise and interference from the hostile environments than both single-carrier and OFDM systems.

In Section §6.4, the system implementation of OCDM are discussed in detail, and it is shown that the OCDM system can be easily integrated into the widespread OFDM systems with slight changes. It means that the OCDM systems can be readily deployed using the legacy OFDM systems to improve the performance. In Section §6.5, numerical simulations are provided to validate the superior advantages promised by OCDM in both wireless and fiber-optic systems, and in Section §6.6, a proof-of-concept experiment was successfully carried out in coherent optical system to confirm the analysis.

Consequently, OCDM system provides another solution to implement high-speed communication systems, for example, including both wireless and fiber-optic systems, and the compatibility of OCDM to the OFDM systems makes the OCDM a comfortable choice to upgrade the existing OFDM systems from a practical view. Nonetheless, in the dissertation, the study of OCDM is mainly focused on physical layer, and the co-existence of OCDM and OFDM in a single system from a high-level perspective would be a challenge work. For example, in our future work, to investigate the OCDM system in a scenario taking the medium access into account for multiuser and multipoint communication networks is a fascinating research topic.
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