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Abstract. Many studies have been conducted on the complexity of Con-
straint Satisfaction Problem (CSP) classes. However, there exists little
theoretical work on the hardness of individual CSP instances. In this
context, the backdoor key fraction (BKF) [17] was introduced as a quan-
tifier of problem hardness for individual satisfiable instances with regard
to backtracking search. In our paper, after highlighting the weaknesses
of the BKF, we propose a better characterization of the hardness of an
individual satisfiable CSP instance based on the ratio between the size of
the solution space and that of the search space. We formally show that
our measure is negatively correlated with instance hardness. We also
show through experiments that this measure evaluates more accurately
the hardness of individual instances than the BKF.

1 Introduction

Finding a solution to a CSP instance is well known to be NP-hard, even when
considering satisfiable instances [3]. The complexity of CSP instances has been
extensively cataloged in the framework of complexity theory. However, attempts
to formally define instance hardness, to find out what makes some CSP instances
difficult to solve have been scarcer. A number of studies have been proposed
based, in particular, on the notion of constrainedness [9,10], to predict the be-
havior of large sets of instances. Constrainedness compares the expected number
of solutions of constraint instances to their average size. It is straightforward to
compute, and is well-suited for large classes of problems, but it does not establish
a distinction between individual instances that have the same average tightness
but different solution spaces. On the other hand, only considering the solution
space is not enough to accurately predict instance complexity [18].

The Backdoor Key Fraction was proposed in [17] to characterize the hardness
of a given satisfiable CSP instance with respect to backtracking search based on
the notion of backdoor. A backdoor is a set of variables that, when properly
assigned, allows us to decide the remainder of the problem in polynomial time
using a given sub-solver [19]. The backdoor key fraction is based on the backdoor
key set. A variable is in the backdoor key set if its value is logically determined



by the settings of other backdoor variables. The key fraction is the ratio of the
backdoor key set size to the corresponding backdoor size. Unfortunately, as we
explain in Section 2, there are many classes of instances for which the backdoor
key fraction is ill-fitted. The main motivation behind our paper is to revisit this
measure by proposing a better characterization of instance hardness.

In this paper, we propose an improvement over the backdoor key fraction.
Intuitively, a solver finds an instance difficult if it contains many paths that do
not lead to a solution, where a path is a possible sequence of choices made by
the solver. Therefore, we define our completability measure as the number of
paths that are completable, meaning that they lead to a solution, divided by the
number of paths actually explored by the solver. This can be viewed as the ratio
between the solution space and the search space. If the ratio is close to 1, the
solver mostly branches on completable paths and can easily solve the instance.
If, however, the ratio is low, the solver explores a lot of dead-ends and finds the
instance hard. Completability can be seen as an improvement over the backdoor
key set. Indeed, as we explain in Section 2, both our metric and the backdoor key
fraction are composed of a ratio between a numerator that takes into account
the global interactions between the backdoor and the rest of the instance, and
a denominator that only relies on the internal structure of the backdoor.

The notion of completability has previously been used by [7], albeit in a com-
pletely different way. The author proposed to add constraints to CSP instances
to transform them into equivalent minimal instances, where an instance is min-
imal if any partial solution of size bounded by some predefined constant can be
extended to a solution [16]. On the other hand, we are computing a theoretical
measure and are not modifying any part of the observed instances. Nonetheless,
it is interesting to note how his intention was to make CSP instances easier by,
in essence, increasing the completability ratio of small subsets of variables. We
show that when some particular small subsets of variables, namely backdoors,
have a high completability ratio, then backtracking solvers have an easier time
finding a solution. His paper and ours are, therefore, consistent with each other
in their approach of completability. Another work closely related to the idea
of completable partial solutions can be found in [4]. The authors also consider
the ratio between the solution space and the search space within small sets of
variables (although not backdoors), but their measure is restricted to minimal
CSP instances, while our metric can measure any satisfiable CSP instance.

In the next section, we give the different notions used throughout the paper
and we highlight the limitations of the backdoor key fraction. In Section 3 we
adopt a theoretical approach to justify our measure. Finally, we present our
experimental study in Section 4.

2 CSP, Backdoor Key Fraction, and Backdoor
Completability

A CSP instance is a triplet (X, D, C) where X is a set of variables {v1, va, ..., v, },
D is a set of domains { D, , Dy,, ..., D, }, and C is a set of constraints. A domain



D, is a set of integers (values) associated with the variable v. A constraint C'
of arity k > 1 is a pair (X (C), R(C)), where X(C') is a sequence of k variables,
and R(C) C ZF. The set of variables in X(C) is called the scope of C. The
constraint C' is universal if every k-tuple of integers is in R(C'). An assignment
is a pair (v, a) where v is a variable and a € D,,. A value a is said to be assigned
to a variable v if D, = {a}. An instantiation is a set of assignments where
each variable appears at most once. The scope of an instantiation S is the set
of variables {v | 3(v,a) € S}. Let S be an instantiation and C' be a constraint
such that X(C) = [v;,, v4,, . .., v;,|. We say that S violates C if VI € [1, k], there
exists a; such that (v;,a;) € S and (a1, aq9,...a;) ¢ R(C). The instantiation
S is said to satisfy C if S does not violate C. An instantiation that does not
violate any constraint is called a partial solution. A solution to a CSP instance
(X, D,C) is a partial solution with a scope equal to X'. Not every partial solution
can be extended to a solution. A CSP instance that admits a solution is called
satisfiable. The arity of a CSP instance is the greatest arity of its constraints.
When an instance is binary (i.e., of arity 2), two assignments (v,a) and (v',a’)
are incompatible if there exists a constraint C' such that X (C') = [v,v'] such that
(a,a’) ¢ R(C). Two assignments are compatible if they are not incompatible.

Definition 1. Let I be a CSP instance with n variables and let p be an integer
such that 1 < p <n. We say that I is (p,1)-consistent if for any partial solution
S of size p and for any variable v not in the scope of S, there is a value a € D,
such that SU{{v,a)} is a partial solution. We also say that I is strongly (p,1)-
consistent if it is (g, 1)-consistent for all ¢ such that 1 < g < p.

A backdoor [19] is defined with regard to a particular sub-solver. We define
a sub-solver and the other notions the same way that [17] did.

Definition 2. An algorithm A that takes a CSP instance as input is a sub-
solver if:

1. For any CSP instance I, either A rejects I or A correctly recognizes I as
satisfiable or unsatisfiable. If I is recognized as satisfiable, then A also returns
a solution to I.

2. A runs in time polynomial in the size of I.

Now that we have explained the concept of sub-solvers, we can properly
define the notion of a backdoor to a CSP.

Definition 3. Let A be a sub-solver. Let I be a CSP instance. Let V be a subset
of the variables of I. We say that V is a backdoor for A of I if there exists a
partial solution Sy, of scope V' such that the instance I' obtained from I after as-
signing the value a to the variable v for each assignment (v,a) € S, is recognized
as satisfiable by A.

Informally, a backdoor is a (small) set of variables that, when properly as-
signed, makes the rest of the instance easy. When the sub-solver A is clear from
the context, we shall use “backdoor” instead of “backdoor for A”. Technically,
the set of all variables in an instance is always a trivial backdoor. Therefore, we
mainly focus on backdoors of minimal size.



Definition 4. Let A be a sub-solver and let I be a satisfiable CSP instance. Let
B be a set of variables of I. We say that a backdoor B for A of I is a minimal
backdoor if Vv € B, B\{v} is not a backdoor for A of I.

Before presenting our backdoor completability measure, we describe the ex-
isting metric that is closest to our own. This is the backdoor key fraction, intro-
duced in [17]. Backdoor keys are sets of dependent variables, where a dependent
variable is defined as follows:

Definition 5. Let I be a satisfiable CSP instance, let B be a subset of variables
of I, and let v € B be a variable. Let S be a solution to I, and let S, C S be
a partial solution of scope B\{v}. We say that v is a dependent variable with
respect to S, if there is exactly one value a in D, such that S, U{(v,a)} can be
extended to a solution to I.

Definition 6. Let I be a satisfiable CSP instance, let B be a backdoor for I,
and let v € B be a variable. Let S be a solution to I, and let S C S be a partial
solution of scope B and let S, be equal to Sp restricted to B\{v}. We say that
v is in the backdoor key set of B with respect to Sp if v is a dependent variable
with respect to S, .

The backdoor key fraction can now be defined.

Definition 7. Let B be a backdoor for a satisfiable CSP instance I, and let Sp
be a partial solution to B. The backdoor key fraction of B with respect to Sp
18 the ratio between the number of variables in the backdoor key set of B with
respect to Sg and the total number of variables in B. If B is empty, we say that
the backdoor key fraction of B is 0.

The last sentence is our own addition to account for the cases when the
backdoor is empty. Note that this follows the intuition of their paper. Indeed,
empty backdoors are associated with very easy instances, and their intention
was for the backdoor key fraction to be positively correlated with the hardness.

There are many cases where the backdoor key fraction is not useful. The au-
thors of [17] mentioned the case where given any backdoor and its corresponding
solution, one can always flip the truth assignment of any variable in the backdoor
and still extend the backdoor to a solution. In such instances, the backdoor key
fraction is equal to 0 for any backdoor. Another issue arises when a given CSP
instance I only has one solution, the backdoor key fraction of any non-empty
backdoor of I is by Definition 7 always 1. More generally, any backdoor variable
which is also part of the instance backbone (the set of variables that are assigned
the same values in all solutions [15]) is a dependent variable, and therefore is in
the backdoor key.

In general, hard instances with regard to backtracking algorithms are the
ones that offer many potentially wrong choices and few potentially right ones
to solvers. Therefore, if we want to quantify hardness, it makes sense to build
a measure that keeps track of both the size of the search space (the choices
that the solver can make) and the size of the solution space (the right choices).



What we define as the search space is the set of partial, local solutions while the
solution space is simply the set of global solutions.

Definition 8. Let I be a CSP instance and let B be a non-empty set of variables

of I. We say that the completability ratio of B is the ratio % where:

— F#partial is the number of partial solutions of scope B.
— Fcompletable is the number of partial solutions of scope B that can be ex-
tended to a solution to I.

We also say that the completability ratio of an empty set of variables is 1, and
that the completability ratio of a set of variables with no partial solution is 0.

From now on, we only apply the notion of completability ratio on minimal
backdoors within satisfiable CSP instances. However, this concept is general and
could be applied to any set of variables in any CSP instance (although the ratio
is trivially always 0 in unsatisfiable instances). In particular, the completability
ratio is not dependent on a particular sub-solver, and is unique for each set of
variables within a particular CSP instance. We define now our measure for a
whole instance.

Definition 9. Let A be a sub-solver and let I be a satisfiable CSP instance. The
backdoor completability for A of I is the average of the completability ratios of
all minimal backdoors for A of I.

Observe that backdoor completability can be used to study satisfiable CSP
instances of any arity. This is also the case for backdoor key fraction. Recall that
finding a solution to a satisfiable CSP instance is an NP-hard problem [3], so
such a restriction does not diminish the usefulness of either measure. It should
be noted also that we are not limited to binary instances. Indeed, in Section 4,
we present an experimental study on both binary and non-binary instances.

3 Theoretical Justification

In order to be a valid measure of hardness, backdoor completability needs to
correctly recognize both easy and hard classes. In the former case, this is done
by returning a high value for tractable classes. In the latter case, this is done
by returning a low value for a subset of decent size in each non-tractable class.
However, both tractability and backdoors are defined with regard to a specific
algorithm. So ideally backdoor completability should tag a class as tractable if
and only if the sub-solver used to define a backdoor solves the class.

In this section, we present an example to further explain what result we are
aiming for, then we state our main Theorem. We refer to (primal) constraint
graphs, tree decompositions and treewidth. We now recall the definitions of these
four concepts.

Definition 10. Let I be a CSP instance. The primal constraint graph of I is
the graph G such that:



Data: A satisfiable instance I with n variables v1,va, ..., vn.
Result: Either REJECT or SATISFIABLE.
Build primal constraint graph G of I;
if G is a tree then
Sort the n vertices of G to get an ordering vi,v5, ..., v, such that for each i
there is at most one j such that j < ¢ and v; is connected to v};
else
‘ return REJECT;
end
Establish (1, 1)-consistency on I;
for i < 1 to n do
Assign to the variable v] the lowest value a; left in DU1{ such that
{(v1,a1), (v3,a2),...,{vi,a;)} is a partial solution;
if no such value exists then
‘ return REJECT;
end

end
return SATISFIABLE;
Algorithm 1: A simple sub-solver based on (1, 1)-consistency.

— The vertices of G are the variables of I.
— There is a an edge between two vertices v; and v; of G if and only if there is
a non-universal constraint C' of I such that X(C') contains both v; and v;.

In the case of binary instances, the primal constraint graph is called the
constraint graph. Part of the algorithms that we present is to build the tree
decomposition of some (primal) constraint graph.

Definition 11. Let G be a graph. Let T be a tree such that each vertex of T is
a set of vertices of G. We say that T is a tree decomposition of G if:

1. Each vertex of G belongs to at least one vertex of T.

2. If two wvertices v1 and vy are connected in G, then there is a vertex of T
containing both vy and vs.

8. If two vertices t1 and ty in T both contain some vertex v of G, then all the
vertices of T in the path between t1 and ty also contain v.

Definition 12. Let G be a graph. The width of a given tree decomposition of
G is the number of vertices of G in the largest vertex of this tree decomposition,
minus one. The treewidth of G is the lowest width of all possible tree decompo-
sitions of G.

To illustrate the validity of our measure on one very specific example, consider
the class Ciree composed of the satisfiable binary CSP instances whose constraint
graph is a tree, the class C,; composed of all satisfiable CSP instances of any
arity and with any (primal) constraint graph, and the sub-solver described by
Algorithm 1.



Algorithm 1 builds a solution to instances with a tree as a primal constraint
graph by starting from a random root after establishing (1,1)-consistency and
then following along the branches of the tree. It correctly solves the class Ciree [5],
but not the class C,. Therefore, in order to be a valid measure of hardness for
these two classes and Algorithm 1, backdoor completability needs to be high
for all instances of Ciee and very low for at least some instances of Cy. As we
show in a generalized version of this example in Theorem 1, this is what indeed
happens.

Note that we do not require backdoor completability to return a high value
for all instances of a given hard CSP class. A CSP class does not need to have
all of its instances hard to be considered hard. The general CSP is hard for all
solvers, even though most CSP instances are easy in practice.

Our Theorem covers the set of CSP classes {C1,Cs, ...}, such that each C,
is the set of satisfiable CSP instances whose primal constraint graph treewidth
is upper bounded by p. These classes are hierarchically ordered by inclusion: for
each p, C, C Cpy1. Therefore, any given sub-solver finds all classes up to some p
easy, meaning that it returns a solution to all instances from these classes, and
all larger classes hard, meaning that it rejects at least some instances from each
one of these subsequent classes. Note that the union of all the C, is equal to the
NP-hard satisfiable CSP, so no sub-solver can find all the classes easy, unless
P=NP.

We are going to prove that for any sub-solver A belonging to a specific set
of algorithms based on local consistency, and for any aforementioned class Cp,
backdoor completability returns a very low value with regard to A for some of
the instances in C, if and only if C, is a hard class for A. We define “very low”
as exponentially inverse to the number of variables.

Theorem 1. Let p and p’ be such that p,p’ > 0. Let A, , be the sub-solver
described by Algorithm 2 and let Cpy be the set of satisfiable CSP instances whose
primal constraint graph treewidth is upper bounded by p’. Then exactly one of
the two following statements is true:

— p>p and for every instance I € Cp, the backdoor completability for A,

of I is equal to 1.

— p<p and for every integer N there is an instance I in Cp with n variables
such that n > N and the backdoor completability for A, , of I is equal to
1

O5m7)-

To prove the second point of the Theorem, we shall build instances with a low
enough backdoor completability for A, . Using binary constraints is enough to
do so, however we emphasize that instances in the class C,y can be of any arity,
so the scope of our result is not restricted to binary instances.

Definition 13. Let N > 1 and p’ > 1 be two integers. Then we call In , the
binary CSP instance defined in the following way:

. ) , .
1. Variables: 14+p' N variables vo, v1,1,V1,2, -+, Vl,p/, V2,15 -+, V2,p7, U315+« - s UN p/ -



Data: A satisfiable instance I with n variables v1,va, ..., vn.
Result: Either REJECT or SATISFIABLE.
Build primal constraint graph G of I;
if (treewidth of G)< p’ then
‘ Build a p’-wide tree decomposition T of G
else
‘ return REJECT;
end
Sort the n’ vertices of T to get an ordering v}, v3, ..., v, such that for each 4
there is at most one j such that j < ¢ and v; is connected to v};
Establish strong (p, 1)-consistency on all sets of variables that are entirely
contained within a single vertex vj;
for i <+ 1 ton' do
for each variable v in the vertez v; of T do
Assign to v; the lowest value a; left in D,; such that
{{v1,a1), (v2,a2),...,(vj,a;)} is a partial solution;
if no such value exists then
| return REJECT;
end
end

end
return SATISFIABLE;

Algorithm 2: A sub-solver based on (p, 1)-consistency.

2. Domains: For each 1 <i < N and each 1 < j <p', Dy, ; = {1,2,...,p'}.
Furthermore, D,, = {1,2,3,...,N +1}.

3. Constraints: For each 1 < i < N, for all 1 < i1,i2 < p' such that i1 # i2,
for each 1 < a <yp', the assignments (v; ;,,a) and (v ;,,a) are incompatible.

4. Constraints: For each 1 < a < N, for each 1 < i < p/, the assignments
(vo,a) and (ve4,p') are incompatible.

5. Constraints: For each 1 <i < N, for each 1 < j <p', for each 1 < a < p/,
the assignments (vo, N + 1) and (v; ;,a) are incompatible.

6. Constraints: All pairs of assignments that have not been mentioned yet are
compatible.

In addition, for each 1 < i < N, we call V; the set of variables {v; 1,v;2,...,Vip}
and we call t; the set of variables {vo} U V.

Note that any non-universal constraint can only be between two variables
of a same set t; for some i. We give two figures to illustrate the constraints
within the variables of a set ¢; in an instance I ,, in this case t5 in the instance
I7 4. Figure 1 illustrates points 3 and 6 from Definition 13, while Figure 2 il-
lustrates points 4, 5 and 6. In both figures, a circle represents the domains of a
variable, a dot represents a value in a domain and a dashed line connects two in-
compatible assignments. In Figure 1, a continuous line connects two compatible
assignments. In order to not clutter the figure, only the most representative pairs
of (in)compatible assignments are connected. For the same reason, in Figure 2



Fig. 1: The variables of V5 in I7 4, their domains and the related constraints.

V2,4

Fig. 2: The constraints between the variable vy and the set of variables V5 in I7 4.

pairs of compatible assignments are not shown, and only pairs of incompatible
assignments involving a value from the domain of vy are connected.

To simplify the proof of the theorem, we first give some preliminary results
concerning the instances I p.

Lemma 1. Let N > 1 and p’ > 1 be two integers. Then the instance In
has exactly one solution, consisting of the assignment (vo, N + 1) and of the
assignments (v; j,p') for all1 <i < N and 1 <j <p'.

Proof. Tt is easy to check that the set of assignments described in the statement
of the Lemma is indeed a solution. We prove that it is the only one. Let S be a
solution to I. let sop be the value such that (vg,s) € S and for all ¢ and j such
that 1 <¢ < N and 1 < j <p/, let s;; be the value such that (v; ;,s;;) € S.
For each 1 < ¢ < N, we know from Definition 13.3 that at least one of the
Si1,8i,2,-.,8ip is equal to p’. So from Definition 13.4 we know that for each
1<i<N,sg#i. Sosy=N+1.So from Definition 13.5 we know that s; ; = p’
for all 7 and j such that 1 <47 < N and 1 < j < p’. So we have shown that the
one and only solution to I is the one described in the Lemma. a

Lemma 2. Let N > 1 and p’ > 1 be two integers. Then the instance In .
belongs to Cpr.



Proof. C, is the set of satisfiable CSP instances whose primal constraint graph
treewidth is upper bounded by p’. From Lemma 1, we know that I, is satis-
fiable, so it only remains to prove that the treewidth of its constraint graph is
upper bounded by p'.

Let T be a graph with N vertices t1,to,...,txy and N — 1 edges, such that:

— Each vertex t; is as defined in Definition 13: the set of the p’ + 1 variables

{vo,vin,vi2, .., vy}
— For each 1 <1 < N, the pair (¢;,t;4+1) is an edge of T.

From the second point, T is a tree. Each variable v; ; of Iy, is in the vertex ¢; of
T and v is in every vertex of T', so the first condition in the definition of a tree
decomposition (Definition 11) is fulfilled. Since each non-universal constraint of
Iy, either involves v or is between two variables of a same set V;, each edge
in the constraint graph of Iy, is contained in a vertex of 7" and the second
condition of Definition 11 is fulfilled. Furthermore, the only variable of I,
that appears in several vertices of T' is vg, which appears in all vertices of T', so
the third condition in Definition 11 is fulfilled. So T is a tree decomposition of
the constraint graph of I, . Since each vertex of T' contains p’ + 1 variables of
I, the treewidth of the constraint graph of I, is (at most) p'. O

Lemma 3. Let N, p and p’ be three integers such that N > 1 and0 < p < p’. Let
B be a set of variables of Iy such that vg ¢ B. Then B is a backdoor for A, , of
In if and only if B contains a variable from each set V; = {v;1,vi2,...,Vip },
with at most one exception.

Proof. — B is a backdoor for A, of In, = B contains a variable from each
set V;, with at most one exception:
We first show that for each 1 < ¢ < N, ¢; is strongly (p, 1)-consistent. Let ¢
be an integer such that 1 < i < N and let S be a partial solution of scope
W = {wy,ws,...,wq}, with ¢ < p and W C ¢;. Let v be a variable from
t;\W. We need to show that there is a value a € D, such that S U {(v,a)}
is a partial solution. There are three cases to consider:

e v is vg: from Definition 13, (vg, j) is compatible with all assignments on
variables from V; if i # j. So S U {(v,2)} is a partial solution if i = 1
and S U {(v, 1)} is a partial solution otherwise.

e One of the variables from W is vg: let so be such that (v, so) € S. There
are three possibilities for the value of sq. First possibility, so = N+ 1. In
this case, we know from Definition 13.5 that all the other assignments
in S are of the form (w;,p’), so SU{(v,p’)} is a partial solution. Second
possibility, sg = 4. In this case, we know from Definition 13.4 that none
of the other assignments in S is of the form (w;,p’), and S U {(v,a)} is
a partial solution, with a a value such that a # p’ and a # b for each
assignment (w;, b) € S such that w; # vy. There is always such a value a,
because W has at most p variables, so W\{vg} has at most p—1 < p'—2
variables. Third and last possibility, either s <iori < sy < N+ 1. In
this case, S U {(v,p’)} is a partial solution.



e Neither v nor any of the variables from W is vy: we know from Defini-
tion 13 that S U {(v,p’)} is a partial solution.

So for each variable v € t;\W, there is a value a € D, such that SU{(v,a)}
is a partial solution. So ¢; is strongly (p, 1)-consistent.

Let B’ be a set of variables of Iy, such that vy ¢ B’. Suppose that there are
some i and j with ¢ # j such that no variable from V; UVj is in B’. We have
just shown that ¢; (which we recall is V; U {vo}) and ¢; (which is V; U{vg})
are strongly (p, 1)-consistent. So establishing strong (p, 1)-consistency after
assigning the value p’ to the variables in B’ leaves at least the three values 1,
J (because (vg,i) and (vg, j) are compatible with all assignments (v, p’) for
all variables v not in ¢; nor t;) and N + 1 (because (vg, N + 1) is compatible
with all assignments (v, p’) for all variables v of I /) in D,,,. However, the
only assignments in the unique solution to I are of the form (v,a), with a
the highest value in D, and A, , picks the lowest available value in each
domain. So even after assigning the correct values to B’ and establishing
strong (p, 1)-consistency, and whatever the order in which the sub-solver
sorts the variables, A, ,» will pick a wrong value when making its first choice
within ¢; Ute, and will eventually reject I. So B’ is not a backdoor for A4, ,
of Iy, . So any backdoor B for A, v of I, not containing vy contains at
least one variable in every set V;, with at most one exception.

B contains a variable from each set V;, with at most one exception = B is
a backdoor for A, of Iy ,:

Let B be a set of N — 1 variables, each in a different set V;, and none being
vg. Let ¢ be the integer such that no variable from V; is in B. Once we have
assigned the value p’ to all variables of B’ and established strong (p,1)-
consistency, we know from Definition 13.4 that all the values 1,2,3,...,7 —
1,i4+1,...,N —1, N will be removed from D,,. Let a € D, and b € D,, be
two values from the domains of two different variables v and w of ¢;\{vo},
such that a < p’ and b = p’. Since the only two remaining values in D,, are
i and N + 1, we know from Definition 13.4 and 13.5 respectively that neither
(v, %) nor (vg, N+1) is compatible with both (v, a) and (w, b). So establishing
strong (p, 1)-consistency will make incompatible all such pairs of assignments
(v,a) and {w, b) with v and w in ¢;\{vg }. From Definition 13.3, we know that
there is no partial solution to V; that contains an assignment (v,a) with
a # p'. So establishing strong (p, 1)-consistency will make incompatible all
pairs of assignments (v, a) and (w,b) with v and w from ¢;\{vp} and either
a # p' or b # p’, and will eventually remove all values other than p’ from the
domains of ¢;\{vg}. So from Definition 13.4, the value ¢ will also be removed
from the domain of vy, leaving only the value N + 1 in this domain. Lastly,
from Definition 13.5, all values other than p’ will be removed from all other
domains, leaving only one value in each domain after establishing strong
(p, 1)-consistency. So B is a backdoor for A, , of In . O

Now that we have the results we need, we can prove the main theorem.



Proof of Theorem 1: Through the proof, we assume that “backdoor” and
“backdoor completability” are implicitly “backdoor for A, ,” and “backdoor
completability for A, ,” respectively.

— Suppose that p > p’. Since p’ is a constant, building a tree decomposition of
width p’ is polynomial [2]. In general, it is well-known that using strong (p, 1)-
consistency alongside a p-wide tree decomposition solves the CSP restricted
to instances whose primal constraint graph has a treewidth bounded by p [6].
Therefore, the empty set is a minimal backdoor of I, and from Definition 9
the backdoor completability of I is 1.

— Suppose that p < p’. It is enough to show that for each integer N > 1, there
is an instance I € C, with n = p’N + 1 variables such that the backdoor

completability of I is equal to O(Qn/ ). Let N > 0 be an integer and let T
be the instance Iy, defined in Definition 13.

e [isin Cp: from Lemma 2.

e [ has n variables: from Definition 13.1.

e The backdoor completability of I is equal to O( 77 ): let B be a minimal

backdoor of I. There are two possibilities for B
* B contains vg. If we assign the correct value N 4 1 to the back-

door variable vg, then we know from Definition 13.5 that after A,
establishes strong (p, 1)-consistency, only one value will remain in
every other domain. So any set of variables containing vy is a back-
door of I, but among them only {vo} is a minimal backdoor of I.
In this case, there are N + 1 partial solutions of scope B (one for
each value in D,,), and exactly one of them is a subset of a solution
({(vo, N 4+ 1)}). Therefore the completability ratio of B is ﬁ
* B does not contain vg. From Lemma 3, we know that B contains
at least one variable from each set V; = {v;1,v:2,...,0;p }, with
at most one exception. From the same Lemma we also know that
containing one variable from each set V; except one is a sufficient
condition for a backdoor. So, since B is minimal, B contains exactly
one variable from each set V; except one. Note that all constraints
between any two variables of B are universal and that every domain
of B contains exactly p’ values, so there are p’~N~! possible partial
solutions of scope B. From Lemma 1, we know that there is only one
solution to I, so only one partial solution of scope B can be extended
to a solution and therefore the completability ratio of B is —m—t.
We have shown that either B = {vg} and has a completability ratio of

7 or B is composed of N — 1 variables from N —1 different sets V; and
/N—1

lr]lvag a completability ratio of > —m—. There are Np possible backdoors
of the latter kind, so the backdoor completability of I is lower than 1%.
Recall than n = p’N +1,s0 N = T and therefore p,N% = O(ﬁ).
Since p' > p > 1, O(==2~) = O( ) and therefore the backdoor

completability of I is equal to O( )
We have exhibited a satisfiable 1nstance I € Cp with n variables and a

backdoor completability equal to O(=— a

/n/p on/p’

2n/p )



We have formally proved that backdoor completability correctly measures
hardness for some precisely defined classes of instances and sub-solvers, namely
satisfiable CSP instances with bounded treewidth and sub-solvers based on local
consistency. Tractable classes relying on bounded treewidth are common [5, 8],
while consistency is a ubiquitous tool in modern solvers [13], so our result shows
that at least for some widely known algorithms and instance classes, backdoor
completability is a valid measure.

4 Comparison with the Backdoor Key Fraction

We present an experimental comparison between the backdoor key fraction and
the backdoor completability. Our experiments cover two different sets of prob-
lems: Quasigroup Completion With Holes (QWH) [1,12], and random satisfiable
CSP. We used the Mistral [11] solver for both experiments with default settings.

For QWH, we generated 1100 instances of order 22, with a number of holes
equally spread over the range 192 to 222. This range was chosen to capture the
instances at hand around the observed peak of difficulty at 204 holes. Note that
[17] also used QWH instances to test the backdoor key fraction.

The inequality constraints are posted through the AllDifferent constraint
with the bound consistency algorithm of [14]. The sub-solver that we chose has
exactly the same configuration, however, with 500 failure limit. Note that the
sub-solver is guaranteed to run in polynomial time since constraint propagation is
polynomial as well. For each instance, we generated 100 minimal backdoors, using
the methodology described in [17]. For each backdoor, we randomly sampled 20
partial solutions.

Figure 3a represents the results of our experiments on QWH instances. The
x-axis represents the number of decisions required to find a solution, while the
left y-axis represents the backdoor key fraction and the right y-axis represents
backdoor completability. Each point represents an average of 50 instances, with
the 50 easiest instances in one group, the 50 next easiest ones in a second group,
and so on until the 50 hardest instances.

The correlation for the backdoor key fraction is good, with a Pearson coef-
ficient of .876. This is consistent with the results from [17]. The correlation for
backdoor completability is even better, with a coefficient of -.943; we recall that
the further away from 0 the coefficient is, the more correlated the values are.
This demonstrates that backdoor completability can prove a better quantifier of
instance difficulty than the backdoor key fraction, even in problems where the
latter has a good track record.

The second problem we studied is composed of random satisfiable CSP in-
stances with 60 variables and 1770 constraints. We generated 1200 such in-
stances, with an average tightness in each constraint equally spread over the
range 5% to 16%, with an observed peak of difficulty at 8%. The correlations for
backdoor key fraction and backdoor completability are presented in Figure 3b.
As in Figure 3a, the instances are sorted by difficulty in groups of 50.
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Fig. 3: Experimental results for QWH instances (top) and random CSP (bottom)

Table 1: Correlations between instance hardness and different measures.

QWH Random CSP
Pearson CC|RMSE|MAE|Pearson CC/RMSE|MAE
Backdoor key fraction .876 .053 |.032 .590 186 | .158
Backdoor completability -.943 .037 |.029 -.975 .051 |.044

We can see from these results that the backdoor key fraction is not adequate
for that type of instance. It grows with the hardness, as is expected, but does



not clearly distinguish between instances above a certain threshold of difficulty.
Indeed, we observed that most of the hardest instances in this set have only a
few variables that are not part of the backbone. In many cases all variables are
in the backbone and the instance has exactly one solution; as explained in the
remarks following Definition 7, the backdoor key fraction will always output 1
for instances with exactly one solution. This case (along with the other one men-
tioned in the last paragraph of Section 2) shows a limitation of the key fraction to
capture hardness in some instances. On the other hand, backdoor completability
does not study the variables separately, but examines the properties of the par-
tial solutions to a whole backdoor. It is therefore more refined than the backdoor
key fraction, in particular when looking at individual variables is not enough,
for example when comparing instances that have a backbone of similar (large)
size but different degrees of difficulty.

Table 1 contains the summary of our experiments. In addition to the Pearson
correlation coefficients (Pearson CC), the table also includes the normalized val-
ues for the root mean square error (RMSE) and mean absolute error (MAE), two
error measures for linear regression that [17] also reported. The results confirm
that backdoor completability is negatively correlated with instance hardness,
and that it measures the difficulty of instances in both sets more accurately
than the backdoor key fraction does.

5 Conclusion

We have introduced a new measure, backdoor completability, that characterizes
the hardness of an individual satisfiable CSP instance with regard to a given
solver. Backdoor completability can be viewed as an index of hardness; the lower
the value, the harder the instance. This measure is a crucial step towards the
understanding of what makes a particular instance difficult.

We provided a theoretical justification of our measure. We proved that for some
widespread classes of instances, namely CSP instances with bounded treewidth,
backdoor completability captures exactly the limits of tractability. We also pre-
sented an empirical comparison between our metric and the existing backdoor
key fraction, and showed that for some kinds of CSP instances, backdoor com-
pletability is reliable even though the backdoor key fraction is not.

The main motivation of our work is to revisit and to improve the backdoor
key fraction measure. In the future, it would be interesting to study the practical
usefulness of completability as it provides insights for designing search strategies.
Moreover, we believe that completability could eventually be useful in generating
hard instances since hard instances are the ones with low completability.
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