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Abstract

Metamorphic growth of semiconductor materials – in which a “virtual” substrate with a desired lattice constant is obtained by growing a lattice-mismatched metamorphic buffer layer (MBL) on a conventional substrate such as InP or GaAs – is beginning to attract increasing interest due to its potential to facilitate the development of improved optoelectronic technologies. For example, by growing a relaxed $\text{In}_x\text{Ga}_{1-x}\text{As}$ MBL on a GaAs substrate heterostructures can then be grown with a lattice constant intermediate between that of GaAs and InP, thereby providing enhanced scope for band structure engineering and semiconductor device design and optimization starting from a GaAs substrate. However, despite significant progress in material growth and device engineering, there has been very little theoretical analysis of metamorphic devices.

We are particularly interested in the development of metamorphic AlInGaAs-based lasers operating at the technologically important 1.3 $\mu$m wavelength, as well as efficient AlInGaP-based 610 nm Light-Emitting Diodes (LEDs) for maximised white light efficiency. In this thesis we investigate the electronic and optical properties of these emitters and compare their performance with existing photonic devices. Using the continuum based multiband $k\cdot p$ model within the planewave expansion method we quantify the potential of lattice mismatched MBLs and identify the trends in device performance.

We show that by employing an InGaAs MBL we can extend the ranges of strain and composition accessible for a direct band gap AlInGaAs or AlInGaP alloy, which allow the suppression of the amount of defects and CuPt atomic ordering created during the epitaxial growth. Using the model solid theory we demonstrate that the electron confinement strongly benefits from the use of an InGaAs MBL, bringing a reduced current leakage from the active region. After performing a detailed analysis over a series of metamorphic lasers and LEDs, which include such nanostructures in the active region as quantum wells, dots and wires, we identify the trends in electronic and optical properties which compare very favourably with existing devices, and we provide guidelines for the design of optimised devices.

Using the experimental data available in the literature for metamorphic lasers we are able to estimate the defect-related current losses in such devices, and find that there remains opportunity to further improve laser performance. In addition, the micro-photoluminescence measurements performed on a prototype 610 nm metamorphic LED confirm our prediction of enhanced internal quantum efficiency compared to GaAs-based structures, suggesting that this novel type of LEDs is an excellent candidate for efficient white light emission.
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Chapter 1

Introduction and overview

In this chapter we begin with Section 1.1, where we present the background and motivation for the research in this thesis. Here we include an overview of the progress made for development of 1.3 μm lasers and 610 nm light-emitting diodes (LEDs) in Sections 1.1.1 and 1.1.2 respectively. Following this we provide an overview of the structure of this thesis in Section 1.2.

1.1 Background and motivation

Semiconductor photonic devices, such as lasers and LEDs, are currently based mostly on a $p-i-n$ design and produced using epitaxial growth on substrates like GaAs and InP [1]. These devices can be grown using III-P, III-As and III-Sb alloys, with the desired emission wavelength achieved by tuning the alloy composition of different epilayers of the separate confinement heterostructure (SCH) [2].

It is well established that the inclusion of a small amount of strain in the active or $i$ (intrinsic) region can improve the emission of such devices [3]. This improvement occurs mainly because the strain can reduce the density of states close to the valence band edge [2, 4]. Consequently, strain engineering of the band structure of zinc blende materials and alloys has been widely used to enhance device characteristics [2, 5, 6]. However, the relatively thick epilayers in a heterostructure (e.g. barrier, cladding) limit the flexibility for band structure engineering using strain.

In order to incorporate strain in an epilayer due to lattice mismatch with respect to the substrate, its thickness has to be under a critical value to be thermodynamically stable; otherwise the excessive elastic energy releases as dislocations [3, 7, 8]. Therefore, during the growth of the semiconductor heterostructure the epilayers should have a lattice constant very close to the substrate for high quality growth [9]. For a very thin layer however, such as a Quantum
Well (QW) in the active region, it is possible to achieve larger values of strain, typically up to about 2%, to enhance the device characteristics. Strain can also be incorporated into the active region using self-assembled growth, which consists in nucleation of Quantum Wires (QWRs) and Quantum Dots (QDs) on the surface of an epilayer due to the lattice mismatch [10, 11].

Figure 1.1 shows the unstrained band gap energies of various III-V alloys as a function of lattice constant [12]. It can be seen that a range of band gaps can be achieved for a particular alloy when grown on a substrate. For example, InP, which is a conventional substrate for 1.3 $\mu$m lasers, allows growth of lattice-matched layers with a direct band gap between 0.7 and 1.5 eV (or between 0.83 $\mu$m and 1.78 $\mu$m in units of wavelength). Also, in a quaternary alloy, e.g. $\text{Al}_{1-x-y}\text{Ga}_y\text{In}_x\text{As}$, the lattice constant can be varied by adjusting the fraction of In $x$. This alloy is lattice-matched to InP for $x \approx 52$%; its band gap can be tuned by adjusting the Al or Ga composition. Although growth of heterostructures based on these alloys on binary substrates has enabled high quality devices with efficient emission, there remains however room for efficiency improvements in many semiconductor photonic devices. Specifically, alloys with larger direct band gaps can be used as barrier layers to reduce current leakage in a device, thereby providing improved gain and threshold characteristics in a laser or more efficient emission in an LED. In order to achieve this, metamorphic growth can be used, where a buffer
layer is grown in order to minimise the dislocations near the active region due to a potentially significant lattice mismatch with respect to the main substrate.

In metamorphic growth of semiconductor materials, a “virtual” substrate with a desired lattice constant is obtained by growing a lattice-mismatched metamorphic buffer layer (MBL) on a conventional substrate such as InP or GaAs [13], which is shown on the right panel of Fig. 1.2. This technique is beginning to attract increasing interest due to its potential to facilitate the development of improved optoelectronic technologies [9, 13]. Most commonly the metamorphic technique has been used to investigate GaAs-based semiconductor lasers operating at the technologically important 1.3 µm wavelength [9, 14–17]. For example, by growing a relaxed In$_x$Ga$_{1-x}$As MBL on a GaAs substrate, heterostructures can then be grown with a lattice constant intermediate between that of GaAs and InP, thereby providing enhanced scope for band structure engineering and semiconductor laser design and optimisation starting from a GaAs substrate [9].

1.1.1 1.3 µm metamorphic quantum well lasers

The development of long-wavelength semiconductor lasers on GaAs substrates opens up the possibility to take advantage of the enhanced electronic and optical confinement offered by (Al)GaAs-based heterostructures. 1.3 µm QW lasers are typically grown on InP substrates and are based on the InGaAsP or AlInGaAs quaternary alloys [18–27]. While AlInGaAs/InP 1.3 µm lasers demonstrate reduced non-radiative recombination and reduced carrier spillover...
from the QW, leading to improved temperature stability as compared to their InGaAsP counterparts [28–31], uncooled operation has yet to be realised in practical applications and there remains a drive to improve the high-temperature and high-speed performance of 1.3 µm QW lasers. The enhanced electronic confinement in GaAs-based devices can be expected to reduce carrier spillover at high temperatures, thereby overcoming a limiting factor associated with InP-based technologies [26]. Furthermore, GaAs substrates are attractive due to their greater flexibility – e.g. the possibility to monolithically integrate long-wavelength optoelectronic devices with GaAs-based microelectronics – and are of lower cost than InP substrates, making the development of GaAs-based devices appealing from a commercial perspective.

Significant progress has been made in developing GaAs-based 1.3 µm semiconductor lasers. These efforts have centered mainly on (i) the GaInNAs dilute nitride alloy [32, 33], (ii) vertical cavity surface emitting lasers (VCSELs) incorporating strained InGaAs QWs [34, 35], and (iii) In(Ga)As QDs [36–40]. However, none of these approaches has, as yet, found its way through to widespread application. Lasers based on GaInNAs alloys suffer from strong defect-related recombination [41, 42], while the use of InGaAs QWs to obtain emission at 1.3 µm means the laser must be operated with a large detuning between the cavity mode and the gain peak [43] (in order to avoid the large In composition and associated lattice-mismatch required to produce an InGaAs/GaAs QW with a band gap close to 1.3 µm). Also, despite that individual QD lasers with ultra-low threshold current densities have been demonstrated [44–46], in practice many QDs layers are generally included to provide sufficient optical gain for laser applications [47, 48]. This, combined with the difficulty associated with uniform growth of QD heterostructures and arrays, means that QW-based devices continue to dominate practical applications.

Recently, there has been increasing interest in the development of GaAs-based 1.3 µm metamorphic QW lasers. The first 1.3 µm metamorphic QW laser – grown on GaAs, incorporating a graded In$_x$Ga$_{1-x}$As MBL (up to $x = 30\%$) and based on the InGaAsP alloy – was demonstrated in 1994 by Uchida et al. [49]. Since then there have been a series of key developments, the first of which was the demonstration of a device based on the AlInGaAs alloy having improved high-temperature performance [50], with subsequent research on 1.3 µm metamorphic lasers focused almost exclusively on AlInGaAs devices.

There are a number of challenges associated with the growth of metamorphic laser structures. These include residual threading dislocations, as well as strain relaxation during the MBL growth that leads to cross-hatched surface morphologies and large roughness, which may impact the planarity of thin strained QWs [14, 51]. Despite these challenges, there has been significant progress in the development of GaAs-based 1.3 µm metamorphic QW lasers. In Ref. [17] Wu et al. demonstrated room temperature continuous-wave operation of a 1.3 µm AlInGaAs device having a low threshold current density of 205 A cm$^{-2}$. Uncooled operation at 10 Gb s$^{-1}$ was demonstrated up to 85°C in 2009 [52], while Arai et al. reported a low areal density of
threading dislocations, $D$, in a fully relaxed InGaAs MBL ($D < 4 \times 10^6$ cm$^{-2}$) [53] in 2009 and demonstrated operation up to 200°C with a high characteristic temperature of 220 K [54] in 2013. A recent review of GaAs-based 1.3 $\mu$m metamorphic QW lasers, as well as the associated development of metamorphic growth techniques, can be found in Ref. [9].

Despite significant progress in materials growth and device engineering, there has been very little theoretical analysis of metamorphic QW lasers at 1.3 $\mu$m. In Ref. [55] a comparative calculation for a pair of exemplar 1.3 $\mu$m InGaAsP devices (based on an InP substrate and on an In$_{0.26}$Ga$_{0.74}$As MBL) demonstrated that metamorphic QWs offer enhanced material gain due to their improved electronic confinement. While instructive, no general trends in the characteristics of 1.3 $\mu$m metamorphic lasers were identified. To our knowledge there has been no detailed theoretical investigation of metamorphic QW lasers based upon the AlInGaAs material system. As such, and also due to the improved high-temperature performance of InP-based AlInGaAs devices at 1.3 $\mu$m over their InGaAsP counterparts [28, 50], we focus our analysis in this research on AlInGaAs alloys.

1.1.2 610 nm metamorphic light-emitting diodes

Light-Emitting Diodes that produce white light for solid state light applications conventionally include a blue LED capped with green and red phosphors in the RGB design [56–58]. An alternative phosphor-free RGB design has been recently proposed which enables the maximisation of the white light efficiency by attenuating the non-radiative recombination, scattering and absorption losses, as well as energy losses associated with the Stokes shift [59, 60]. This technology is based on the use of three separate semiconductor emitters, each with narrow emission linewidth and including a red emitter with 614 nm emission wavelength. A blueshifted red light source compared to the conventional 630 – 650 nm commercial emitters is also expected to enhance the spectral eye sensitivity, with an up to 5 times larger luminous efficacy [61], thereby reducing the output power required from the LED devices.

Red semiconductor emitters can be grown using III-N alloys, and III-P based heterostructures on GaAs. Although the III-N alloys are currently deployed mostly for green and blue light sources, the best performing InGaN-based red LED was recently demonstrated with 1.1 mW light output power at 20 mA input current [62]. Because of the large amount of In required in the active region to produce red emission and the wurtzite crystal structure of these materials, the resulting built-in and strain-induced piezoelectric fields strongly suppress the radiative recombination rate [63–66], with the device ultimately having a very small External Quantum Efficiency (EQE). It has been shown that the built-in piezoelectric field can be avoided by growing the III-N based heterostructure on a different crystallographic plane [67]. This, as well as the use of III-N alloys with zinc-blende crystal structure offers a route to improve the device performance [68]. In reality, these approaches are currently very challenging to
implement to achieve cost-efficient large-scale device manufacturing. Unlike the III-N materials, the piezoelectric field can be completely avoided in III-P heterostructures, due to the zinc-blende crystal structure of these compounds. AlGaInP-based heterostructures are, therefore, a more attractive alternative for shorter wavelength red emission, enabling a much higher EQE at high power operation [69].

The strong blueshift required for 614 nm emission compared to that in conventional 630 – 650 nm emitters brings a decreased EQE, mainly associated with the increased thermal leakage of electrons from the active region due to the reduced electronic confinement by the barriers [70, 71]. The weak electronic confinement in the active region has been confirmed by photoluminescence measurements performed on a series of devices by collaborations at Tyndall National Institute. The intrinsic limitation for the electronic confinement and the path for current leakage is associated with the direct-to-indirect band gap crossover in III-P alloys which occurs at around 2.3 eV at 300 K. One approach that was used to address this issue includes the incorporation of numerous QWs in the active region [72–75]; however emission in this case requires a large amount of carriers to be injected into the active region.

Metamorphic growth becomes a more attractive alternative due to its ability to extend the range of wavelengths available for semiconductor emitters. For example, by employing an InAsP MBL on InP it became possible to extend the range of wavelengths of InAs-based LEDs towards 2.50 – 2.94 µm [76], offering significant commercial advantages compared to the devices grown on GaSb. An AlGaN-based LED grown on an AlGaN MBL emitting at 310 nm studied by Young et al. [77] has demonstrated excellent electrical characteristics, low extended defect densities and promising optical emission for relatively unoptimised growth conditions. However to the best of our knowledge there has been no theoretical or experimental investigation to date of the use of an InGaAs MBL for red LED applications.

1.2 Structure of the thesis

We begin in Chapter 2 by presenting an overview of the theoretical models used to calculate the electronic structure of zinc blende semiconductors and the optical properties of semiconductor photonic devices, such as lasers and light-emitting diodes (LEDs). Here we introduce the well established 8-band $k \cdot p$ model [78], including the effects of strain, to calculate the electronic structure of zinc blende semiconductors. We then proceed to the theory of optical properties, where we derive the expression for gain and spontaneous emission spectra, which will complete our theoretical model for device simulation.

In Chapter 3 we present the semi-analytical plane wave expansion method [79], which is the computational technique used in this thesis to implement our theoretical model in a set of codes.
This method allows us to calculate the electronic and optical properties of QW, QWR and QD based heterostructures, by considering periodic boundary conditions. We introduce the method first by applying it to the 1-band model, where we show how the linear Schrödinger equation can be transformed into an eigenvalue problem with the position-dependent effective mass Hamiltonian being described by a square matrix, where matrix elements can be determined analytically using a Fourier transform approach. This matrix is then diagonalised numerically to calculate the eigenstates in the supercell; hence the semi-analytical name of the method. Here we introduce the characteristic function of the QW in order to calculate the Fourier expansion of the Hamiltonian matrix elements. In real space, the position-dependent characteristic function equals to unity (zero) inside (outside) the QW, and its Fourier transform is the main parameter required to calculate the electronic structure of a QW (or other nanostructure).

We then apply the method to the 8-band $k\cdot p$ Hamiltonian, which we will directly use to calculate the electronic structure of AlInGaAs- and AlGaInP-based heterostructure in Chapters 4, 5 and 6. Here we also briefly mention the application of the method for multiple QW-based supercells, where we show that the Fourier expansion of a single-QW Hamiltonian is a simplified case of a multi-QW expansion, for which a linear combination of multiple characteristic functions can be used.

We then present the implementation of the method to calculate the electronic properties of QD- or QWR-based supercells, which are periodic along all three Cartesian coordinate axes. Here we find the plane wave expansion of the $k\cdot p$ Hamiltonian to be similar to the QW case, and we show that the former is a special case of the general three-dimensional expansion. Because the strain distribution in a QWR- or QD-based heterostructure is more complex than in the QW-based case, we present the analytical expression for the Fourier transform of strain tensor elements in a supercell that contains a QD or QWR [80]. We then provide the analytical solution of Poisson’s equation, by evaluating the Fourier transform of the carrier-induced electrostatic potential due to the spatial separation of electrons and holes within a supercell. The latter is calculated self-consistently using the Fourier coefficients of the calculated eigenstates directly [81].

The Fourier transform of the strain tensor and carrier-induced electrostatic potential can then be used to (i) estimate their real-space distribution within the supercell, and/or (ii) evaluate the plane wave expansion of the strain Hamiltonian matrix elements and the diagonal matrix elements associated with the electrostatic potential. We then provide analytical expressions to calculate the momentum matrix elements between a conduction and a valence energy state using the calculated Fourier coefficients of the corresponding eigenstates [82].

The 8-band $k\cdot p$ model and the plane wave expansion method are then used for the remainder of this thesis, which essentially consists of two parts.
In the first part of the research, presented in Chapter 4, we perform an analysis on threshold and gain characteristics of AlInGaAs-based 1.3 $\mu$m metamorphic QW lasers. We begin by identifying the ranges of strain and band gap accessible to pseudomorphically strained AlInGaAs alloys on In$_{x}$Ga$_{1-x}$As MBLs. Having identified the alloy compositions of interest for the design of the laser active region, we then perform a detailed analysis and optimisation of a series of metamorphic QW laser structures. We focus primarily on laser structures containing compressively strained ternary InGaAs QWs with unstrained (Al)InGaAs barriers, grown on relaxed In$_{0.2}$Ga$_{0.8}$As MBLs. We identify optimised laser structures by varying the strain and QW width while maintaining the QW band gap at 1.3 $\mu$m. This enables us to quantify the electronic and optical properties of GaAs-based 1.3 $\mu$m metamorphic QW lasers, as well as to identify general trends in their gain and threshold characteristics as functions of compressive strain, QW width and temperature. Additionally, we investigate the effect of varying the alloy compositions of (i) the In$_{x}$Ga$_{1-x}$As MBL, and (ii) the AlInGaAs barrier layers, with the choice of barrier composition being critical for optimisation of both the carrier and optical confinement in the device.

We elucidate several general trends in GaAs-based 1.3 $\mu$m AlInGaAs metamorphic QW lasers. Firstly, we demonstrate through consideration of the strained AlInGaAs band structure that there is scope for the growth of compressively strained ternary (InGaAs) or quaternary (AlInGaAs) QWs, having either unstrained or tensile strained ternary or quaternary barriers. Secondly, our calculations show that the Al composition in quaternary AlInGaAs barrier layers can be varied over a much wider range than in equivalent InP-based devices, so that improved electronic confinement can be obtained. Thirdly, the ability to vary the Al composition over a wide range in AlInGaAs alloys which are lattice matched to the In$_{x}$Ga$_{1-x}$As MBL means that an AlInGaAs separate-confinement heterostructure (SCH) can be engineered to enhance the optical confinement and hence reduce the material gain at threshold. Finally, our analysis of the threshold characteristics of a series of multi-QW devices shows that a low number of QWs (typically 1 and at most 2 – 3) is required to produce an optimised device; this is significantly less than the number of QWs (typically 4 – 6) required in an optimised InP-based 1.3 $\mu$m device [83]. Overall, our analysis quantifies the potential of the AlInGaAs material system for the development of GaAs-based 1.3 $\mu$m metamorphic QW lasers, and identifies routes towards realising optimised devices.

For the second part of this thesis, in Chapters 5 and 6, we perform an analysis on AlGaInP QWR- and QW-based LEDs for efficient 610 nm emission.

We first begin with Chapter 5, where we investigate the electronic and optical properties of [110]-oriented self-assembled AlGaInP QWR-based heterostructures for 610 nm emission. Here our calculations are based on geometry parameters extracted from Transmission Electron Microscopy (TEM) scans performed on devices grown at Tyndall National Institute, as well as
using the nominal growth conditions. Having identified the main parameters for our model, we perform an analysis on the strain distribution in QWR-based supercells.

We then perform an analysis of the electronic and optical properties of QWR-based supercells. Here we examine the impact of the barrier thickness $L_z$ on the radiative recombination in these heterostructures. Our calculations show that enhanced optical properties can be achieved by separating the QWR layers with a thinner barrier. This is a result of an improved electronic confinement, which then leads to (i) a smaller fraction of electrons occupying the barrier $X$ states, and (ii) an improved ground electron-hole wavefunction overlap.

From the integrated photoluminescence (PL) measurements we find that thermal leakage of electrons from the QWR into the barrier is the primary cause of the large decrease in efficiency of shorter wavelength emitters. Our calculations also show that the QWRs, due to being elongated along the [110] direction, can be used to create emitters with a strong degree of linear polarisation. We calculated the radiative emission to be polarised nearly 100% along the QWR axis when the QWRs are surrounded by thin barrier layers ($L_z \approx 3$ nm), in good agreement with experimental measurements. This then makes such heterostructures attractive for display applications where, at present, filters are typically employed to achieve polarised emission.

Finally, we overview and analyse the results of electroluminescence measurements of QWR-based LED devices under hydrostatic pressure performed at University of Surrey, UK. These measurements confirmed the direct band gap nature of the radiative recombination. Based on the measurements, we conclude that $\Gamma-X$ leakage is indeed the dominant loss mechanism in the active region at room temperature.

Overall, these results confirm the significant thermal leakage of electrons from the active region due to a shallow electron confinement. These results serve as a precursor to Chapter 6, where we investigate the possibility of improving the electron confinement for improved efficiency of 610 nm devices, by employing lattice-mismatched InGaAs MBLs.

In Chapter 6 we perform theoretical investigation of the electronic and optical properties of Al(Ga)InP QW-based LEDs for 610 nm emission grown on InGaAs MBLs, focusing on optimisation of device performance for 610 nm emission. Here we start by identifying the range of compositions accessible for direct band gap Al(Ga)InP on InGaAs MBLs, showing that growth on an MBL should enable the shift of the $\Gamma-X$ crossover towards larger band gap energies and also to increase the conduction band offset for an improved electron confinement. We then turn our attention to the electronic and optical properties, where we focus primarily on compressively strained AlInP QW structures surrounded by Al(Ga)InP barriers which are lattice-matched to the InGaAs MBL. We predict that the increased barrier band gap allows reduced leakage current at a fixed emission wavelength, and discuss how band offset changes with MBL composition.
may also be beneficial for LED operation. We also show that it should be possible to grow direct band-gap shorter wavelength LEDs on InGaAs MBLs with a reduced tendency to CuPt atomic ordering [84, 85], thereby providing higher quality growth of semiconductor emitters. Finally, we provide an experimental comparison between the micro-photoluminescence measurements performed on comparable devices grown on GaAs and on an InGaAs MBL, which highlights the improvements achieved in PL emission at identical wavelengths.

Finally, we conclude and summarise our analysis in Chapter 7, where we also discuss some directions for further research.
Chapter 2

Theory of electronic and optical properties of zinc blende heterostructures

In this chapter we outline the theoretical methods we use to calculate the electronic and optical properties of zinc blende semiconductors and heterostructures. We start in Section 2.1 with an introduction of methods to calculate the electronic structure of a semiconductor, where we also provide the motivation for the method used in this thesis. We start with the first order perturbation theory for a free electron and second order perturbation theory for multiple electron states (bands) for a periodic unstrained crystal in Section 2.2. We later turn our attention to the application of a small strain to a zincblende semiconductor and analyse its effect on the electronic structure in Section 2.3. As we will show, the key input parameters for electronic structure calculations, including strain, can be derived from experimental measurements, reflecting the semi-empirical nature of the $k \cdot p$ method.

Then, in Section 2.4 we derive explicit expressions for absorption, gain and spontaneous emission as the main optical properties we are interested in in our calculations. Lastly, we conclude in Section 2.5.

2.1 Introduction to electronic structure of zinc blende semiconductors

Generally speaking, the electron-electron interaction has to be taken into account to calculate the band structure of a zinc blende semiconductor, leading to a many-body problem. This can be calculated using first principle methods such as Density-Functional Theory (DFT) [87].
Fig. 2.1 shows the calculated band structure of GaAs using the DFT package VASP (Vienna Ab-initio Simulation Package) [86]. Although first principle methods provide an accurate description of the band structure, the calculations can only be performed on very small supercells (typically up to 1000 atoms) since significant computational resources are required. For this reason, these methods are mostly used to investigate the band structure of a semiconductor compound.

The band gap of a semiconductor, which is the energy difference between the minimum of the conduction band (CB) and the maximum of the valence band (VB), is essentially the most important parameter extracted from both first principle calculations and experimental measurements. Depending on the compound, the minimum of the valence band can be located at (or near\(^1\)) the L, Γ or X point of the Brillouin zone, while the maximum of the valence band (VB) is always located at the zone-centre of the Brillouin zone [88]. When the CB and VB extrema in a semiconductor are located at the same wave vector \(k\), i.e. at Γ, it has a direct band gap, and indirect otherwise. This fact is particularly important for the design of photonic devices, where direct band gap semiconductors are preferred due to a much shorter recombination lifetime compared to indirect compounds and alloys. This is mainly associated with the fact that (i) the electrons at the Γ point have the lowest effective mass, and (ii) a phonon emission or absorption is required in order to transfer the electrons between different wave vectors \(k\). Our goal therefore in this thesis is to design semiconductor lasers and light-emitting diodes with improved efficiency and based on direct band gap materials only.

\(^1\)The conduction band minimum can also be located near a high symmetry point of the Brillouin zone, e.g. near X in Si or GaP.
For the purpose of optical properties calculations, instead of relying on the full band structure as shown in Fig. 2.1, the analysis can be restricted to a narrow set of bands close to the energy gap, and within a narrow range of wave vectors \( \mathbf{k} \), which are chosen to describe the energy states close to the conduction and valence band edges. In this case, perturbation theory \cite{89} can be applied to give a sufficient description of the electronic structure. The 8-band \( \mathbf{k} \cdot \mathbf{p} \) method is most commonly employed for such calculations \cite{78}, which enables the calculation of the electronic and optical properties of a heterostructure, and we also use it in this thesis. The scope of the method is restricted to one lowest CB and three topmost VBs, while also accounting for the double degeneracy due to spin (hence the 8-band name of the method) and including the interaction between these bands explicitly\(^2\). The parameters required to construct the band structure using this method, such as band gap, electron and hole effective mass etc., can be obtained directly from experimental measurements. This method is presented in more detail starting with the next section, where we present the detailed derivation of the 8-band Hamiltonian, including the effects of strain, to calculate the electronic structure of III-As and III-P based heterostructures later in the thesis.

\[ \text{For the purpose of optical properties calculations, instead of relying on the full band structure as shown in Fig. 2.1, the analysis can be restricted to a narrow set of bands close to the energy gap, and within a narrow range of wave vectors } \mathbf{k}, \text{ which are chosen to describe the energy states close to the conduction and valence band edges. In this case, perturbation theory } \text{can be applied to give a sufficient description of the electronic structure. The 8-band } \mathbf{k} \cdot \mathbf{p} \text{ method is most commonly employed for such calculations, which enables the calculation of the electronic and optical properties of a heterostructure, and we also use it in this thesis. The scope of the method is restricted to one lowest CB and three topmost VBs, while also accounting for the double degeneracy due to spin and including the interaction between these bands explicitly. The parameters required to construct the band structure using this method, such as band gap, electron and hole effective mass etc., can be obtained directly from experimental measurements. This method is presented in more detail starting with the next section, where we present the detailed derivation of the 8-band Hamiltonian, including the effects of strain, to calculate the electronic structure of III-As and III-P based heterostructures later in the thesis.} \]

### 2.2 k·p theory for electronic structure of zinc blende semiconductors

In this section we present the first order perturbation theory for a free electron in a periodic crystal, following with the second order correction to account for the interaction between bands. Having derived the general form of the perturbation Hamiltonian we present the explicit form of the 8-band \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian for the calculation of electronic structure of an unstrained semiconductor.

#### 2.2.1 First and second order perturbation theory

For the derivation of the first-order perturbation theory we follow the method used by O’Reilly \cite{88}. Here we start with the time-independent Schrödinger equation for a free electron in a periodic crystal at a particular wave vector \( \mathbf{k} \)

\[
\hat{H}_0 \psi_n(\mathbf{k}, \mathbf{r}) = E_n(\mathbf{k}) \psi_n(\mathbf{k}, \mathbf{r}),
\]

where \( \hat{H}_0 \) is given by

---

\(^2\)The effect of X states on the optical properties of 610 nm LEDs is investigated in Chapters 5 and 6, where we use a 1-band model which does not include the interaction with other conduction or valence bands.
\[ \hat{H}_0 = -\frac{\hbar^2}{2m_0} \nabla^2 + V_0(r). \] (2.2)

For now, we ignore the spin-orbit interaction. Here \( V_0(r) \) is the periodic potential of the unstrained crystal and its periodicity is described by \( V_0(r) = V_0(r + R) \), where, for crystals with cubic symmetry, \( R = \sum_{i=x,y,z} c_i a \) with \( a \) being the side length of the cubic unit cell (or the lattice constant) and \( c_i \in \mathbb{Z} \). According to Bloch’s theorem the electron wavefunction \( \psi_{nk}(r) \) can be expressed using a periodic function in the crystal \( u_{nk}(r) \) as [90]

\[ \psi_n(k,r) = e^{ik \cdot r} u_{nk}(r). \] (2.3)

Here we assume that the periodic function \( u_{nk} \) does not vary with the wave vector \( k \) and corresponds to a reference value \( k_0 \). By including Eq. (2.3) into the Schrödinger equation (2.1) we obtain

\[ \hat{H}_0 \left[ e^{ik \cdot r} u_{nk}(r) \right] = E_n(k) e^{ik \cdot r} u_{nk}(r), \] (2.4)

which, by considering the reference wave vector \( k_0 \) and performing the substitution \( k \to k - k_0 \), can be rewritten as

\[ \left[ -\frac{\hbar^2}{2m_0} \nabla^2 + V_0(r) \right] \left[ e^{i(k-k_0) \cdot r} u_{nk}(r) \right] = E_n(k - k_0) e^{i(k-k_0) \cdot r} u_{nk}(r). \] (2.5)

Here we apply the Laplacian and recall the momentum operator \( p = -i\hbar \nabla \) to find the following \( k \)-dependent Schrödinger equation for the periodic function \( u_{nk} \):

\[ \left( \hat{H}_0 + \hat{H}' \right) u_{nk} = E_n(k - k_0) u_{nk}, \] (2.6)

where

\[ \hat{H}' = \frac{\hbar^2}{2m_0} |k - k_0|^2 + \frac{\hbar}{m_0} (k - k_0) \cdot p. \] (2.7)

The goal of the \( k \cdot p \) method is to solve Eq. (2.6) which includes the \( k \)-dependent perturbation Hamiltonian \( \hat{H}' \) (referred to as \( k \cdot p \) Hamiltonian hereafter). We can see that the general Schrödinger equation (2.1) is a reduced form of the perturbed equation (2.6) when \( k = k_0 \). Given a known value of \( E_n(k_0) \) and assuming a known periodic function in the crystal \( u_{nk} \) at the reference wave vector \( k_0 \), we can then evaluate its dispersion in \( k \) at the vicinity of the
reference wave vector $k_0$. The energy dispersion $E_n(k - k_0)$ at $k$ near the reference wave vector $k_0$ can be written as:

$$E_n(k - k_0) = \langle u_{nk_0} | \hat{H}_0 + \hat{H}' | u_{nk_0} \rangle = E_n(k_0) + \frac{\hbar^2 |k - k_0|^2}{2m_0} \langle u_{nk_0} | u_{nk_0} \rangle + \frac{\hbar (k - k_0)}{m_0} \langle u_{nk_0} | p | u_{nk_0} \rangle .$$

(2.8)

Here and throughout the entire thesis we use Dirac’s notation, i.e.

$$\langle u_m | u_n \rangle = \int_{\Omega_{uc}} u_m^*(r)u_n(r) dV = \delta_{mn} ,$$

(2.9)

where the integration is performed over the volume of the periodic unit $\Omega_{uc}$ (in this case, the cubic unit cell). We note here that Eq. (2.9) equals to Kronecker delta $\delta_{mn}$ due to the orthonormality of the periodic functions $u_{nk_0}$. The term linear in $k$ in Eq. (2.8) includes the so-called momentum matrix element $\langle u_{nk_0} | p | u_{nk_0} \rangle$ given by:

$$\langle u_{nk_0} | p | u_{nk_0} \rangle = p_{mn} = -i\hbar \int_{\Omega_{uc}} u_{nk_0}^*(r) \nabla u_{nk_0}(r) dV ,$$

(2.10)

which vanishes in Eq. (2.8) due to the parity of the periodic functions $u_{nk_0}$. Therefore the energy dispersion $E_n(k - k_0)$ can be written as a first order perturbation as:

$$E_n(k - k_0) = E_n(k_0) + \frac{\hbar^2 (k - k_0)^2}{2m_0}$$

(2.11)

As we mentioned, the first order perturbation theory can only be applied to a free electron in a periodic lattice that occupies a state in a conduction or valence band. For a more accurate representation of the actual band structure in a semiconductor using the $k \cdot p$ method the interaction between the bands has to be taken into account. Because of the large number of bands in the full band structure of a semiconductor, as shown in Fig. 2.1, it is useful to restrict the analysis of the electronic properties within the $k \cdot p$ method to the bands located close to the band gap. At the same time, the perturbative nature of the method gives an accurate quantitative description of the band structure within a narrow range of wave vector $k$, although there are multiband $k \cdot p$ methods available in the literature that attempt to reproduce the entire band structure of a semiconductor [91–95].

It is therefore required to introduce a correction to the energy dispersion from Eq. (2.11) to account for the interaction between bands. Using Löwdin’s renormalisation [2, 96], the main bands of interested are denoted as class A, and the interaction between them will be included explicitly in the Hamiltonian. Although we focus in this thesis on the description
of class A states, we ensure that the effect of the remote bands, denoted as class B, on the energy dispersion of the main bands is considered. In the second-order perturbation theory for degenerate bands, the \( k \cdot p \) Hamiltonian of an electron in a semiconductor is given by [2, 88]

\[
\hat{H}_{nm}(k) = E_n(k_0)\delta_{nm} + \hat{H}'_{nm}(k) + \sum_{l \in A \neq n} \frac{\hat{H}_{ul}(k)\hat{H}'_{lm}(k)}{E_n(k_0) - E_l(k_0)} + \sum_{l \in B} \frac{\hat{H}_{ul}(k)\hat{H}'_{lm}(k)}{E_A(k_0) - E_l(k_0)}.
\] (2.12)

where the interaction between the class A states and the effect of class B states are expressed using the first and second sum respectively. The reduced magnitude of the perturbation of the class B states, compared to the interaction between the class A states, in the Hamiltonian (2.12) is indicated by the denominator in the last summation, where we assumed that the class B energy levels lie far away in energy from the class A states \( E_A \). The detailed derivation of the Hamiltonian (2.12) is also provided in Appendix B.

The Hamiltonian matrix (2.12) then allows us to evaluate the dispersion of the energy states at \( k \) by knowing (i) their energies at the reference wave vector \( k_0 \), (ii) the interaction between the class A and B states through the perturbation Hamiltonian \( \hat{H}' \), and (iii) the periodic crystal function \( u_{nk_0} \) (referred to as basis functions hereafter). The second order perturbation theory is generally used for electronic structure calculations in the vicinity of high symmetry points in the Brillouin zone, e.g. \( \Gamma, X \) or \( L \) valley minima, close to the semiconductor energy gap. For the calculation of optical properties, in this thesis we are concerned about the energy dispersion near the \( \Gamma \) point of the Brillouin zone\(^3\) (cf. Fig. 2.1), which corresponds to the reference wave vector \( |k_0| = 0 \). As we will show in the following section, one advantage of the \( k \cdot p \) method over, e.g., tight-binding or density functional theory, is that the Hamiltonian can be constructed using measurable parameters like band gap and electron and hole effective mass. In order to construct the \( k \cdot p \) Hamiltonian the class A states in this thesis include one conduction and three valence bands, each being double degenerate to account for spin.

Considering for a moment that there is no interaction between the class A states, so the first sum in Eq. (2.12) vanishes, we end up with the single band model (which we use in this thesis to calculate the dispersion of the X states). In this case, the term linear in \( k \) vanishes due to symmetry. Therefore, for a particular wave vector \( k = |k| \) we can simplify the form of the energy dispersion [88]

\[
E_n(k) = E_n(0) + \frac{\hbar^2 k^2}{2m_0} + \frac{\hbar^2}{m_0^2} \sum_{m \in A \neq n} \frac{|k \cdot p_{nm}|^2}{E_n(0) - E_m(0)} + \frac{\hbar^2}{m_0^2} \sum_{m \in B} \frac{|k \cdot p_{nm}|^2}{E_n(0) - E_m(0)},
\] (2.13)

\(^3\)We are also interested in the calculation of the X valley energy states, the impact of which on the electronic and optical properties will be discussed in Chapter 6.
It is also useful to write this equation in the so-called effective mass approximation \[97\], such as

\[ E_n(k) = E_n(0) + \frac{\hbar^2}{2m_0} \sum_{i,j} k_i k_j \]

(2.14)

where

\[ \frac{1}{m_{ij}^*} = \delta_{ij} + \frac{1}{m_0} \sum_{m \in A \neq n} \frac{p_{nm} p_{mn}}{E_n(0) - E_m(0)} + \frac{1}{m_0} \sum_{m \in B} \frac{p_{nm} p_{nm}}{E_A(0) - E_m(0)} \]

(2.15)

is the electron effective mass, expressed in units of the mass of free electron. Here we symmetrised the \(i, j = x, y, z\) components of the momentum matrix \(p_{nm}\). In case of a 1-band model for the conduction band, i.e. there is no interaction between the conduction and valence bands so the first sum in the Eq. (2.13) vanishes, the CB edge has a spherical dispersion in \(k\), thus the effective mass tensor in Eq. (2.15) is diagonal and can be rewritten as:

\[ \frac{1}{m_{ii}^*} = 1 + \frac{2}{m_0} \sum_{m \in B} \frac{p_{nm} p_{nm}^{(i)}}{E_A(0) - E_m(0)} \]

(2.16)

### 2.2.2 8-band \(k\cdot p\) Hamiltonian

In order to construct the 8-band \(k\cdot p\) Hamiltonian which includes the effects of spin-orbit interaction, we need to define the basis functions \(u_{nk_0}\) at the \(\Gamma\) point. We start with one conduction state with an \(s\)-like symmetry \(|u_{CB}\rangle = |s\rangle\), and three degenerate valence states with \(p\)-like symmetry \(|u_{VB}^{(i)}\rangle = |v_i\rangle\), with \(v = x, y, z\) and \(i = 1, 2, 3\), and all states are spin degenerate. When the spin-orbit interaction is taken into account, the total Hamiltonian (2.7) for an unstrained crystal becomes:

\[
\hat{H} = \frac{\mathbf{p}^2}{2m_0} + V_0(\mathbf{r}) + \frac{\hbar}{4m_0 c^2} (\nabla V_0 \times \mathbf{p}) \cdot \sigma + \frac{\hbar^2 k^2}{2m_0} + \frac{\hbar}{m_0} \mathbf{k} \cdot \mathbf{p} + \frac{\hbar}{4m_0 c^2} (\nabla V_0 \times \hbar \mathbf{k}) \cdot \sigma,
\]

(2.17)

where \(\sigma\) is the tensor containing the Pauli matrices

\[
\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]

(2.18)
which, when acting upon the eigenspinors $|\uparrow\rangle$ and $|\downarrow\rangle$ yields:

\[
\begin{align*}
\sigma_x |\uparrow\rangle &= |\downarrow\rangle \\
\sigma_x |\downarrow\rangle &= |\uparrow\rangle \\
\sigma_y |\uparrow\rangle &= i|\downarrow\rangle \\
\sigma_y |\downarrow\rangle &= -i|\uparrow\rangle \\
\sigma_z |\uparrow\rangle &= |\uparrow\rangle \\
\sigma_z |\downarrow\rangle &= -|\downarrow\rangle
\end{align*}
\] (2.19)

We note that generally the spin-orbit coupling term in Eq. (2.17) is linearly dependent on $k$. However we do not include it in our analysis below since the crystal momentum $\hbar k$ is much smaller compared to the electron momentum $p$ in the far interior of the atom where most of the spin-orbit interaction occurs, and its influence has been discussed by Kane [89] where the wave vector dependent spin-orbit interaction was treated as an additional perturbation.

Here we use the set of basis functions

\[
|u\rangle = (|s;\uparrow\rangle, |x;\uparrow\rangle, |y;\uparrow\rangle, |z;\uparrow\rangle, |s;\downarrow\rangle, |x;\downarrow\rangle, |y;\downarrow\rangle, |z;\downarrow\rangle)
\] (2.22)

to construct the Hamiltonian $H_{nm}$ (2.12) as follows [98]:

\[
\hat{H}_{nm} = \left(\begin{array}{cc}
H^{(1)} & 0 \\
0 & H^{(1)}
\end{array}\right) + \left(\begin{array}{cc}
H^{(2)} & 0 \\
0 & H^{(2)}
\end{array}\right) + \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -i & 0 & 0 & 0 & 0 & 1 \\
0 & i & 0 & 0 & 0 & 0 & 0 & -i \\
0 & 0 & 0 & 0 & 0 & -1 & i & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & i & 0 \\
0 & 0 & -i & 0 & -i & 0 & -i & 0 \\
0 & 1 & i & 0 & 0 & 0 & 0 & 0
\end{pmatrix} \Delta_{SO} \frac{3}{4},
\] (2.23)

where

\[
\Delta_{SO} = \frac{3i\hbar}{4m_0^2c^2} \left\langle x \left[ \frac{\partial V}{\partial x} p_y - \frac{\partial V}{\partial y} p_x \right] y \right\rangle + \frac{3i\hbar}{4m_0^2c^2} \left\langle y \left[ \frac{\partial V}{\partial y} p_z - \frac{\partial V}{\partial z} p_y \right] z \right\rangle + \frac{3i\hbar}{4m_0^2c^2} \left\langle z \left[ \frac{\partial V}{\partial z} p_x - \frac{\partial V}{\partial x} p_z \right] x \right\rangle,
\] (2.24)

is the spin-orbit splitting,
$$H^{(1)} = \begin{pmatrix}
E_{CB0} + \frac{\hbar^2 k^2}{2m_0} & ik_x P & ik_y P & ik_z P \\
-ik_x P & E_{VB0} + \frac{\hbar^2 k^2}{2m_0} & 0 & 0 \\
-ik_y P & 0 & E_{VB0} + \frac{\hbar^2 k^2}{2m_0} & 0 \\
-ik_z P & 0 & 0 & E_{VB0} + \frac{\hbar^2 k^2}{2m_0}
\end{pmatrix}, \quad (2.25)$$

and

$$H^{(2)} = \begin{pmatrix}
A k^2 & 0 & 0 & 0 \\
0 & L k_x^2 + M (k_y^2 + k_z^2) & N k_x k_y & N k_x k_z \\
0 & N k_x k_y & L k_y^2 + M (k_x^2 + k_z^2) & N k_y k_z \\
0 & N k_x k_z & N k_y k_z & L k_z^2 + M (k_x^2 + k_y^2)
\end{pmatrix}. \quad (2.26)$$

Here the matrices [89] $H^{(1)}$ and $H^{(2)}$ include the first order interaction due to the terms linear in $k$ and second order interaction between the class A states respectively, and $k^2 = |\mathbf{k}|^2$. The form of the Hamiltonians $H^{(1)}$ and $H^{(2)}$ suggests that the dispersion of the energy bands in $\mathbf{k}$ in [001], [010] and [100] directions will be identical, and the same applies to the [110], [101] and [011] directions. The parameters $A$, $L$, $M$ and $N$ are given by [89]:

$$A = \frac{\hbar^2}{2m_0} \left( \frac{1}{m_c^*} \right) + \frac{3P^2}{E_{CB0} - E_{VB0}},$$

$$L = \frac{\hbar^2}{2m_0} \left( 1 + \frac{2}{m_0} \sum_{m \in B} \frac{E_A(0) - E_m(0)}{p_{xm}p_{mx}} \right),$$

$$M = \frac{\hbar^2}{2m_0} \left( 1 + \frac{2}{m_0} \sum_{m \in B} \frac{E_A(0) - E_m(0)}{p_{ym}p_{my}} \right),$$

$$N = \frac{\hbar^2}{m_0^2} \sum_{m \in B} \frac{(x)^{(x)}(y) p_{xm}p_{my} + (y)^{(x)}(x) p_{xm}p_{my}}{E_A(0) - E_m(0)}, \quad (2.27)$$

where $m_c^*$ is the electron effective mass from Eq. (2.16) and $P$ is the Kane matrix element [99] which denotes the coupling between the $s$- and $p$-like states:

$$P = -i \frac{\hbar}{m_0} \langle s | \hat{p}^{(j)} | j \rangle, \quad (2.28)$$

with $j = x, y, z$. The parameters $L$, $M$ and $N$ are closely related to the Luttinger parameters $\gamma^L$ [100, 101] as follows:
The Luttinger parameters $\gamma_L^1, \gamma_L^2, \gamma_L^3$ are also closely related to the heavy-, light- and spin-split-off hole effective masses ($m_{hh}, m_{lh}, m_{so}$ respectively) along particular directions of the wave vector $k$, and the relationship between them can be found in Refs. [102–104]. We note that the subscript $x, y$ and superscript $(x, y)$ next to $p$ in Eq. (2.27) correspond to the $x/y$ functions and the $x/y$ component of the momentum matrix respectively. The eigenvectors of the Hamiltonian (2.23) are expressed as a mixture of $s$-like or $p$-like states due to (i) the spin-orbit interaction and (ii) the terms linear and quadratic in $k$. For the purpose of optical property calculations it is more practical to define the basis functions in terms of conduction, heavy-hole, light-hole and spin-split-off bands (CB, HH, LH and SO respectively), because the mixing (or coupling) between them is a more useful factor that determines the optical performance of photonic devices of interest. We therefore set a new set of orthonormal basis functions which will transform the Hamiltonian (2.23) into a diagonal matrix at $|k| = 0$, whose eigenvalues will also denote the reference energy position $E_0$ of the conduction (valence) band minima (maxima). A general practice is to use the basis functions in the angular momentum $|J; m_J\rangle$ notation [105], whose combinations of functions with $s$- or $p$-like symmetry are obtained using the unitary transformation matrix $S$:

$$
\begin{align*}
\begin{pmatrix}
|u_{CB}; \uparrow\rangle \\
|u_{HH}; \uparrow\rangle \\
|u_{LH}; \uparrow\rangle \\
|u_{SO}; \uparrow\rangle \\
|u_{CB}; \downarrow\rangle \\
|u_{HH}; \downarrow\rangle \\
|u_{LH}; \downarrow\rangle \\
|u_{SO}; \downarrow\rangle \\
\end{pmatrix}
&= iS
\begin{pmatrix}
|s; \uparrow\rangle \\
|x; \uparrow\rangle \\
|y; \uparrow\rangle \\
|z; \uparrow\rangle \\
|s; \downarrow\rangle \\
|x; \downarrow\rangle \\
|y; \downarrow\rangle \\
|z; \downarrow\rangle \\
\end{pmatrix},
\end{align*}
$$

(2.30)

where the $i$ on the right-hand side is simply a phase constant, and $S$ is given by [32]:

$$
\begin{align*}
\gamma_L^1 &= -\frac{2m_0}{3\hbar^2} (L + 2M) \\
\gamma_L^2 &= -\frac{m_0}{3\hbar^2} (L - M) \\
\gamma_L^3 &= -\frac{m_0}{3\hbar^2} N
\end{align*}
$$

(2.29)
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\[
S = \begin{pmatrix}
-i & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} & \frac{i}{\sqrt{2}} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{2}{\sqrt{6}} & 0 & \frac{i}{\sqrt{6}} & 0 \\
0 & 0 & 0 & \frac{1}{\sqrt{3}} & 0 & \frac{i}{\sqrt{3}} & 0 \\
0 & 0 & 0 & 0 & i & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -\frac{1}{\sqrt{2}} & \frac{i}{\sqrt{2}} \\
0 & \frac{1}{\sqrt{6}} & -\frac{i}{\sqrt{6}} & 0 & 0 & 0 & 0 & \frac{2}{\sqrt{6}} \\
0 & \frac{1}{\sqrt{3}} & -\frac{i}{\sqrt{3}} & 0 & 0 & 0 & 0 & -\frac{1}{\sqrt{3}} \\
\end{pmatrix}
\]  \quad (2.31)

By diagonalising the Hamiltonian matrix at \(|k| = 0\) we find the set of reference energies \(E_{\text{CB}0}, E_{\text{HH}0} = E_{\text{VB}0} + \Delta_{\text{SO}}/3, E_{\text{SO}0} = E_{\text{VB}0} - 2\Delta_{\text{SO}}/3\) with each energy being double degenerate for spin. The coefficients for the “spin-down” states in the matrix (2.31) are obtained from the “spin-up” states by applying the time reversal operator which, for zinc blende semiconductors, is \(\hat{T} = -i\sigma_y \hat{C}\hat{J} [32]\), where \(\hat{C}\) is the complex conjugate operator and \(\hat{J}\) is the inversion operator about midpoint between nearest neighbours, i.e. \(\hat{J} : s \mapsto -s, \hat{J} : p \mapsto p\). We then evaluate the Hamiltonian matrix using the basis functions due the transformation matrix \(S (2.31)\) and obtain [32]:

\[
H_{k,p} = \begin{pmatrix}
E_{\text{CB}} - \sqrt{3}T_+ & \sqrt{2}U & -U & 0 & 0 & -T_- & -\sqrt{2}T_- \\
E_{\text{HH}} & \sqrt{2}S & -S & 0 & 0 & -R & -\sqrt{2}R \\
E_{\text{LH}} & Q & T_+ & R & 0 & \sqrt{3}S \\
E_{\text{SO}} & \sqrt{2}T_+^* & \sqrt{2}R & -\sqrt{3}S & 0 \\
E_{\text{CB}} & -\sqrt{3}T_-^* & \sqrt{2}U & -U & 0 \\
E_{\text{HH}} & \sqrt{2}S^* & -S^* & 0 \\
E_{\text{LH}} & Q \\
E_{\text{SO}} & 0 \\
\end{pmatrix}
\]  \quad (2.32)

We ignore here the bottom diagonal terms since the Hamiltonian (2.32) is a Hermitian matrix. The elements of the Hamiltonian are given here by:

\[
E_{\text{CB}}(k) = E_{\text{CB}0} + \frac{\hbar^2}{2m_0} s_c \left(k_x^2 + k_y^2 + k_z^2\right)  \quad (2.33a)
\]

\[
E_{\text{HH}}(k) = E_{\text{HH}0} - \frac{\hbar^2}{2m_0} \left(\gamma_1 + \gamma_2\right) \left(k_x^2 + k_y^2\right) - \frac{\hbar^2}{2m_0} \left(\gamma_1 - 2\gamma_2\right) k_z^2  \quad (2.33b)
\]

\[
E_{\text{LH}}(k) = E_{\text{LH}0} - \frac{\hbar^2}{2m_0} \left(\gamma_1 - \gamma_2\right) \left(k_x^2 + k_y^2\right) - \frac{\hbar^2}{2m_0} \left(\gamma_1 + 2\gamma_2\right) k_z^2  \quad (2.33c)
\]

\[
E_{\text{SO}}(k) = E_{\text{SO}0} - \frac{\hbar^2}{2m_0} \gamma_1 \left(k_x^2 + k_y^2 + k_z^2\right)  \quad (2.33d)
\]
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\[ T_{\pm}(k) = \frac{1}{\sqrt{6}} P (k_x \pm ik_y) \] (2.33e)

\[ U(k) = \frac{1}{\sqrt{3}} P k_z \] (2.33f)

\[ S(k) = \sqrt{\frac{3}{2}} m_0 \gamma_3 k_z (k_x - ik_y) \] (2.33g)

\[ R(k) = \frac{\sqrt{3}}{2} \frac{\hbar^2}{2m_0} \left[ (\gamma_2 + \gamma_3)(k_x - ik_y)^2 - (\gamma_3 - \gamma_2)(k_x + ik_y)^2 \right] \] (2.33h)

\[ Q(k) = -\frac{1}{\sqrt{2}} \frac{\hbar^2}{m_0} \frac{\gamma_2 (k_x^2 + k_y^2) + \sqrt{2} \frac{\hbar^2}{m_0} \gamma_3 k_x^2}{}, \] (2.33i)

The Hamiltonian (2.32) contains the modified expressions for the electron effective mass \( s_c \) and the Luttinger parameters \( \gamma \) due to the CB–VB coupling, and are given by:

\[ s_c = \frac{1}{m^*} - \frac{E_p}{3} \left( \frac{2}{E_g} + \frac{1}{E_g + \Delta_{SO}} \right) \]

\[ \gamma_1 = \gamma_1^L = \frac{E_p}{3E_g} \]

\[ \gamma_{2,3} = \gamma_{2,3}^L = \frac{E_p}{6E_g}, \] (2.34)

where \( E_g \) is the band gap at the \( \Gamma \) point in the Brillouin zone of the unstrained crystal, and \( E_p = \frac{2m_0 |P|^2}{\hbar^2} \). We note here that the calculated eigenstates of the Hamiltonian (2.32) are slightly anisotropic in the \( k_\parallel \) plane (so-called band warping) and the dispersion depends on the polar angle \( \theta = \arctan \frac{k_y}{k_x} \). For the calculation of optical properties in Chapters 4 and 6 we use the axial approximation [106], according to which the term \( \gamma_3 - \gamma_2 \) in \( R \) from Eq. (2.33h) is set as zero. In this case we simplify our calculations, in particular of the optical properties, by calculating the dispersion along one polar angle \( \theta = \frac{\pi}{4} \), thereby allowing us to calculate the density of states and other quantities in polar coordinates only using the magnitude of the wave vector \( k \), i.e. \( \frac{1}{4\pi} \int_{k_\parallel} dK_\parallel \rightarrow \frac{1}{2\pi} \int_{k_\parallel} k_\parallel dK_\parallel \).

2.3 The effects of strain on the electronic structure of zinc blende semiconductors

In this section we follow the method used by Pikus and Bir [107] to determine the effects of a small strain on the electronic structure of zincblende semiconductors, and we restrict our analysis here to the first order perturbation theory only.

A small homogeneous strain is given by the following strain tensor:
$$\epsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial j} + \frac{\partial u_j}{\partial i} \right),$$  \hspace{1cm} (2.35)$$

where \( u = \sum_i u_i i \) is the vector of displacement due to strain and \( i, j = x, y, z \). The strain tensor \( \epsilon_{ij} \) is also related with the stress tensor \( \sigma_{kl} \) using the elastic tensor \( C_{ijkl} \) as follows:

$$\sigma_{kl} = \sum_{ij} C_{ijkl} \epsilon_{ij}.$$ \hspace{1cm} (2.36)

Taking into account the symmetry of the stress tensor \( \sigma_{kl} \), the fourth order elastic tensor \( C_{ijkl} \) can be simplified to a second order tensor \( C_{\alpha\beta} \) using the Voigt notation and making a substitution of indices \( ij \rightarrow \alpha, \ kl \rightarrow \beta \). For crystals with cubic symmetry the elastic tensor \( C_{\alpha\beta} \) is then given by:

$$C_{\alpha\beta} = \begin{pmatrix} C_{11} & C_{12} & C_{12} & 0 & 0 & 0 \\ C_{12} & C_{11} & C_{12} & 0 & 0 & 0 \\ C_{12} & C_{12} & C_{11} & 0 & 0 & 0 \\ 0 & 0 & 0 & C_{44} & 0 & 0 \\ 0 & 0 & 0 & 0 & C_{44} & 0 \\ 0 & 0 & 0 & 0 & 0 & C_{44} \end{pmatrix}.$$ \hspace{1cm} (2.37)

In order to construct the Hamiltonian \( \hat{H}_e \) that determines the influence of a crystal lattice deformation on its electronic structure, we have to firstly determine the operator that describes the change in energy dispersion due to a homogeneous strain. The unperturbed Hamiltonian with spin-orbit interaction for a strained crystal is given by:

$$\hat{H}_e = \frac{p^2}{2m_0} + V_e(r) + \frac{\hbar}{4m_0^2c^2} (\nabla V_e \times \mathbf{p}) \cdot \sigma,$$ \hspace{1cm} (2.38)

with the eigenvalues \( E_n(k) \) and eigenvectors \( \psi_n(k, r) \), \( V_e \) is the periodic potential of the deformed cubic unit cell, and the Hamiltonian (2.38) is obtained from the unperturbed Hamiltonian from Eq. (2.17) simply by substituting \( V_0 \) with \( V_e \).

A small deformation can be regarded as an additional perturbation, and we can restrict our analysis here to the terms linear in strain, i.e. directly proportional to the components of the strain tensor \( \epsilon_{\alpha} \). The position of a Bravais lattice point is given by

$$a = \sum_{i=1}^{3} m_i a_i.$$ \hspace{1cm} (2.39)
where \( \mathbf{a}_i \) are the primitive unit vectors of the Bravais lattice and \( m \in \mathbb{Z} \). If we consider, for instance, a fixed Bravais lattice point \( \mathbf{a}_0 \) at the origin, i.e. \( m_1 = m_2 = m_3 = 0 \), then the \( i \)th component of a Bravais lattice point \( \mathbf{a}_0 \) with \( m_i \neq 0 \), which in an unstrained crystal is given by (2.39), changes due to strain as follows:

\[
\mathbf{a}^{(i)} = \mathbf{a}_0^{(i)} + (\epsilon \cdot \mathbf{a}_0)^i,
\]

(2.40)

where the dot product \( (\epsilon \cdot \mathbf{a}_0)^i \) is given by

\[
(\epsilon \cdot \mathbf{a}_0)^i = \sum_{j=1}^{3} \epsilon_{ij} \mathbf{a}_0^{(j)}.
\]

(2.41)

For sufficiently large \( m_i \) the relative displacement \( \Delta \mathbf{a}^{(i)} = \mathbf{a}^{(i)} - \mathbf{a}_0^{(i)} = (\epsilon \cdot \mathbf{a}_0)^i \) can be comparable with the lattice constant, and the difference between the potential of the strained and unstrained crystal \( V_\epsilon - V_0 \) in this case will of the order of \( V_0 \). Therefore the change in the crystal potential cannot be interpreted as a perturbation. At the same time the strain will also affect the periodicity of the unit cell, thus the basis functions \( u_{nk} \) of the unperturbed Hamiltonian from Eq. (2.17) and (2.38) will also be different. In order to address this issue, we perform a transformation of the coordinates such as the vector components of the Bravais lattice points in the strained crystal \( \mathbf{a}_0' \) in the new system will coincide with the points in the unstrained lattice using the old coordinate system. In this case

\[
\mathbf{x}^{(i)} = \mathbf{x}'^{(i)} + (\epsilon \cdot \mathbf{x}')^i \equiv (1 + \epsilon)\mathbf{x}'
\]

\[
\mathbf{x}'^{(i)} = (1 + \epsilon)^{-1} \mathbf{x} \approx (1 - \epsilon)\mathbf{x}.
\]

(2.42)

From this transformation the momentum operator \( \mathbf{p} \) becomes

\[
\mathbf{p}^{(i)} = (1 - \epsilon)\mathbf{p}',
\]

(2.43)

where \( \mathbf{p}'^{(i)} = -i\hbar \frac{\partial}{\partial x'^{(i)}} \).

\[
p^2 \approx p'^2 - 2 \sum_{ij} p'^{(i)j} \epsilon_{ij} p'^{(j)} \equiv p'^2 - 2 (\mathbf{p}' \cdot \mathbf{p}') ,
\]

(2.44)

and \( V_\epsilon(\mathbf{x}) = V_\epsilon [(1 + \epsilon)\mathbf{x}'] \). Going back to the unstrained coordinate system \( \mathbf{x} \) we find that \( V_\epsilon [(1 + \epsilon)\mathbf{x}] \) has the same periodicity as \( V_0(\mathbf{x}) \), and the difference between the potentials of the strained and unstrained crystal \( \delta V \) can be written as:
\[ \delta V = V_e [(1 + \epsilon)\mathbf{x}] - V_0(\mathbf{x}) = \sum_{ij} V_{ij}(\mathbf{x})\epsilon_{ij} \equiv (V\epsilon), \quad (2.45) \]

where

\[ V_{ij}(\mathbf{x}) = \frac{1}{2 - \delta_{ij}} \lim_{\epsilon \to 0} \frac{V_e [(1 + \epsilon)\mathbf{x}] - V_0(\mathbf{x})}{\epsilon_{ij}}. \quad (2.46) \]

Using the transformations (2.42) and (2.43), we rewrite the Schrödinger Equation (2.6) the following way:

\[ \left( \hat{H}_0 + \hat{H}' \right) |\psi_{n\epsilon}(\mathbf{k}, \mathbf{r})\rangle = E_{n\epsilon}(\mathbf{k}) |\psi_{n\epsilon}(\mathbf{k}, \mathbf{r})\rangle, \quad (2.47) \]

where \(|\psi_{n\epsilon}(\mathbf{k}, \mathbf{r})\rangle = \sum_{i=1}^{8} c_{n\epsilon i} |u_i\rangle\) and it has the same periodicity as the eigenvectors of the Hamiltonian (2.32). The unperturbed Hamiltonian \(\hat{H}_0\) is from (2.17). In order to evaluate the perturbation Hamiltonian due to strain \(\hat{H}_e\), we take into account the fact the potential of strained and unstrained crystal, \(V_e [(1 + \epsilon)\mathbf{x}]\) and \(V_0(\mathbf{x})\) respectively, have the same periodicity. This means that, in order to maintain the periodicity of the basis functions \(|u_{nk_0}\rangle\) we simply substitute the momentum operator \(\mathbf{p}\) with its corresponding transformation \((1 - \epsilon)\mathbf{p}\). Consequently \(\hat{H}_e\) for \(k_0 = 0\) will be given by:

\[ \hat{H}' = \frac{\hbar^2 k^2}{2m_0} + \frac{\hbar}{m_0} \mathbf{k} \cdot \mathbf{p} - \frac{\hbar}{m_0} \mathbf{k} \cdot (\epsilon\mathbf{p}) - \frac{(\mathbf{p} \epsilon \mathbf{p})}{m_0} + (V\epsilon) \]

\[ \equiv \hat{H}_{k\mathbf{p}} - \frac{\hbar}{m_0} \mathbf{k} \cdot (\epsilon\mathbf{p}) - \frac{(\mathbf{p} \epsilon \mathbf{p})}{m_0} + (V\epsilon) = \hat{H}_{k\mathbf{p}} + \hat{H}_e. \quad (2.48) \]

There are a few things to note here. Firstly, we do not include the effect of strain on the spin-orbit interaction for simplicity. Secondly, as we mentioned, we do not include in our analysis the terms proportional to the product of strain tensor elements \(\epsilon_{\alpha_1} \epsilon_{\alpha_2}\) due to a small magnitude of strain, therefore we restrict our analysis here to the first order perturbation theory only.

Since in the derivation of the Hamiltonian matrix (2.32) we included the first two terms from (2.48), we focus here on the expansion of the terms depending on the strain which, in the first order perturbation theory, yields

\[ \left( \hat{H}_e \right)_{nm} = -\frac{\hbar}{m_0} \sum_{i=1}^{3} k_i (\epsilon\mathbf{p}_{nm})_i + \sum_{ij} \left( -\frac{(p^{(i)} p^{(j)})_{nm}}{m_0} + (V_{ij})_{nm} \right) \epsilon_{ij}. \quad (2.49) \]

Using the set of basis functions (2.22) we evaluate the following Hamiltonian matrix
\[
\left( \hat{H}_e \right)_{nm} = \begin{pmatrix}
H_e^{(1)} & 0 \\
0 & H_e^{(1)}
\end{pmatrix},
\]

where

\[
H_e^{(1)} = \begin{pmatrix}
a_c(\epsilon_{xx} + \epsilon_{yy} + \epsilon_{zz}) & -iP\sum_i k_i \epsilon_{xi} & -iP\sum_i k_i \epsilon_{yi} & -iP\sum_i k_i \epsilon_{zi} \\
iP\sum_i k_i \epsilon_{xi} & l\epsilon_{xx} + m(\epsilon_{yy} + \epsilon_{zz}) & n\epsilon_{xy} & n\epsilon_{xz} \\
iP\sum_i k_i \epsilon_{yi} & n\epsilon_{xy} & l\epsilon_{yy} + m(\epsilon_{xx} + \epsilon_{zz}) & n\epsilon_{yz} \\
iP\sum_i k_i \epsilon_{zi} & n\epsilon_{xz} & n\epsilon_{yz} & l\epsilon_{zz} + m(\epsilon_{xx} + \epsilon_{yy})
\end{pmatrix}.
\]

Here \(a_c\) and \(l, m, n\) are deformation potentials for the \(s\)-like (conduction) states and \(p\)-like (valence) states respectively, and are given by:

\[
a_c = -\frac{(p^{(i)} p^{(i)})_{ss}}{m_0} + (V_{ii})_{ss},
\]

\[
l = -\frac{(p^{(x)} p^{(x)})_{xx}}{m_0} + (V_{xx})_{xx},
\]

\[
m = -\frac{(p^{(y)} p^{(y)})_{xx}}{m_0} + (V_{yy})_{xx},
\]

\[
n = -\frac{(p^{(x)} p^{(y)})_{xy}}{m_0} + (V_{xy})_{xy}.
\]

Comparing the matrices (2.51), (2.25) and (2.26) we notice that the elements of the strain Hamiltonian can be obtained from the \(k \cdot p\) interaction matrix with the following substitutions:

\[
k_i k_j \rightarrow \epsilon_{ij},
\]

\[
A \rightarrow a_c,
\]

\[
L, M, N \rightarrow l, m, n
\]

\[
k_i \rightarrow -\sum_j \epsilon_{ij} k_j.
\]

The valence band deformation potentials \(a_v, b, d\) are closely related with the deformation potentials of the \(p\)-like states \(l, m, n\) with the following expressions:
Comparing the expressions above with the Luttinger parameters (2.29), we notice that for the evaluation of the strain Hamiltonian matrix in the |J;m_J⟩ notation it is useful to transform the Luttinger parameters γ_1, γ_2, γ_3 into the valence band deformation potentials a_v, b, d as follows:

\[
\frac{\hbar^2}{2m_0} \gamma_1 \rightarrow -a_v,
\]

\[
\frac{\hbar^2}{m_0} \gamma_2 \rightarrow -b,
\]

\[
\frac{\hbar^2}{m_0} \gamma_3 \rightarrow -\frac{d}{\sqrt{3}},
\]

thereby obtaining the following Hamiltonian matrix expansion:

\[
H_\epsilon = \begin{pmatrix}
  a_c \epsilon_{hy} & -\sqrt{3}t_+ & \sqrt{2}u & -u & 0 & 0 & -t_- & -\sqrt{2}t_- \\
  -p + q & \sqrt{2}s & -s & 0 & 0 & -r & -\sqrt{2}r \\
  -p - q & -\sqrt{2}q & t_+^* & r & 0 & \sqrt{2}s \\
  -p & \sqrt{2}t_+^* & \sqrt{2}r & -\sqrt{3}s & 0 \\
  a_c \epsilon_{hy} & -\sqrt{3}t_- & \sqrt{2}u & -u \\
  -p + q & \sqrt{2}s^* & -s^* \\
  -p - q & \sqrt{2}q \\
  -p & -\sqrt{3}s \\
\end{pmatrix},
\]

where
\[
\epsilon_{hy} = \epsilon_{xx} + \epsilon_{yy} + \epsilon_{zz}
\]
\[
p = -a_v \epsilon_{hy}
\]
\[
q = -\frac{b}{2}(\epsilon_{xx} + \epsilon_{yy} - 2\epsilon_{zz})
\]
\[
t_{\pm} = -\frac{1}{\sqrt{6}} P \sum_j (\epsilon_{xj} \pm i\epsilon_{yj}) k_j
\]
\[
u = -\frac{1}{\sqrt{3}} P \sum_j \epsilon_{zj} k_j
\]
\[
s = -\frac{1}{\sqrt{2}} d(\epsilon_{xz} - i\epsilon_{yz})
\]
\[
r = -\frac{\sqrt{3}}{2} b(\epsilon_{xx} - \epsilon_{yy}) - id\epsilon_{xy}
\]

Similarly to the Hamiltonian (2.32), the lower diagonal in the matrix (2.56) is the complex conjugate of the upper diagonal since it is also a Hermitian matrix.

We also note here that the 8-band strain Hamiltonian (2.56) can be simplified for an epitaxial layer, e.g. QW. Here we take into account the fact that the only non-zero components of the stress tensor \(\sigma_{kl}\) are \(\sigma_{xx}\) and \(\sigma_{yy}\), which, due to the cubic structure of zinc blende heterostructures, will be equal. A lattice mismatch between the deposited layer and the substrate will result in an in-plane strain given by:

\[
\epsilon_{xx} = \epsilon_{yy} = \frac{a_s - a_l}{a_l}, \quad (2.58)
\]

where \(a_s\) and \(a_l\) are the unstrained lattice constants of the substrate and the epitaxially grown layers respectively. In this case, from Eq. (2.36) we can write:

\[
2C_{12}\epsilon_{xx} + C_{11}\epsilon_{zz} = \sigma_{zz} = 0
\]
\[
\Rightarrow \epsilon_{zz} = -\frac{2C_{12}}{C_{11}} \epsilon_{xx}. \quad (2.59)
\]

Also there are no shear forces acting during the pseudomorphic growth of such layers, therefore \(\epsilon_{xy} = \epsilon_{xz} = \epsilon_{yz} = 0\) and the terms \(s\) and \(r\) in the strain Hamiltonian (2.56) vanish, as well as the terms \(t\) and \(u\) at \(k = 0\).

The effects of strain on the electronic structure of a bulk III-V compound are shown in Fig. 2.2. Firstly we find that the HH and LH bands, which were originally degenerate in an unstrained lattice at the zone centre of the Brillouin zone, split due to the diagonal term \(q\) in the Hamiltonian (2.56), with the HH (LH) band being closer to the CB edge in a compressively (tensile) strained semiconductor (although the spin degeneracy is still maintained). As we will
show later, this is an important feature for the calculation of the optical properties, since the electron-hole recombination rate now will be strongly favoured by a particular polarisation of the incident electric field. This is not the case in an unstrained material, where, for instance, a photoluminescence response would be independent on the polarisation of the laser excitation. As we will also show in Section 4.2, by splitting the HH and LH bands we also affect the valence density of states, especially at energies close to the valence band maximum. Due to the Fermi-Dirac distribution of the carriers, the reduced density of states allows a more rapid population of the valence states per unit energy, thereby enhancing the threshold characteristics and differential gain of a laser.

Secondly, a slight change in volume due to the hydrostatic strain $\epsilon_{hy}$ causes a noticeable change in the band gap, and it increases (decreases) when compressive (tensile) strain is applied, as can be seen on the right (middle) panel in Fig. 2.2. This feature has to be taken into account for the design of heterostructure based devices, e.g. lasers and light-emitting diodes, with a particular emission wavelength. In order to maintain a constant emission wavelength, the effects of hydrostatic strain can be partially compensated with minor adjustments in the alloy composition of the active region, or, as we will show in Section 4.2, by changing the confinement of the carriers with a different nanostructure geometry.

Thirdly, the tensile strain increases the energy separation between the topmost valence band (light-hole, green line) and the spin-split-off band (blue line). This is particularly important for the CHSH Auger recombination process [108], which is the dominant recombination pathway in
semiconductor lasers for telecom applications [109], especially at 300 K or higher temperatures. During this process, due to a smaller magnitude of the spin-orbit splitting $\Delta_{SO}$ compared to the band gap $E_g$, the released energy of the recombination of a conduction electron and a valence hole can excite a hole into the spin-split-off band [110]. The dilute bismide-based heterostructures have been suggested to have a suppressed Auger recombination due to a much larger spin-orbit splitting $\Delta_{SO}$ compared to the band gap $E_g$ [111]. The theoretical estimations by Jones et al. [112] also indicate a suppressed Auger recombination for 1.5$\mu$m lasers when tensile strain is applied to the QWs in the active region.

Finally, unlike the material parameters for the $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian (2.32) which are always positive, the sign convention becomes an important aspect when the effects of strain on the electronic structure are calculated using the Hamiltonian (2.56). In this thesis we follow the typically used sign convention for the lattice mismatched as shown in Eq. (2.58)$^4$, in which case the compressive (tensile) strain is negative (positive). This, in combination with the chosen sign of (i) the deformation potentials $a_c, a_v, b, d$, which are provided the III-As and III-P compounds in Appendix A, and (ii) the set of terms of the strain Hamiltonian from Eq. (2.57) has to result in a behaviour as previously discussed.

2.4 Theory of optical properties of semiconductor heterostructures

In this section we discuss the key optical properties which our analysis of device performance in Chapters 4 – 6 will be based on and provide explicit expressions for gain and spontaneous emission spectra, and we follow here the approach used by Chuang [2].

We start with the derivation of the expression for the gain spectrum in Section 2.4.1, where we also discuss (i) the requirements for an amplified emission to occur and (ii) the threshold condition for gain to overcome the internal losses of the cavity. Then, in Section 2.4.2 we provide the derivation for the spontaneous emission spectrum due to the relaxation of the conduction electrons.

2.4.1 Material and modal gain

Due to an incident electromagnetic wave, the Hamiltonian for a free electron (2.2) requires the substitution $\mathbf{p} \rightarrow \mathbf{p} - e\mathbf{A}$, where $\mathbf{A}$ is the magnetic vector potential, leading to the following operator:

$^4$We use the opposite sign convention for strain in Chapter 4, where we provide detailed guidelines for optimised emission of metamorphic lasers and our analysis is primarily focused on an audience with epitaxial and device engineering background.
\[ \hat{H} = \frac{(\mathbf{p} - e\mathbf{A})^2}{2m_0} + V_0(\mathbf{r}) \]  
\[ = \hat{H}_0 - \frac{e}{2m_0} (\mathbf{p} \cdot \mathbf{A} + \mathbf{A} \cdot \mathbf{p}) + \frac{e^2}{2m_0} |\mathbf{A}|^2 , \]  
\[ (2.60) \]

Here \( \hat{H}_0 \) is the unperturbed Hamiltonian from Eq. (2.2) and \( e \) is the electron charge. Using the Coulomb gauge \( \nabla \cdot \mathbf{A} = 0 \), such as \( \mathbf{p} \cdot \mathbf{A} = \mathbf{A} \cdot \mathbf{p} \), and taking into account that the last term in Eq. (2.60) has a much smaller effect than the term linear in \( \mathbf{A} \), we find

\[ \hat{H} = \hat{H}_0 - \frac{e}{m_0} (\mathbf{p} \cdot \mathbf{A}) = \hat{H}_0 + \hat{H}'(\mathbf{r},t) . \]  
\[ (2.61) \]

The magnetic vector potential \( \mathbf{A} \) is given here by

\[ \mathbf{A} = \hat{e}A_0 \cos (\mathbf{k}_{op} \cdot \mathbf{r} - \omega t) , \]  
\[ (2.62) \]

where \( \hat{e}, A_0, \mathbf{k}_{op} \) and \( \omega \) are the polarisation vector, peak amplitude, wave vector and the angular frequency of the incident wave. Substituting the magnetic vector potential \( \mathbf{A} \) (2.62) into the time-dependent perturbation Hamiltonian \( \hat{H}'(\mathbf{r},t) \) from Eq. (2.61) we find

\[ \hat{H}'(\mathbf{r},t) = - \frac{eA_0}{m_0} \cos (\mathbf{k}_{op} \cdot \mathbf{r} - \omega t) \mathbf{p} \cdot \hat{e} \]
\[ = - \frac{eA_0}{2m_0} \left( e^{i\mathbf{k}_{op} \cdot \mathbf{r} - i\omega t} + e^{-i\mathbf{k}_{op} \cdot \mathbf{r} + i\omega t} \right) \mathbf{p} \cdot \hat{e} = \hat{H}'(\mathbf{r}) e^{-i\omega t} + \hat{H}''(\mathbf{r}) e^{+i\omega t} , \]  
\[ (2.63) \]

We now assume a two-level system, with energy levels \( E_1 \) and \( E_2 \), such as \( E_1 < E_2 \), as shown in Fig. 2.3. Using the Fermi’s golden rule, the derivation of which is presented in Appendix C, the upward transition rate per unit volume can be written as

\[ R_{1\rightarrow 2} = \frac{1}{V} \frac{2\pi}{\hbar} |\hat{H}'_{21}|^2 \delta(E_2 - E_1 - \hbar \omega) f_1(1 - f_2) . \]  
\[ (2.64) \]

Here \( f_1 \) \( (f_2) \) denotes the probability of the state 1 \( (2) \) being occupied by an electron according to the Fermi-Dirac statistics

\[ f_{1(2)} \equiv f(E_{1(2)}, F_{v(c)}) = \frac{1}{1 + e^{\frac{E_{1(2)} - F_{v(c)}}{k_B T}}} , \]  
\[ (2.65) \]

where \( F_{v(c)} \), \( k_B \) and \( T \) are the quasi-Fermi level in the vicinity of the valence (conduction) band edge, Boltzmann constant and temperature respectively. For a system with a set of valence
Figure 2.3: Schematic representation of the absorption (a), spontaneous emission (b) and stimulated emission (c) processes for a two level system $E_1$ and $E_2$, with $E_1 < E_2$.

and conduction states, $E_v$ and $E_c$ respectively, with $E_c > E_v$ the total transition rate per unit volume is the sum of all possible two level transitions, i.e.

$$R_{v \rightarrow c} = \frac{2}{V} \frac{2\pi}{\hbar} \sum_v \sum_c |\hat{H}_{cv}'|^2 \delta(E_c - E_v - \hbar \omega) f_v (1 - f_c), \quad (2.66)$$

where the prefactor 2 is included to take into account the transitions between the states with the same spin. By analogy, the downward transition rate per unit volume between a set of conduction states $c$ onto the valence states $v$ is

$$R_{c \rightarrow v} = \frac{2}{V} \frac{2\pi}{\hbar} \sum_v \sum_c |\hat{H}_{cv}^*|^2 \delta(E_v - E_c + \hbar \omega) f_c (1 - f_v). \quad (2.67)$$

Taking into account the fact that $|\hat{H}_{cv}'| = |\hat{H}_{vc}^*|$, the parity of the Dirac delta function $\delta(x) = \delta(-x)$, and the dipole approximation $k_{op} \approx 0$ the net upward transition rate per unit volume is

$$R = R_{v \rightarrow c} - R_{c \rightarrow v} = \frac{2}{V} \frac{2\pi}{\hbar} \sum_v \sum_c |\hat{H}_{cv}'|^2 \delta(E_c - E_v - \hbar \omega) (f_v - f_c)$$

$$= \frac{\pi e^2 A_0^2}{V \hbar m_0^2} \sum_v \sum_c |\mathbf{p}_{cv} \cdot \mathbf{e}|^2 \delta(E_c - E_v - \hbar \omega) (f_v - f_c). \quad (2.68)$$
Here \( \mathbf{p}_{cv} \cdot \hat{e} = \langle \psi_c | \mathbf{p} \cdot \hat{e} | \psi_v \rangle \) is the momentum matrix element between an initial state \( E_v \) and a final state \( E_c \). From Eq. (2.68) we see that the sign of the difference between the state occupation \( f_v - f_c \) is the only factor that determines whether the absorption or emission is the dominant process, with the positive (negative) sign corresponding to net absorption (emission).

The magnetic vector potential \( \mathbf{A} \) (2.62) is related with the electric and magnetic fields, \( \mathbf{E} \) and \( \mathbf{H} \) respectively, as

\[
\begin{align*}
\mathbf{E} &= -\nabla \phi - \frac{\partial \mathbf{A}}{\partial t} = -\varepsilon_0 \omega \sin (\mathbf{k}_{op} \cdot \mathbf{r} - \omega t) \\
\mathbf{H} &= \frac{1}{\mu_0} \nabla \times \mathbf{A} = -\frac{1}{\mu_0} \mathbf{k}_{op} \times \varepsilon_0 \omega \sin (\mathbf{k}_{op} \cdot \mathbf{r} - \omega t)
\end{align*}
\] (2.69)

Here we set the scalar potential \( \phi \) to be zero and use the magnetic permeability of the vacuum in the first and second equations respectively. The Poynting vector is given by

\[
\mathbf{P} = \mathbf{E} \times \mathbf{H} = \frac{k_{op} \omega A_0}{\mu_0} \sin^2 (\mathbf{k}_{op} \cdot \mathbf{r} - \omega t).
\] (2.70)

and we calculate the power density using the time average of the Poynting vector \( \mathbf{P} \) [113]

\[
P = |\langle \mathbf{P}(\mathbf{r}, t) \rangle| = \frac{\omega A_0^2}{2 \mu_0} k_{op} = \frac{n_r c \epsilon_0 \epsilon_r \omega^2 A_0^2}{2},
\] (2.71)

where \( n_r, c, \epsilon_0 \) and \( \epsilon_r \) are the refractive index, speed of light, vacuum and relative permittivity\(^5\) respectively. Here we took into account the fact that the time average of \( \sin^2() \) is \( 1/2 \). The absorption coefficient, which is the ratio between the rate of absorbed photons per unit volume and the rate of incident photons per unit area, can be written for a system with a set of states \( E_v \) and \( E_c \) as discussed above, as:

\[
\alpha(h\omega) = \frac{R}{P/h\omega} = \frac{2R \omega}{n_r c \epsilon_0 \epsilon_r \omega^2 A_0^2}.
\] (2.72)

We substitute here the expression for the net transition rate (2.68) to find

\[
\alpha(h\omega) = \frac{e^2 \pi \hbar}{\epsilon_0 c m_0 n_r c \hbar \omega \sum_v \sum_c |\mathbf{p}_{cv} \cdot \hat{e}|^2 \delta(E_c - E_v - h\omega) (f_v - f_c)}.
\] (2.73)

In the case when the final states \( E_c \) have a larger occupation compared to the initial states \( E_v \), i.e. \( f_v - f_c < 0 \), the absorption is negative and represents the material gain

\(^5\)Since the relative permittivity is position-dependent, we restrict our calculations by using the \( \epsilon_r \) corresponding to the barrier material.
Figure 2.4: Spontaneous emission (red) and gain (blue) spectra for an InGaAs QW, at the injected areal carrier density $n^2D = 1.51 \times 10^{12}$ cm$^{-2}$.

$$g(\hbar\omega) = -\alpha(\hbar\omega) = \frac{e^2 \pi \hbar}{\epsilon_0 \epsilon_r m_0^2 n_r c \hbar \omega} \frac{2}{V} \sum_v \sum_c |p_{cv} \cdot \vec{e}|^2 \delta(E_c - E_v - \hbar\omega) (f_c - f_v).$$  

(2.74)

By looking at the definition of the Fermi-Dirac probability function (2.65), we find that the following condition has to be satisfied for the material gain to occur:

$$\Delta F = F_c - F_v > E_c - E_v$$  

(2.75)

This is the so-called Bernard-Duraffourg condition, or population inversion, which indicates that the threshold for a pair of states $E_c$ and $E_v$ to produce amplified emission occurs when the difference $E_c - E_v$ is smaller than the energy difference in quasi-Fermi levels. A typical gain spectrum is shown in Fig. 2.4.
First thing we note here is that the expression for material gain (2.74) is valid for a system with a set of states in the conduction and valence band calculated at a single value of \( k \). Consequently, Eq. (2.74) can be in principle applied directly for the gain calculations of QD- or QWR-based heterostructures, where the electronic structure is calculated at the \( \Gamma \) point in the Brillouin zone (or \(|k| = 0\)) \(^6\).

However the electronic structure calculations for QW-based heterostructures bring about a dispersion of conduction and valence bands along \( k_\parallel \) (cf. Section 2.2.2). In this case, the transitions between conduction and valence states at all values of \( k_\parallel \) are taken into account for gain calculations, by applying the transformation \( \frac{1}{V} \rightarrow \frac{1}{a} \frac{1}{2\pi} \int_{k_x,k_y} dk_x dk_y \) to Eq. (2.74), where \( a \) is the thickness of the active region. The axial approximation \(^{106}\) allows us to transform this integration using polar coordinates and integrate over the magnitude of \( k_\parallel \), i.e. \( \frac{1}{V} \rightarrow \frac{1}{a} \frac{1}{2\pi} \int_{k_\parallel} k_\parallel dk_\parallel \), where \( k_\parallel = |k_\parallel| \).

Secondly, the Dirac delta function \( \delta \) in Eq. (2.74) requires to be substituted with a normalised lineshape function to account for the effects of homogeneous broadening. In our calculation we use the hyperbolic secant as a lineshape function \(^{32}\), i.e.

\[
\delta(E) \rightarrow S(E) = \frac{\tau_{\text{int}}}{\pi \hbar} \text{sech} \left( \frac{E \tau_{\text{int}}}{\hbar} \right),
\]

(2.76)

where \( \tau_{\text{int}} \) is the interband relaxation time. The main advantage of the hyperbolic secant function compared to other lineshape functions, such as the Lorentzian, consists in removing the problem of absorption below the band gap \(^4\). Taking into account the integration over \( k_\parallel \) and the homogeneous broadening, the expression for material gain for a QW-based heterostructure becomes:

\[
g(\hbar\omega) = \frac{\epsilon r^2 \hbar}{\epsilon_0 e m^*_n c \hbar^2 a} \int_{k_\parallel} \sum_{v} \sum_{c} \left| \mathbf{P}_{cv}(k_\parallel) \cdot \mathbf{e} \right|^2 S \left[ E_c(k_\parallel) - E_v(k_\parallel) - \hbar \omega \right] \left[ f_c(k_\parallel) - f_v(k_\parallel) \right] k_\parallel dk_\parallel
\]

(2.77)

Since in the dipole approximation the electromagnetic wave does not carry (significant) momentum, we ensure here that the transitions occur between energy levels at the same \( k_\parallel \), also known as \( k \)-selection rule.

Finally, for the derivation of the gain expression (2.77) we assumed that the time averaged Poynting vector of the incident electromagnetic wave contributes entirely to the energy transition of the electrons. In reality, only a fraction of the Poynting vector is “confined” in the active region where the carrier wavefunctions is localised, which is described by the optical confinement factor \( \Gamma \) given by:

\(^6\)This is discussed in more details in Section 3.2.
\[ \Gamma = \frac{\int_{\text{AR}} \langle \mathbf{P} \rangle \cdot \hat{e} \, dz}{\int_{\text{WG}} \langle \mathbf{P} \rangle \cdot \hat{e} \, dz}, \]  
\hspace{1cm} (2.78) 

where the integration in the numerator (denominator) is performed over the active region (waveguide) length, and the actual modal (or optical) gain is

\[ g_m(h\omega) = \Gamma g(h\omega) , \]  
\hspace{1cm} (2.79) 

Unlike the material gain (2.77), the modal gain is, in fact, measurable, e.g. using the stripe-length method [114] or the Hakki-Paoli method [115, 116]. The optical confinement factor \( \Gamma \) in our calculations is evaluated using the effective index method [117].

Fourthly, in the perfect scenario the amplified emission in Eq. (2.77) is not attenuated while propagating in the optical cavity. In reality, the modal gain has to reach a certain threshold value \( g_m^{(th)} \), so that it compensates (i) the internal absorption losses of the cavity, and (ii) the reflection losses of the facets. The threshold gain in this case is given by [118]:

\[ g_m^{(th)} = \Gamma g_{th} = \alpha_i + \frac{1}{L} \ln \left( \frac{1}{R} \right) , \]  
\hspace{1cm} (2.80) 

where \( \alpha_i, L \) and \( R \) are the internal losses, cavity length and reflectivity of the facets. We notice here that, unlike the threshold material gain \( g_{th} \), the modal gain at threshold \( g_m^{(th)} \) does not depend on the optical confinement \( \Gamma \). For the calculation of the quasi-Fermi levels in our work we consider an equal amount of injected electrons \( n_e \) and holes \( n_h \) (for charge neutrality) into the conduction and valence bands respectively and, for a set of discrete states with no dispersion in \( k \) is calculated iteratively as

\[ n_e(h) = \sum_{E_{c(v)}} f_{e(h)} = \sum_{E_{c(v)}} f(E_{c(v)}, F_{n(h)}) , \]  
\hspace{1cm} (2.81) 

or, in other words, the total sum of the probabilities finding an electron (hole) in a conduction state \( E_c \) (valence state \( E_v \)) equals the amount of injected electrons (holes). When the energy dispersion has to be take into account, e.g. in QWs along \( k_{\parallel} \), an additional integration over the \( k_{\parallel} \) space is required and, using the axial approximation, it is given by

\[ n_{e(h)}^{2D} = \frac{1}{2\pi} \sum_{E_{c(v)}} \int_{k_{\parallel}} f(E_{c(v)}(k_{\parallel}), F_{n(h)}) k_{\parallel} \, dk_{\parallel} , \]  
\hspace{1cm} (2.82)
where \( n_{2D}^{e(h)} \) has units of number of electrons (holes) per unit area, i.e. \( n_{2D}^{e(h)} \) is the areal carrier density.

### 2.4.2 Spontaneous emission

We start by assuming a two level system as shown in Fig. 2.3, and define the upward transition rate due to an incident photon with energy \( \hbar \omega \) using the Einstein stimulated emission coefficient \( B \) as

\[
B_{12} = \frac{2\pi}{\hbar} \left| \hat{H}'_{12} \right|^2 \delta(E_2 - E_1 - \hbar \omega),
\]

(2.83)

where we took into account the transition \( 1 \rightarrow 2 \) due to resonance using the Dirac delta function. The total upward transition rate for a broad range of photons is given by:

\[
R_{1 \rightarrow 2} = B_{12} \rho_{ph}(\hbar \omega) f_{B-E}(\hbar \omega) f_1(1 - f_2),
\]

(2.84)

where we included the occupation probabilities of the two levels, \( \rho_{ph}(\hbar \omega) \) is the density of photon states with energy \( \hbar \omega \) in a bulk material [2, 119], given by:

\[
\rho_{ph}(\hbar \omega) = \frac{n_3^2(\hbar \omega)^2}{\pi^2 \hbar^3 c^3},
\]

(2.85)

and \( f_{B-E}(\hbar \omega) \) is the probability of finding a photon with energy \( \hbar \omega \) using the Bose-Einstein statistics, given by:

\[
f_{B-E}(\hbar \omega) = \frac{1}{e^{\frac{\hbar \omega}{k_B T}} - 1}.
\]

(2.86)

Similarly to Eq. (2.84), the downward emission due to a range of incident photon energies (or stimulated emission) is given by:

\[
R_{2 \rightarrow 1}^{\text{stim}} = B_{21} \rho_{ph}(\hbar \omega) f_{B-E}(\hbar \omega) f_2(1 - f_1).
\]

(2.87)

The spontaneous downward transition rate (spontaneous emission) does not depend on the incident photons and is given by

\[
R_{2 \rightarrow 1}^{\text{spon}} = A_{21} f_2(1 - f_1),
\]

(2.88)
where $A_{21}$ is the Einstein spontaneous emission coefficient. The quasi-equilibrium requires the rate of upward transitions to be equal with the total downward transitions, therefore

$$B_{12} \rho_{ph}(\hbar \omega) f_{B,E}(\hbar \omega) f_1 (1 - f_2) = B_{21} \rho_{ph}(\hbar \omega) f_{B,E}(\hbar \omega) f_2 (1 - f_1) + A_{21} f_2 (1 - f_1)$$

$$\implies \frac{A_{21}}{B_{21}} f_{B,E}(\hbar \omega) = \rho_{ph}(\hbar \omega) f_{B,E}(\hbar \omega),$$

where we took into account the fact that $B_{12} = B_{21}$, and find $A_{21} = B_{21} \rho_{ph}(\hbar \omega)$. The net photon-assisted upward transition rate in a two level system can be written as

$$R_{abs} = R_{1 \rightarrow 2} - R_{2 \rightarrow 1} = B_{12}(f_1 - f_2) \rho_{ph}(\hbar \omega) f_{B,E}(\hbar \omega), \quad (2.90)$$

and the spectral absorption for a spectral width $dE$ can be written as

$$\alpha(\hbar \omega) dE = R_{abs} dE = B_{12}(f_1 - f_2) \frac{n_r}{c}. \quad (2.91)$$

Taking the ratio between the spontaneous emission rate $R_{2 \rightarrow 1} \equiv r_{sp} dE (2.88)$ and the expression for absorption above we find

$$\frac{r_{sp}(\hbar \omega) dE}{\alpha(\hbar \omega) dE} = \frac{A_{21} f_2 (1 - f_1) c}{B_{12} f_1 - f_2} \frac{\alpha(\hbar \omega) c}{n_r}.$$  
$$\implies r_{sp}(\hbar \omega) = \rho_{ph}(\hbar \omega) f_2 (1 - f_1) \frac{\alpha(\hbar \omega) c}{f_2 - f_1} \frac{n_r}{c}. \quad (2.92)$$

Eq. (2.92) shows the relationship between the spontaneous emission and absorption in a system with a conduction and a valence state. Here we substitute the absorption expression from Eq. (2.73), assuming a single two-level system. We then take into account the set of calculated states $E_c$ and $E_v$, integrate over $k_\parallel$ due to energy dispersion while taking into account the axial approximation, and find the explicit expression for the spontaneous emission for a QW-based active region with a set of states $E_v$ and $E_c$ as

$$r_{sp}(\hbar \omega) = \frac{e^2 n_r \hbar \omega}{\pi^2 \epsilon_0 \epsilon_r \hbar^2 e^2 m_0^2 a} \int_{k_\parallel} \sum_v \sum_c |\mathbf{P}_{cv}(k_\parallel)|^2 \delta \left[ E_c(k_\parallel) - E_v(k_\parallel) - \hbar \omega \right]$$

$$\times f_c(k_\parallel) \left[ 1 - f_v(k_\parallel) \right] k_\parallel dk_\parallel. \quad (2.93)$$

Two essential differences appear when we compare the expressions (2.77) and (2.93), (i) a higher energy emission is associated with a reduced gain (enhanced spontaneous emission) since it is inversely (directly) proportional to the photon energy, and (ii) the probability of
finding an electron-hole pair determines whether spontaneous emission occurs, whereas at quasi-equilibrium the gain requires a larger occupation of the conduction states compared to the valence band. For the calculation of spontaneous emission in our work we assume an inhomogeneous broadening of the emission. This is particularly relevant when self-assembled QDs and QWRs are considered, as the distribution in geometry and (potentially) composition of these nanostructures result in a broader emission spectrum compared to the modal gain. We therefore consider the Gaussian distribution

$$\delta(E) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{E^2}{2\sigma^2}}, \quad (2.94)$$

where $\sigma$ is the inhomogeneous broadening factor. We do not consider the inhomogeneous broadening for the calculation of gain, since we ensure that the CB–VB transition energy is at resonance with the incident photon $\hbar\omega$. The spontaneous emission spectrum (2.93) can be translated into the total radiative electron-hole recombination rate per unit area, or radiative current density $J_{\text{rad}}$, simply by integrating over the emission wavelength

$$J_{\text{rad}} = e a \int_{\hbar\omega} r_{sp}(\hbar\omega) d(\hbar\omega). \quad (2.95)$$

### 2.5 Conclusions

In this chapter we discussed the theory of electronic and optical properties of semiconductors with zincblende crystal structure.

We started with the derivation of the $\mathbf{k} \cdot \mathbf{p}$ method for an unstrained crystal in Section 2.2, where we have shown the effects on the wave vector dependent energy dispersion due to (i) the electron momentum $\mathbf{p}$ as a first order perturbation, and (ii) the nearby and remote bands, class A and B respectively [96], according to the second order perturbation theory. The effect of class B states is particularly relevant for the calculation of the electron effective mass $m^*$ and Luttinger parameters $\gamma$ since the experimentally measured effective masses of electrons and holes are smaller compared to the free electron with a typical ratio $m_0/m^* \approx 5 - 20$. Knowing a set of energy states at a reference wave vector $\mathbf{k}_0$, typically $k_0 = 0$ and having a set of eight orthonormal basis functions $|u_k\rangle$ (one conduction and three valence spin degenerate states), we can then evaluate the 8-band $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian which explicitly includes the effects of class A states on the energy dispersion.

Following this, in Section 2.3 we discussed the effects of a small strain on the electronic structure of zincblende semiconductors. A transformation of the coordinate system was applied in order to maintain the periodicity of the basis functions $|u_k\rangle$ of the $\mathbf{k} \cdot \mathbf{p}$ Hamiltonian. Although
the magnitude of strain is indeed small, typically up to about ± 2% for thin epitaxial layers e.g. QWs, noticeable changes in the electronic structure as a consequence occur, such as: (i) a noticeable increase (decrease) in the band gap due to the compressive (tensile); (ii) the originally degenerate HH and LH bands split due to biaxial strain with the CB-HH (CB-LH) transition begin the shortest in the compressive (tensile) case; (iii) increased transition energy between the topmost valence band (in this case LH) and the spin-split-off band when tensile strain is applied, and is potentially beneficial for suppressed Auger recombination [109–112]. The sign convention for strain and deformation potentials is another important aspect that has to be taken into account for strained electronic structure calculations.

Having derived the theoretical framework for the calculation of electronic properties, we turned our attention to the theory of optical properties in Section 2.4. Starting the the Fermi’s golden rule, which enforces the energy transitions of electrons to be resonant with the energy of the incident photons, the explicit expressions for the absorption and gain spectra were found, leading to the Bernard-Duraaffourg condition, or population inversion, for an amplified emission to occur. Using the optical confinement factor Γ we can then calculate the modal (or optical) gain which, unlike the material gain, is experimentally measurable, as well as the threshold gain due to internal and mirror losses in the optical cavity. We then derived the expression for spontaneous emission which shows that, unlike the gain spectrum, it cannot be negative and only depends on the population probability of the CB and VB states.

Having derived the necessary set of theoretical frameworks, we now proceed to its computational implementation in the next chapter, where we focus on the semi-analytical plane wave method.
Chapter 3

Plane wave expansion method for electronic structure and optical properties calculations

In this chapter we derive the semi-analytical plane wave expansion method [79] that can efficiently and accurately calculate the electronic and optical properties of QW-, QWR- and QD-based heterostructures using the theoretical methods we presented in Chapter 2. We start in Section 3.1.1 with the derivation of the method for a one-dimensional confinement using the 1-band effective mass Hamiltonian and then discuss in Section 3.1.2 its implementation in a multi-band Hamiltonian and its implementation for a multi-QW based heterostructure in Section 3.1.3. Following this we proceed to the derivation of the method for QD and QWR based heterostructures in Section 3.2.1. We will show that, in essence, the implementation of the method to calculate the eigenstates in a one dimensional potential represents a special case within the general derivation of the method for a multi dimensional confinement.

In Section 3.2.2 we discuss the Green’s function based method to estimate the real space distribution of the strain tensor elements in a QD and QWR based heterostructure with zincblende crystal structure based on continuum elasticity theory, and then we derive the Pikus-Bir Hamiltonian matrix elements within the plane wave method in Section 3.2.3.

In Section 3.3 we describe the implementation of the plane wave method in order to solve Poisson’s equation. This will allow us to estimate the electrostatic field due to the spatial separation of the confined electrons and holes in a heterostructure. We then show in Section 3.4 that the electronic eigenstates calculated using the plane wave expansion of the 8-band Hamiltonian can be used directly to calculate the momentum matrix element between an electron and hole state according to Szmulowicz’s formalism [82]. The beauty of this method consists in the use of bulk material parameters to calculate the optical properties, such as spontaneous emission
and gain, in an active region of a photonic device. Finally we summarise the chapter results in Section 3.5.
3.1 Derivation of the method for quantum well based heterostructures

In this section we present the fundamental idea of the method and present its implementation for electrons confined in a one-dimensional potential.

3.1.1 1-band model

Our goal here is to solve the one band effective mass Schrödinger equation:

$$\hat{H} F_n(z) = E_n F_n(z).$$  \hspace{1cm} (3.1)

The effective mass Hamiltonian $\hat{H}$ is given by:

$$\hat{H} = -\frac{\hbar^2}{2m_0} \frac{d}{dz} \left( \frac{1}{m^*(z)} \frac{d}{dz} \right) + V(z).$$  \hspace{1cm} (3.2)

In order to solve Eq. (3.1) we define our heterostructure as a periodic supercell of length $L$, in this case along the $z$ (or growth) direction, with a QW of thickness $d$, with a material parameter in the supercell $f_n(z) = f_n(z + mL)$, where $m \in \mathbb{Z}$, and the origin of the $z$ coordinate is located at the centre of the supercell. This allows us to expand the envelope function as a Fourier series:

$$F_n(z) = \frac{1}{\sqrt{L}} \sum_{m=-M}^{+M} \tilde{a}_n(G_m) e^{iG_mz},$$  \hspace{1cm} (3.3)

where $G_m = \frac{2m\pi}{L}$ is the one dimensional reciprocal vector of the supercell, $\tilde{a}_n(G_m)$ are Fourier coefficients of $F_n(z)$ and $M \in \mathbb{Z}$.

Substituting Eqs. (3.3) and (3.2) into (3.1) we obtain

$$\frac{1}{\sqrt{L}} \sum_{m=-M}^{+M} \hat{H} \tilde{a}_n(G_m) e^{iG_mz} = E_n \frac{1}{\sqrt{L}} \sum_{m=-M}^{M} \tilde{a}_n(G_m) e^{iG_mz}.$$  \hspace{1cm} (3.4)

We then multiply both sides by $\frac{1}{\sqrt{L}} e^{-iG_m'z}$, where $m' \in [-M, +M]$ and integrate over the supercell.
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\[ E = \frac{E_L}{2} - \frac{d}{2} \]

Figure 3.1: Schematic representation of a supercell with length \( L \) that contains a QW of thickness \( d \). The centre of the QW is situated at 0 on the \( z \) axis, and \( \chi(z) \in [-d/2, d/2] \).

\[
\sum_{m=-M}^{+M} \left( \frac{1}{L} \int_{-L/2}^{L/2} e^{-iG_mz} \hat{H} e^{iG_mz} \, dz \right) \tilde{a}_n(G_m) = E_n \tilde{a}_n(G_{m'})
\]

(3.5)

On the right-hand side we made use of the fact that

\[
\frac{1}{L} \int_{-L/2}^{L/2} e^{-i(G_m' - G_m)z} = \delta_{mm'} ,
\]

(3.6)

where \( \delta_{mm'} \) is the Kronecker delta. We notice that Eq. (3.5) is in fact an eigenvalue problem, with the solution found after diagonalising the matrix representation of the Hamiltonian

\[
H_{m'm} = \frac{1}{L} \int_{-L/2}^{L/2} e^{-iG_{m'}z} \hat{H} e^{iG_mz} \, dz
\]

(3.7)

In order to derive the matrix representation of the Hamiltonian, we solve the integral first for the position-dependent potential \( V(z) \) part of the Hamiltonian, and then turn our attention to the kinetic term of Eq. (3.1). Firstly, we assume that the QW with thickness \( d \) is located in the supercell within \( z \in [-d/2, d/2] \), as shown in Fig. 3.1, and we define the position-dependent characteristic function \( \chi(z) \) to be

\[
\chi(z) = \begin{cases} 
1, & |z| \leq d/2 \\
0, & \text{otherwise}
\end{cases}
\]

(3.8)

The Fourier transform of the characteristic function is given by
\[
\chi(G_m) = \frac{1}{L} \int_{-L/2}^{L/2} \chi(z)e^{-iG_mz}dz. \tag{3.9}
\]

We can therefore express \(V(z)\) using the characteristic function

\[
V(z) = \chi(z)V_w + [1 - \chi(z)] V_b = V_b + \chi(z) (V_w - V_b) \tag{3.10}
\]

The indices \(w\) and \(b\) in Eq. (3.10) correspond to the potential in the QW and surrounding barrier respectively, and will have the same meaning when used for a particular parameter hereafter.

We also note that this equation can be applied for any position dependent parameter in the supercell, e.g. effective mass, Luttinger and Kane parameters etc., and it will be particularly important during the derivation of the plane wave method for the 8-band model for QWs, QDs and QWRs. We simplify Eq. (3.10) for the example here by defining \(V_b = 0\) and \(V_w = -V_0\) (cf. Fig. 3.1). We therefore obtain the following form of the integral using the Fourier transform of the characteristic function \(\tilde{\chi}\) from Eq. (3.9)

\[
- \frac{1}{L} \int_{-d/2}^{d/2} V_0 e^{-i(G_{m'} - G_m)z}dz = -V_0 \tilde{\chi}(G_{m'} - G_m) \tag{3.11}
\]

In order to find \(\tilde{\chi}\) we reduce the limits of the integral from \([-L/2, L/2]\) to \([-d/2, d/2]\) because outside of the QW the integral will be zero. For a QW which is located symmetrically relative to the centre of the supercell this function then becomes

\[
\tilde{\chi}(G_{m'} - G_m) = \frac{d}{L} \text{sinc} \left[ \frac{d(G_{m'} - G_m)}{2} \right] \tag{3.12}
\]

In essence, a characteristic function and its Fourier transform will correspond to a nanostructure with a particular shape, e.g. QW, QWR or QD. It is important to note here that the sinc function in Eq. (3.12), unlike the sine, treats the singularity explicitly, and equals to unity at \(G_{m'} - G_m = 0\). We will later show that these singularities will be particularly important when deriving \(\tilde{\chi}\) for a QWR or a QD shape.

In order to solve the integral of the kinetic part of the Hamiltonian (3.2), we use an approach similar to Eq. (3.10) for \(m^*(z)\), i.e.

\[
\frac{1}{m^*(z)} = \frac{1}{m_b^*} + \chi(z) \left( \frac{1}{m_w^*} - \frac{1}{m_b^*} \right). \tag{3.13}
\]

By substituting Eq. (3.13) into (3.7) we obtain
\[ H_{m'm} = \left( -\frac{\hbar^2}{2m_0} \frac{1}{m_b^*} \right) G_m \frac{d}{dz} e^{iG_m z} d_z \]
\[ + \left( -\frac{\hbar^2}{2m_0} \left( \frac{1}{m_w^*} - \frac{1}{m_b^*} \right) \right) G_m \frac{d}{dz} e^{iG_m z} d_z . \]  
\[ (3.14) \]

We focus for a moment on the integral in the first term here. By applying integration by parts it becomes
\[ \frac{1}{L} \int_{-L/2}^{L/2} e^{-iG_m' z} \frac{d}{dz} e^{iG_m z} d_z = \left. \frac{e^{-i(G_m' - G_m) z}}{L} \right|_{-L/2}^{L/2} - \frac{1}{L} \int_{-L/2}^{L/2} e^{iG_m z} \frac{d}{dz} e^{-iG_m' z} d_z \]
\[ = (G_m' - G_m) \delta_{mm'} + iG_m' \delta_{mm'} \]  
\[ (3.15) \]

Here for the first term we notice that it is zero due to the definition of the Kronecker delta. We then perform a similar procedure for the integral in the second term in Eq. (3.14), and substitute the results into Eq. (3.14) to find the final form of the matrix representation of the plane wave Hamiltonian (3.2):
\[ H_{m'm} = \frac{\hbar^2}{2m_0} \frac{G_m G_{m'}}{m_b^*} \delta_{mm'} + \left[ \frac{\hbar^2 G_m G_{m'}}{2m_0} \left( \frac{1}{m_w^*} - \frac{1}{m_b^*} \right) - V_0 \right] \tilde{\chi}(G_m' - G_m) . \]  
\[ (3.16) \]

In essence, using analytical methods we transformed the Schrödinger equation from a second order differential equation into a real symmetric \((2M+1) \times (2M+1)\) size matrix, which will be diagonalised numerically (hence the semi-analytical name of the method). The end result of the diagonalisation is a \((2M+1) \times (2M+1)\) size array that contains the eigenvalues \(E_n\) with \((2M+1)\) Fourier coefficients \(\tilde{a}_{nm}\) corresponding to the eigenvalue \(E_n\). Using the Fourier series (3.3) we can then evaluate the position dependent eigenstate. This method has been shown to converge rapidly with the number of plane waves \(2M+1\) [79], quickly approaching the exact solution of the Schrödinger equation (3.2) for the ground state, and first few excited states.

### 3.1.2 8-band model

The ultimate goal is to apply this method to solve the 8-band Schrödinger equation. Here we start by introducing the eigenstates for an in-plane wave vector \(k_\parallel\) as a set of envelope functions associated with a particular bulk band \(b\), and we then expand it into a Fourier series using Eq. (3.3):
\[ \psi_n(k_{||}, z) = \frac{1}{\sqrt{L}} \sum_{b=1}^{8} \sum_{m=-M}^{+M} \tilde{a}_{nb}(k_{||}, G_m) e^{iG_m z} |u_b\rangle, \quad (3.17) \]

We then follow the procedure from the previous section by inserting Eq. (3.17) into Eq. (2.1)

\[ \frac{1}{\sqrt{L}} \sum_{b=1}^{8} \sum_{m=-M}^{+M} \hat{H}_{bb}(k_{||}, z)\tilde{a}_{nb}(k_{||}, G_m) e^{iG_m z} = E_n \frac{1}{\sqrt{L}} \sum_{b=1}^{8} \sum_{m=-M}^{+M} \tilde{a}_{nb'}(k_{||}, G_m) e^{iG_m z}, \quad (3.18) \]

where \( \hat{H}_{bb} \) is the Hamiltonian matrix element linking bands \( b \) and \( b' \) in the multiband Hamiltonian. Multiplying both sides by \( \frac{1}{\sqrt{L}} e^{-iG_m' z} \) and integrating over the supercell space we obtain the following matrix representation of the Hamiltonian:

\[ \left[ \hat{H}_{bb}(k_{||}) \right]_{m'm} = \frac{1}{L} \int_{-L/2}^{L/2} e^{-iG_{m'} z} \hat{H}_{bb}(k_{||}, z) e^{iG_m z} dz \quad (3.19) \]

By comparing Eqs. (3.7) and (3.19) we first notice that the plane wave expansion of our 8-band Hamiltonian yields a \( 8 (2M + 1) \times 8 (2M + 1) \) size matrix, where each element of the original Hamiltonian is expanded into a \( (2M + 1) \times (2M + 1) \) matrix. The diagonalisation of \( \left[ \hat{H}_{bb}(k_{||}) \right]_{m'm} \) leads to a \( 8 (2M + 1) \) array of eigenvalues \( E_n \) with a set of \( 8 (2M + 1) \) Fourier coefficients \( \tilde{a}_{nb} \) corresponding to each eigenvalue. These coefficients allow us to determine the envelope function associated with each bulk band, and then use Eq. (3.17) to construct the QW eigenstate at a particular wave vector \( k_{||} \).

The plane wave expansion of an element in the 8-band Hamiltonian matrix can be obtained following a similar method to that discussed in Section 3.1.1. However, because the bulk Hamiltonian matrix elements contain terms that depend upon \( A(z), A(z)k_z, \) and \( A(z)k_z^2 \), the substitution \( k_z \rightarrow -\frac{i}{\pi} \) for the quantisation along the \( z \) direction results in the evaluation of three different types of integrals which we discuss below.

**Terms of \( H_{bb} \propto A(z) \).** Due to their being independent of \( k_z \), and therefore lacking the differential operator, the plane wave expansion of the Hamiltonian matrix elements independent of \( k_z \) are the simplest to derive. Starting with the following integral:

\[ \left[ \hat{H}_{bb}(k_{||}) \right]_{m'm} \propto \frac{1}{L} \int_{-L/2}^{L/2} A(z) e^{-i(G_{m'} - G_m) z} dz \quad (3.20) \]
where $A$ is any position dependent parameter that is constant across a particular layer, including the strain $\epsilon_{ii}$, we can then expand the term $A$ using the characteristic function from Eq. (3.10) and make the substitution into the integral:

$$A_b \frac{1}{L} \int_{-L/2}^{L/2} e^{-i(G_{m'} - G_m)z} dz + (A_w - A_b) \frac{1}{L} \int_{-d/2}^{d/2} e^{-i(G_{m'} - G_m)z} dz$$

$$= A_b \delta_{mm'} + (A_w - A_b) \tilde{\chi}(G_{m'} - G_m) .$$

(3.21)

**Terms of $H_{bb} \propto A(z)k_z$.** These are the terms that appear in the $k \cdot p$ Hamiltonian in the form $H_{bb} \propto k_z$. By making the substitution $k_z \rightarrow -i \frac{d}{dz}$ and applying symmetrisation in order to ensure a Hermitian Hamiltonian matrix we obtain

$$\frac{1}{2L} \int_{-L/2}^{L/2} e^{-iG_{m'}z} \left[ A(z) \frac{d}{dz} + \frac{d}{dz} (A(z)) \right] e^{iG_mz} dz$$

$$= \frac{iG_m}{2L} \int_{-L/2}^{L/2} A(z)e^{-i(G_{m'}-G_m)z} dz + \frac{1}{2L} \int_{-L/2}^{L/2} e^{-iG_{m'}z} \frac{d}{dz} [A(z)e^{iG_mz}] dz .$$

(3.22)

The first term of this integral is then evaluated in the same way as was done for Eq. (3.20). For the second term we use integration by parts to obtain

$$\frac{1}{2L} \int_{-L/2}^{L/2} e^{-iG_{m'}z} \frac{d}{dz} [A(z)e^{iG_mz}] dz = \frac{1}{2L} A(z)e^{-i(G_{m'}-G_m)z} \bigg|_{-L/2}^{L/2}$$

$$+ \frac{iG_m'}{2L} \int_{-L/2}^{L/2} A(z)e^{-i(G_{m'}-G_m)z} dz .$$

(3.23)

It is important to note here that although the parameter $A(z)$ is a step function, i.e. discontinuous at the layer interfaces, the periodic boundary conditions and the fact that we can expand it into a Fourier series, allow us to to perform the integration by parts. This integral then yields

$$- \frac{iA_b}{L} \sin [(m - m')\pi] + \frac{iG_m'}{2} [A_b \delta_{mm'} + (A_w - A_b) \tilde{\chi}(G_{m'} - G_m)]$$

(3.24)

where we used the fact that $A(L/2) = A(-L/2) = A_b$ and $G_m = \frac{2m\pi}{L}$. With the first term here becoming zero, we obtain the final result:

\footnote{This is different in the case of a QD- or QWR-based supercell, where the strain has a certain profile, which we discuss in Section 3.2.}
Plane wave expansion method for electronic structure and optical properties calculations

\[ \frac{1}{L} \int_{-L/2}^{L/2} e^{-iG_{m'}z} \hat{H}_{bb}(k_\parallel) e^{iG_m z} dz = \frac{i(G_m + G_{m'})}{2} A_b \delta_{mm'} + \frac{i(G_m + G_{m'})}{2} (A_w - A_b) \bar{\chi}(G_{m'} - G_m) \]

(3.25)

**Terms of** $H_{bb} \propto A(z) k_z^2$. These are the terms that appear in the $k \cdot p$ Hamiltonian in the form $H_{bb} \propto k_z^2$. For this type of Hamiltonian matrix element the derivation of the method follows the exact same way as we have shown for the kinetic energy term of the 1-band model in Section 3.1.1, with the expansion becoming

\[ \frac{1}{L} \int_{-L/2}^{L/2} e^{-iG_{m'}z} \hat{H}_{bb}(k_\parallel) e^{iG_m z} dz = G_m G_{m'} A_b \delta_{mm'} + G_m G_{m'} (A_w - A_b) \bar{\chi}(G_{m'} - G_m). \] (3.26)

### 3.1.3 Derivation of the method for multi-QW based heterostructures

So far, we focused on the derivation of the method for single QW based heterostructures. Here we consider a set of $N$ QWs with a thickness $d_q$ each and with the following characteristic function

\[ \chi_q(z) = \begin{cases} 1, & z \in [a_q - d_q, a_q + d_q] \\ 0, & \text{otherwise} \end{cases} \] (3.27)

where $a_q$ is the position of the centre of each QW as shown in Fig. 3.2. We then define a material parameter $A(z)$ using a set of characteristic functions

\[ A(z) = A_b \left[ 1 - \sum_{q=1}^{N} \chi_q(z) \right] + A_q \sum_{q=1}^{N} \chi_q(z) = A_b + \sum_{q=1}^{N} \chi_q(z) (A_q - A_b) \] (3.28)

or, in other words, $A(z) = A_q$ in a particular QW and $A(z) = A_b$ in the barrier material. As we have seen from the previous section during the derivation of the plane wave representation of any Hamiltonian term we ended up evaluating the integral in Eq. (3.20). We rewrite this integral for a multi-QW case to obtain

\[ A_b \frac{1}{L} \int_{-L/2}^{L/2} e^{-i(G_{m'} - G_m)z} dz + \sum_{q=1}^{N} (A_q - A_b) \frac{1}{L} \int_{-L/2}^{L/2} e^{-i(G_{m'} - G_m)z} dz \] (3.29)
The integral in the first term here becomes the usual $\delta_{mm'}$. The domain of the second integral was changed from $[-L/2, L/2]$ to $q \in [a_q - d_q/2, a_q + d_q/2]$, because outside of this domain the integral is zero for a particular QW in the sum. When evaluating the different contributions to the second integral we assume for simplicity $G_{m'} - G_m = G$, to obtain

$$
\frac{1}{L} \int_{-L/2}^{L/2} e^{-iGz} dz = -\frac{1}{L} e^{-iGz} \bigg|_{q} = -\frac{1}{L} e^{-iGd_q} \left( e^{-iGd_q} - e^{-iGd_0} \right) = \frac{d_q}{L} \text{sinc} \left( \frac{Gd_q}{2} \right) e^{-iGd_q} = \tilde{\chi}_q(G).
$$

We can see that Eq. (3.12) is a simplified form of (3.30) since in the former case we considered a symmetric QW with respect to the centre of the supercell ($a_q = 0$). Substituting this result into (3.20) we find the plane wave expansion for a material parameter $A$ in a supercell with multiple QWs to be given by

$$
A_b \delta_{mm'} + \sum_{q=1}^{N} (A_q - A_b) \tilde{\chi}_q(G_{m'} - G_m).
$$

(3.31)
3.2 Derivation of the method for quantum wire and dot based heterostructures

In this section we derive the semi-analytical expansion for three dimensional supercells that contain one or multiple QDs or QWRs. Here we define the characteristic function and its Fourier transform based on the periodic boundary conditions in three dimensions and provide the general expression for the expanded Hamiltonian matrix element. We then derive the Fourier transform of the strain tensor elements. Unlike in QW-based heterostructures where the strain tensor is assumed constant in a particular layer, the inclusion of a lattice-mismatched QD or QWR in the supercell results in a particular strain profile, which strongly depends upon the shape of the nanostructure. Having this expression derived, we then turn our attention to the expansion of the Pikus-Bir Hamiltonian matrix elements.

3.2.1 \( k \cdot p \) Hamiltonian

We start the derivation of the method by considering a rectangular cuboid supercell with its body centre located at the origin of the Cartesian coordinate system, with the supercell size \( L_x, L_y, L_z \) along the \( x, y, z \) Cartesian axes respectively, and a material parameter \( f(r) = f(r + R) \), with \( R = m_x L_x x + m_y L_y y + m_z L_z z \), where \( x, y \) and \( z \) are unit vectors along the corresponding Cartesian axes, and \( m_x, m_y, m_z \in \mathbb{Z} \). Due to its periodicity along all three coordinate axes, the reciprocal vectors of the supercell are given by

\[
G_{mj} = \frac{2m_j \pi}{L_j} \quad (3.32)
\]

where \( j = x, y, z \). Using the vectors we then expand the 8-band eigenstate into the following series:

\[
\psi_n(r) = \frac{1}{\sqrt{\Omega_{sc}}} \sum_{m_x = -M_x}^{+M_x} \sum_{m_y = -M_y}^{+M_y} \sum_{m_z = -M_z}^{+M_z} \sum_{b=1}^{8} a_{nb}(G_m) e^{iG_m \cdot r} |u_b \rangle ,
\]

(3.33)

where \( \Omega_{sc} \) is the volume of the supercell. In our QWR calculations later in the thesis, the wires are continuous along the \( x = \pm y \) direction; therefore we have to take into account the energy dispersion along \( k_x = \pm k_y \). Because of the chosen Cartesian coordinate system \( (x, y, z) \), we ensure the periodic boundary conditions by having a set of reciprocal vectors \( G_j \) which include non-zero components for \( j = x, y, z \). Consequently, computational expense to calculate \( E_n(k_x = k_y) \) and \( \psi_n(k_x = k_y) \) in a QWR increases significantly compared to a QW-based supercell given the three-dimensional expansion. Therefore, in our calculations we diagonalise
the Hamiltonian only at $k_x = k_y = k_z = 0$ for both QD and QWR based heterostructures. One way to address this concern would be to use a different coordinate system $(x', y', z')$, such that $x' = \frac{1}{\sqrt{2}}(x + y)$ and $y' = \frac{1}{\sqrt{2}}(-x + y)$. This would allow us to consider a two-dimensional supercell instead and to then only use two-dimensional reciprocal vectors. However, in this case we would need to redefine most of the method, including the expanded Hamiltonian and the Fourier transform of the strain tensor. Thus we use our existing plane wave framework, which will be consistent with all nanostructure shapes, including QWRs.

By looking at Eq. (3.33) we can already presume that the three-dimensional expansion will be more demanding computationally compared to the QW case due to the triple sum over $m_x, m_y$ and $m_z$. In order to illustrate the evaluation of the integrals, in this section we will examine a supercell that contains a rectangular cuboid QD of size $d_x \times d_y \times d_z$, with its body centre located at the origin of the coordinate system and the coordinate axes perpendicular to its faces at the centre. As we have seen from Section 3.1, the shape of the nanostructure is incorporated using only the Fourier transform of its characteristic function. Fourier transforms of the characteristic functions used in this thesis will be given in Appendix D, where we also provide references for additional QD shapes. The characteristic function of the QD is expressed here then as

$$
\chi_{QD}(\mathbf{r}) = \begin{cases} 
1, & \mathbf{r} \in \Omega_{QD} \\
0, & \text{otherwise} 
\end{cases}
$$

(3.34)

where $\Omega_{QD}$ is the volume of the QD, and its Fourier transform is given by

$$
\tilde{\chi}_{QD}(\mathbf{G}) = \frac{1}{\Omega_{sc}} \int_{\Omega_{QD}} e^{-i\mathbf{G} \cdot \mathbf{r}} d\mathbf{V},
$$

(3.35)

with $\mathbf{G} = (G_x, G_y, G_z)$.

Following the procedure from Section 3.1.2, we introduce Eq. (3.34) and the expanded eigenstate (3.33) into Eq. (2.1), multiply both sides by $\frac{1}{\sqrt{\Omega_{sc}}} e^{-i\mathbf{G}_{m'} \cdot \mathbf{r}}$, integrate over the volume of the supercell and obtain the three dimensional plane wave expansion of the Hamiltonian matrix element:

$$
(H_{bb'})_{m'm} = \frac{1}{\Omega_{sc}} \int_{\Omega_{sc}} e^{-i\mathbf{G}_{m'} \cdot \mathbf{r}} H_{bb'}(\mathbf{r}) e^{i\mathbf{G}_{m'} \cdot \mathbf{r}} d\mathbf{V}.
$$

(3.36)

**Terms of $H_{bb'} \propto \mathcal{A}(\mathbf{r})$.** Just like in the last section, the easiest point to start from is the expansion of the Hamiltonian matrix elements that are independent of the wave vector $k$. We define a position dependent parameter $\mathcal{A}(\mathbf{r})$ using Eq. (3.34)
\[ \mathcal{A}(\mathbf{r}) = \mathcal{A}_b + \chi_{\text{QD}}(\mathbf{r})(\mathcal{A}_{\text{QD}} - \mathcal{A}_b) \]  

(3.37)

where the index QD in \( \mathcal{A}_{\text{QD}} \) indicates that this parameter corresponds to the QD structure. The plane wave representation of the Hamiltonian matrix term becomes

\[ (H_{\psi b})_{m'm} \propto \frac{1}{\Omega_{\text{sc}}} \int_{\Omega_{\text{sc}}} e^{-i\mathbf{G}_{m'} \cdot \mathbf{r}} \mathcal{A}(\mathbf{r}) e^{i\mathbf{G}_m \cdot \mathbf{r}} dV. \]  

(3.38)

By inserting Eq. (3.37) into (3.38) the integral becomes

\[ \mathcal{A}_b \delta_{xx} \delta_{yy} \delta_{zz} + (\mathcal{A}_{\text{QD}} - \mathcal{A}_b) \frac{1}{\Omega_{\text{sc}}} \int_{\Omega_{\text{QD}}} e^{-i(\mathbf{G}_{m'} - \mathbf{G}_m) \cdot \mathbf{r}} dV \]

(3.39)

where the indices \( i \) and \( i' \) \((i = x, y, z)\) in \( \delta_{ii'} \) correspond to the \( i \)th component of the wave vectors \( \mathbf{G}_m \) and \( \mathbf{G}_{m'} \) respectively. To further simplify the form of the expanded terms we also made the substitution \( \delta_{xx} \delta_{yy} \delta_{zz} \rightarrow \delta_{mm'} \), i.e. the Kronecker delta equals to 1 when \( \mathbf{G}_m = \mathbf{G}_{m'} \) and 0 otherwise. We then find the Fourier transform of the characteristic function of the cuboid QD:

\[ \tilde{\chi}_{\text{QD}}(\mathbf{G}) = \frac{\Omega_{\text{QD}}}{\Omega_{\text{sc}}} \text{sinc} \left( \frac{G_x d_x}{2} \right) \text{sinc} \left( \frac{G_y d_y}{2} \right) \text{sinc} \left( \frac{G_z d_z}{2} \right). \]  

(3.40)

**Terms of** \( H_{\psi b} \propto \mathcal{A}(\mathbf{r}) k_j \). Unlike the previous section where we focused on the one-dimensional electron confinement along the growth direction \( z \), the electronic structure calculations in a three-dimensional potential requires the substitution of all wave vectors \( k_j \) with their respective partial derivative \( k_j \rightarrow -i \frac{\partial}{\partial j} \). By making this substitution into the corresponding Hamiltonian term, we apply here, by analogy with the previous section, matrix element symmetrisation and obtain the following expansion:

\[ \frac{i G_{mj}}{2 \Omega_{\text{sc}}} \int_{\Omega_{\text{sc}}} \mathcal{A}(\mathbf{r}) e^{-i(\mathbf{G}_{m'} - \mathbf{G}_m) \cdot \mathbf{r}} dV + \frac{1}{2 \Omega_{\text{sc}}} \int_{\Omega_{\text{sc}}} e^{-i\mathbf{G}_{m'} \cdot \mathbf{r}} \frac{\partial}{\partial j} \left[ \mathcal{A}(\mathbf{r}) e^{i\mathbf{G}_m \cdot \mathbf{r}} \right] dV \]

(3.41)

\[ = \frac{i (G_{mj} + G_{m'j})}{2} \mathcal{A}_b \delta_{mm'} + \frac{i (G_{mj} + G_{m'j})}{2} (\mathcal{A}_{\text{QD}} - \mathcal{A}_b) \tilde{\chi}_{\text{QD}}(\mathbf{G}_{m'} - \mathbf{G}_m). \]

To evaluate the second integral here we used the fact that \( \mathcal{A}(-L_j/2) = \mathcal{A}(L_j/2) = \mathcal{A}_b \).
Terms of $H_{yb} \propto A(r)k_j k_{j'}$ and $H_{yb} \propto A(r)k_j^2$. Here we start by deriving the plane wave expansion of $k \cdot p$ Hamiltonian matrix elements that depend upon the product of different wave vectors $k_j k_{j'}$. We expand the Hamiltonian matrix element by applying the symmetrisation in the following form:

$$-\frac{1}{2\Omega_{sc}} \int_{\Omega_{sc}} e^{-iG_{m'rr} \frac{\partial}{\partial j}} [A(r) \frac{\partial}{\partial j'} e^{iG_{m'rr}}] dV - \frac{1}{2\Omega_{sc}} \int_{\Omega_{sc}} e^{-iG_{m'rr} \frac{\partial}{\partial j}} [A(r) \frac{\partial}{\partial j'} e^{iG_{m'rr}}] dV = -\frac{iG_{m'j} G_{m'j}}{2\Omega_{sc}} \int_{\Omega_{sc}} e^{-iG_{m'rr} \frac{\partial}{\partial j}} [A(r) e^{iG_{m'rr}}] dV - \frac{iG_{mj} G_{mj}}{2\Omega_{sc}} \int_{\Omega_{sc}} e^{-iG_{m'rr} \frac{\partial}{\partial j}} [A(r) e^{iG_{m'rr}}] dV.$$

(3.42)

We then use the integration by parts as we have done for Eq. (3.14) to obtain the expanded Hamiltonian matrix element:

$$G_{m'j} G_{mj} + G_{mj} G_{m'j} \frac{A_b \delta_{m'm}}{2} + \frac{G_{mj} G_{m'j}}{2} (A_{QD} - A_b) \chi(G_{m'} - G_m).$$

(3.43)

We notice that when $j = j'$, i.e. the Hamiltonian term has the form $\tilde{H} \propto A(r)k_j^2$ is a special case of Eq. (3.43) and the expanded Hamiltonian term looks very similar to Eq. (3.14)

$$(G_{mj} G_{m'j}) A_b \delta_{m'm} + (G_{mj} G_{m'j}) (A_{QD} - A_b) \chi_{QD}(G_{m'} - G_m).$$

(3.44)

### 3.2.2 Fourier transform of the strain tensor

In this section we derive the Fourier transform of the strain tensor elements in a QD-based heterostructure with its components having zincblende crystal structure. Originally this method was used to evaluate the Fourier transform of Green’s tensor by Lifshits and Rosenzweig [120], and later extended to the strain tensor by Andreev et al. [80]. We follow here the approach used in Ref. [80] to derive the Fourier transform of the strain tensor.

The Green’s tensor $G_{ln}$ at a point $r$ denotes the displacement along the $l$ direction due to a point force along the $n$ direction at $r$, and, given an infinite anisotropic elastic medium, is the solution of the equation [120]

$$C_{iklm} \frac{\partial^2 G_{ln}(r)}{\partial x_k \partial x_m} = -\delta(r) \delta_{ln},$$

(3.45)
where $C_{iklm}$ is the elastic tensor, $\delta(\mathbf{r})$ and $\delta_{\text{in}}$ are the Dirac and Kronecker deltas respectively, and the boundary conditions are $|\mathbf{r}| \rightarrow \infty \implies G_{\text{ln}}(\mathbf{r}) \rightarrow 0$. Here we introduce the inverse Fourier transform of the Green’s tensor

$$G_{\text{ln}}(\mathbf{r}) = \int_{-\infty}^{+\infty} \tilde{G}_{\text{ln}}(\mathbf{\xi}) e^{i\mathbf{\xi} \cdot \mathbf{r}} d\mathbf{\xi},$$

and integral form of the Dirac delta

$$\delta(\mathbf{r}) = \frac{1}{(2\pi)^3} \int_{-\infty}^{+\infty} e^{i\mathbf{\xi} \cdot \mathbf{r}} d\mathbf{\xi},$$

where both integrals are performed over all space. We note here that throughout the derivation process $G$ will denote the Green’s tensor instead of the reciprocal vector from Section 3.2.1, though we will make use of the reciprocal vector $\mathbf{G}$ at a later point in this section. By substituting Eqs. (3.46) and (3.47) into (3.45) we obtain

$$C_{iklm} \tilde{G}_{\text{ln}}(\mathbf{\xi}) \xi_k \xi_m = \frac{\delta_{\text{in}}}{(2\pi)^3}.$$

Here and throughout the entire chapter we use Einstein’s notation for summation over 1–3 for the repeated indices, unless the summation is indicated explicitly. In order to find the strain in a QD structure, the method of inclusion proposed by Eshelby [121] is used here:

$$u_{i}^{(s)}(\mathbf{r}) = u_{i} T \chi(\mathbf{r}) + \int \mathbf{G}_{\text{in}}(\mathbf{r} - \mathbf{r}') \sigma_{nk} T \mathbf{e}_{nk} dS',$$

(3.49)

where $\sigma_{nk} = C_{nkpr} \mathbf{e}_{pr}$, and $\sigma_{nk} T$, $\mathbf{e}_{pr} T$ and $u_{i} T$ are the components of the stress and strain tensors and the displacement caused by the “initial” strain due to the lattice mismatch. The superscript $(s)$ indicates that this expression means that there is only one QD in the anisotropic medium. Using Gauss’ theorem, Eq. (3.49) can be written as:

$$u_{i}^{(s)}(\mathbf{r}) = u_{i} T \chi(\mathbf{r}) + \int_{QD} \frac{\partial}{\partial x_k} G_{\text{in}}(\mathbf{r} - \mathbf{r}') C_{nkpr} \mathbf{e}_{pr} T dV'.$$

(3.50)

In order to find the final expression for the Fourier transform of the strain tensor we consider the elastic tensor $C_{nkpr}$ to be constant throughout the entire medium and corresponding to the barrier material \(^2\), thereby applying the divergence only to the Green’s tensor. A method to

\(^2\)We consider different elastic tensors in the barrier and QW for the electronic structure calculations under strain in Chapters 4 and 6, where we expand the step-like distribution of strain in the supercell using the QW characteristic function (cf. Section 3.1.2).
calculate the Fourier transform of the strain tensor which takes into account different elastic tensors in the barrier and QD is presented in Ref. [122]. However the approximation in this section strongly reduces the computational expenses of strain calculations, and we expect that it will have an insignificant impact on the results of our calculations given the small difference between the actual strain tensors of the barrier and QD. Here we recall the definition of the elements of the strain tensor $\epsilon_{ij}$

$$\epsilon_{ij}(r) = \frac{1}{2} \left[ \frac{\partial u_i(r)}{\partial x_j} + \frac{\partial u_j(r)}{\partial x_i} \right].$$  \hspace{1cm} (3.51)

By substituting Eq. (3.50) and a similar expression for $u_j^{(s)}$ into (3.51), we obtain

$$\epsilon_{ij}^{(s)}(r) = \epsilon_{ij}^T(r) + \frac{1}{2} C_{nkpr} \epsilon_{pr}^T \int_{\text{QD}} \left[ \frac{\partial^2 G_{in}(r - r')}{\partial x_j \partial x_k} + \frac{\partial^2 G_{jn}(r - r')}{\partial x_i \partial x_k} \right] \text{d}V'. \hspace{1cm} (3.52)$$

For the first term in Eq. (3.52) we made use of the fact that the “initial” displacement (or lattice mismatch) is present only in the QD according to the definition of $\chi$ from Eq. (3.47). To evaluate the integral in the second term we apply the following substitution:

$$\frac{\partial^2 G_{in}(r - r')}{\partial x_j \partial x_k} = G_{ik}^{nkpr}(r - r'),$$
$$\frac{\partial^2 G_{jn}(r - r')}{\partial x_i \partial x_k} = G_{jki}^{nkpr}(r - r'),$$ \hspace{1cm} (3.53)

and rewrite the integral to find

$$\int_{-\infty}^{+\infty} \chi(r') \left[ G_{in,jk}(r - r') + G_{jn,ik}(r - r') \right] \text{d}V' = \chi(r) * \left[ G_{in,jk}(r) + G_{jn,ik}(r) \right]. \hspace{1cm} (3.54)$$

where the asterisk sign denotes the convolution. By substituting Eq. (3.54) into (3.52), using the definition of the Fourier transform (3.46) for $\epsilon(r)$ and $G(r)$, expressing $\chi(r)$ using (3.47) for normalisation and taking into account the convolution theorem, we obtain

$$\tilde{\epsilon}_{ij}^{(s)}(\xi) = \epsilon_{ij}^T(\xi) - \frac{(2\pi)^3}{2} \tilde{\chi}(\xi) C_{nkpr} \epsilon_{pr}^T \xi_k \left[ \xi_j \tilde{G}_{in}(\xi) + \xi_i \tilde{G}_{jn}(\xi) \right]. \hspace{1cm} (3.55)$$

Eq. (3.55) gives the general expression for the Fourier transform of the strain tensor in a structure containing a single QD of arbitrary shape, which is described by the Fourier transform of the characteristic function $\tilde{\chi}$. We now treat the specific case of zincblende semiconductors which have a cubic crystal symmetry. Here the elastic tensor has three independent components and can be represented in the form
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\[
C_{iklm} = C_{12} \delta_{ik} \delta_{lm} + C_{44} (\delta_{il} \delta_{mk} + \delta_{im} \delta_{lk}) + C_{an} \sum_{p=1}^{3} \delta_{ip} \delta_{kp} \delta_{lp} \delta_{mp}.
\] (3.56)

where \(C_{11}, C_{12}\) and \(C_{44}\) are the elastic constants, and \(C_{an} = C_{11} - C_{12} - 2C_{44}\) describes the anisotropic part of the tensor. In the isotropic case, i.e. \(C_{an} = 0\), \(C_{12}\) and \(C_{44}\) represent the Lamé parameters \(\lambda\) and \(\mu\) respectively [123]. By substituting Eq. (3.56) into (3.48) we derive

\[
\sum_{i=1}^{3} \left[ (C_{12} + C_{44}) \xi_i \xi_i + C_{44} \delta_{il} \xi_i^2 \right] \tilde{G}_{in}(\xi) = \frac{\delta_{in}}{(2\pi)^3}.
\] (3.57)

The derivation of Eq. (3.57) involves algebraic operations with many Kronecker delta functions, which we will skip. We introduce here the dot product \([\xi \cdot \tilde{G}(\xi)]_n = \sum_{i=1}^{3} \xi_i \tilde{G}_{in}(\xi)\) and take into account the \(\delta_{il}\) in the sum, which yields

\[
(C_{12} + C_{44}) \xi_i \left[ \xi \cdot \tilde{G}(\xi) \right]_n + (C_{44} |\xi|^2 + C_{an} \xi_i^2) \tilde{G}_{in}(\xi) = \frac{\delta_{in}}{(2\pi)^3}.
\] (3.58)

We rewrite this equation for \(\tilde{G}_{in}(\xi)\) to obtain

\[
\tilde{G}_{in}(\xi) = \frac{\delta_{in}/(2\pi)^3 - (C_{12} + C_{44}) \xi_i \left[ \xi \cdot \tilde{G}(\xi) \right]_n}{C_{44} |\xi|^2 + C_{an} \xi_i^2}.
\] (3.59)

We multiply both sides of Eq. (3.59) by \(\xi_i\), perform the sum over \(i\) and solve for \([\xi \cdot \tilde{G}(\xi)]_n\):

\[
\left[ \xi \cdot \tilde{G}(\xi) \right]_n = \frac{1}{(2\pi)^3} \frac{\xi_n}{C_{44} |\xi|^2 + C_{an} \xi_n} \left[ 1 + \frac{3}{C_{44} |\xi|^2 + C_{an} \xi_n} \sum_{i=1}^{3} \xi_i^2 \right]^{-1}.
\] (3.60)

We then substitute Eq. (3.60) into (3.59) to obtain the final form of the Fourier transform of the Green’s tensor

\[
\tilde{G}_{in}(\xi) = \frac{\delta_{in}}{(2\pi)^3} \frac{1}{C_{44} |\xi|^2 + C_{an} \xi_n} - \frac{(C_{12} + C_{44}) \xi_i \xi_n}{(C_{44} |\xi|^2 + C_{an} \xi_n)(C_{44} |\xi|^2 + C_{an} \xi_n)}
\]
\[
\times \left[ 1 + \frac{3}{C_{44} |\xi|^2 + C_{an} \xi_n} \sum_{i=1}^{3} \xi_i^2 \right]^{-1}.
\] (3.61)

The “initial” strain in a crystal with cubic symmetry is given by:
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\[ \epsilon_{pr} = \frac{a_b - a_{QD}}{a_{QD}} \delta_{pr} = \epsilon_0 \delta_{pr}, \]  

(3.62)

where \( a_b \) and \( a_{QD} \) are the unstrained lattice constants of the barrier and QD materials respectively. Combining this with the elastic tensor gives the following expression:

\[ C_{nkpr} \epsilon_{pr}^T = \epsilon_0 (C_{11} + 2 C_{12}) \delta_{nk}. \]  

(3.63)

By including Eqs. (3.62) and (3.63) into Eq. (3.55) we obtain

\[ \tilde{\epsilon}_{ij}^{(s)}(\xi) = \epsilon_0 \tilde{\chi}(\xi) \left\{ \delta_{ij} - \frac{(2\pi)^3}{2} \left[ \frac{\xi_i \xi_j}{C_{44} |\xi|^2 + C_{an} \xi_i^2} + \frac{\xi_i \xi_j}{C_{44} |\xi|^2 + C_{an} \xi_j^2} \right] \right\} \left[ 1 + \left( C_{12} + C_{44} \right) \sum_{p=1}^{\infty} \frac{\xi_p^2}{C_{44} |\xi|^2 + C_{an} \xi_p^2} \right]^{-1}. \]  

(3.64)

We substitute here Eq. (3.60) and obtain the final form the Fourier transform of the strain tensor for a single QD:

Due to the linearity of the elastic problem, the strain field in an infinite medium that contains multiple QDs is simply expressed as the superposition of the strain field due to the individual QDs, i.e.

\[ \epsilon_{ij}^{(m)}(r) = \sum_{\infty}^{\infty} \epsilon_{ij}^{(s)}(r) \]  

(3.65)

In this work we consider infinitely periodic supercells with volume \( \Omega_{sc} \) that contain one (or multiple, if necessary) QDs. Here we multiply both sides of Eq. (3.66) by \( e^{-iG \cdot r} \Omega_{sc} \), where \( G \) is the reciprocal vector from Section 3.2.1, and we integrate over the supercell space

\[ \tilde{\epsilon}_{ij}^{(m)}(G) = \sum_{\infty}^{\infty} \frac{1}{\Omega_{sc}} \int_{\Omega_{sc}} \epsilon_{ij}^{(s)}(r)e^{-iG \cdot r} dV = \sum_{\infty}^{\infty} \frac{1}{(2\pi)^3} \int_{\xi} \epsilon_{ij}^{(s)}(\xi) \frac{1}{\Omega_{sc}} \int_{\Omega_{sc}} e^{-i(G - \xi) \cdot r} dV d\xi \]  

(3.66)

\[ = \frac{1}{(2\pi)^3} \int_{\xi} \epsilon_{ij}^{(s)}(G) d\xi = \epsilon_{ij}^{(s)}(G), \]  

(3.67)
where $\tilde{\epsilon}_{ij}^{(s)}(G)$ has the form of Eq. (3.65), in which $\tilde{\chi}$ is now Eq. (3.35). For the left-hand side we also used the definition of the Fourier transform from Eq. (3.35).

From Eq. (3.65) we see that an apparent singularity occurs with $|G| = 0$. In this case we assume for growth on a substrate with lattice constant $a_b$ that the diagonal terms of the strain tensor are:

$$
\tilde{\epsilon}_{xx}(|G| = 0) = \tilde{\epsilon}_{yy}(|G| = 0) = \frac{a_b - a_{QD}}{a_{QD}} \tilde{\chi}(|G| = 0),
\tilde{\epsilon}_{zz}(|G| = 0) = -\frac{2C_{12}}{C_{11}} \tilde{\epsilon}_{xx}(|G| = 0),
$$

(3.68)

and we set the off-diagonal terms to be zero. This expansion then allows us to treat pseudo-morphic growth and to use the Fourier series to estimate the position dependent strain tensor, which we will discuss in the next section.

### 3.2.3 Pikus-Bir Hamiltonian

In this section we will be deriving the plane wave expansion of the Pikus-Bir Hamiltonian terms. As we mentioned in Section 2.3, the pseudomorphic strain in a supercell with a QW is assumed constant within a particular layer, therefore it can be expressed using the characteristic function $\chi(z)$ as

$$
\epsilon_{\alpha\alpha}(z) = \epsilon_{\alpha\alpha}^b + \chi(z) \left( \epsilon_{\alpha\alpha}^w - \epsilon_{\alpha\alpha}^b \right).
$$

(3.69)

where $\alpha = x, y, z$, and the superscripts $b$ and $w$ correspond to the barrier and QW layer respectively. When a supercell with a QD is considered the strain follows a certain profile across the supercell. Hence, we define the elements of the strain tensor $\epsilon_{\alpha\beta}$ here using the Fourier series

$$
\epsilon_{\alpha\beta}(r) = \sum_{n_x=-M_x}^{+M_x} \sum_{n_y=-M_y}^{+M_y} \sum_{n_z=-M_z}^{+M_z} \tilde{\epsilon}_{\alpha\beta}(G_n)e^{iG_n\cdot r} = \sum_n \tilde{\epsilon}_{\alpha\beta}(G_n)e^{iG_n\cdot r}
$$

(3.70)

where $\tilde{\epsilon}_{\alpha\beta}(G_n)$ is the Fourier transform of the strain, as derived in Section 3.2.2. The Fourier series here was written using a single sum over all possible reciprocal vectors in order to simplify the equations. By looking at the Pikus-Bir Hamiltonian from Section 2.3 we notice that it contains only two types of matrix elements, $H_{b'b} \propto A(r)\epsilon_{\alpha\beta}(r)$ and $H_{b'b} \propto A(r)\epsilon_{\alpha\beta}(r)k_j$. 
Terms of \( H_{vb} \propto A(r) \epsilon_{\alpha\beta}(r) \) We start with the matrix elements that are independent of \( k_j \).

\[
(H_{vb})_{m'm} \propto \frac{1}{\Omega_{sc}} \int_{\Omega_{sc}} e^{-i(G_{m'} - G_m) \cdot r} A(r) \epsilon_{\alpha\beta}(r) e^{iG_m \cdot r} dV
\]

\[= A_b \frac{1}{\Omega_{sc}} \int_{\Omega_{sc}} \epsilon_{\alpha\beta}(r) e^{-i(G_{m'} - G_m) \cdot r} dV + (A_{QD} - A_b) \frac{1}{\Omega_{QD}} \int_{\Omega_{QD}} \epsilon_{\alpha\beta}(r) e^{-i(G_{m'} - G_m) \cdot r} dV. \tag{3.71}
\]

We simplify the evaluation of these integrals by making the substitution \( G_{m'} - G_m \rightarrow G_\mu \), where \( \mu_j \in [-2M_j, +2M_j] \). By inserting Eq. (3.70) with the reciprocal vectors limits \( n_j \in [-M_j, +M_j] \) into the first integral we obtain

\[
A_b \frac{1}{\Omega_{sc}} \sum_n \bar{\epsilon}_{\alpha\beta}(G_n) \int_{\Omega_{sc}} e^{-i(G_\mu - G_n) \cdot r} dV
\]

\[= A_b \sum_n \bar{\epsilon}_{\alpha\beta}(G_n) \delta(G_{\mu x}, G_{nx}) \delta(G_{\mu y}, G_{ny}) \delta(G_{\mu z}, G_{nz}) \tag{3.72}
\]

Here \( \delta \) represents the Kronecker delta, and taking into account that the domain of \( G_\mu \) is larger than \( G_n \), the result of the integration becomes

\[
\begin{cases}
A_b \bar{\epsilon}_{\alpha\beta}(G_\mu), & |G_{\mu j}| \leq \frac{2n_j \pi}{L_j} \\
0, & \text{otherwise}
\end{cases} \tag{3.73}
\]

We make the same substitutions into the second integral from Eq. (3.71) which becomes

\[
(A_{QD} - A_b) \frac{1}{\Omega_{QD}} \sum_n \bar{\epsilon}_{\alpha\beta}(G_n) \int_{\Omega_{QD}} e^{-i(G_\mu - G_n) \cdot r} dV
\]

\[= (A_{QD} - A_b) \sum_n \bar{\epsilon}_{\alpha\beta}(G_n) \chi_{QD}(G_\mu - G_n). \tag{3.74}
\]

The final result can be written in the following way:

\[
A_b \bar{\epsilon}_{\alpha\beta}(G_{m'} - G_m) + (A_{QD} - A_b) \sum_n \bar{\epsilon}_{\alpha\beta}(G_n) \chi_{QD}(G_{m'} - G_m - G_n), \tag{3.75}
\]

where we keep in mind that the first term becomes 0 if \( |G_{m'j} - G_{mj}| > \frac{2n_j \pi}{L_j} \). We can see that the plane wave expansion of the Pikus-Bir Hamiltonian matrix elements results in a sum over \((2M_x + 1) \times (2M_y + 1) \times (2M_z + 1)\) reciprocal vectors. Compared to the expansion of the \( \mathbf{k} \cdot \mathbf{p} \)
Hamiltonian, the time it takes to computationally evaluate each term in the \((2M_x + 1) \times (2M_y + 1) \times (2M_z + 1)\) order matrix increases considerably. Because the Fourier transform of the strain tensor matrix element decays rapidly at larger \(n_j\), we decided to reduce the computational expenses by using the Fourier series with \(n_j \in [-M_j, +M_j]\).

Terms of \(H_{b'b} \propto A(r)\epsilon_{\alpha\beta}(r)k_j\) In order to expand the Pikus-Bir Hamiltonian matrix elements that take the form \(H_{b'b} \propto A(r)\epsilon_{\alpha\beta}(r)k_j\) we use the symmetrisation technique when making the substitution \(k_j \rightarrow -i\frac{\partial}{\partial j}\), leading to the evaluation of the following two integrals:

\[
(H_{b'b})_{m'm} \propto \frac{iG_{mj}}{2}\frac{1}{\Omega_{sc}} \int_{\Omega_{sc}} \epsilon_{\alpha\beta}(r)A(r)e^{i(G_{m'}-G_m) \cdot r} dV + \frac{1}{2}\frac{1}{\Omega_{sc}} \int_{\Omega_{sc}} e^{-iG_{m'} \cdot r} \frac{\partial}{\partial j} \left[ \epsilon_{\alpha\beta}(r)A(r)e^{iG_m \cdot r} \right] dV.
\]

(3.76)

The first term of this expansion can be found similarly to the terms discussed earlier. For the second term we perform the integration by parts and, taking into account the fact that \(\epsilon_{\alpha\beta}(L_j/2)A(L_j/2) = \epsilon_{\alpha\beta}(-L_j/2)A(-L_j/2)\), the final result becomes

\[
\frac{i(G_{mj} + G_{m'j})}{2} \left[ A_b\tilde{\epsilon}_{\alpha\beta}(G_{m'} - G_m) + (A_{QD} - A_b) \sum_n \tilde{\epsilon}_{\alpha\beta}(G_n)\tilde{\chi}_{QD}(G_{m'} - G_m - G_n) \right]
\]

(3.77)

where the first term in the square bracket becomes 0 if \(|G_{m'j} - G_{mj}| > 2n_j\pi/L_j\).

3.3 Carrier-induced self-consistent electrostatic potential

Throughout this thesis we assume the thermal distribution of electrons and holes within their corresponding states in a QW that can be described using the Fermi-Dirac distribution, according to which the occupation probability of a particular state \(E_{e,h}\) at a particular wave vector \(k_\parallel\) is expressed as:

\[
f_{e,h} [E_{e,h}(k_\parallel), F_{e,h}] = \frac{1}{1 + \exp \left(\frac{(-1)^p[E_{n_{e,h}}(k_\parallel) - F_{e,h}]}{k_B T}\right)},
\]

(3.78)

where the indices \(e\) and \(h\) correspond to the electrons and holes respectively, \(F_{e,h}\) is the quasi-Fermi level and \(p = 0\) (1) for electrons (holes). Assuming that the band dispersion is isotropic in
the QW plane (depending only on the magnitude of $k_{\|}$, i.e. $k_{\|} = |k_{\|}|$), the position-dependent electron and hole carrier density is then given by

$$n(z) = \frac{1}{2\pi L} \sum_{n_e} \int_{k_{||}} \left| \psi_{n_e}(z, k_{\|}) \right|^2 f \left[ E_{n_e}(k_{\|}), F_e \right] k_{\|} dk_{\|}$$

$$p(z) = \frac{1}{2\pi L} \sum_{n_h} \int_{k_{\|}} \left| \psi_{n_h}(z, k_{\|}) \right|^2 f \left[ E_{n_h}(k_{\|}), F_h \right] k_{\|} dk_{\|},$$

which determine the position dependent charge density $\rho(z) = e \left[ p(z) - n(z) \right]$, with the choice of quasi-Fermi energies then determining the areal carrier density

$$\int_{-L/2}^{L/2} n(z) dz = n_{2D}$$

$$\int_{-L/2}^{L/2} p(z) dz = p_{2D}$$

In our calculations we assume charge neutrality, i.e. $n_{2D} = p_{2D}$. In a typical type-I heterostructure, where both conduction and valence band offsets are large enough to not allow significant spillover of the bound eigenstates into the barrier layer, the magnitude of the position-dependent charge density $\rho(z)$ is close to 0 for all $z$. However, in type-I heterostructures with a very small magnitude of, e.g., conduction band offset, or type-II structures where the electrons and holes are confined in different layers, the resulting non-zero charge density generates an electrostatic potential across the supercell $\phi(z)$. This electrostatic potential can be understood as arising from the Coulomb attraction between opposite charges due to their spatial separation, and is described using Poisson’s second order linear differential equation

$$\frac{d}{dz} \left[ \varepsilon_r(z) \frac{d}{dz} \phi(z) \right] = \frac{\rho(z)}{\varepsilon_0},$$

where $\rho(z)$ is the charge density, and $\varepsilon_r(z)$ and $\varepsilon_0$ are the relative permittivity and vacuum permittivity respectively. This electrostatic potential $\phi(z)$ then enters the Schrödinger equation (2.6) as a position-dependent potential energy term $V(z) = -e \phi(z)$, which needs to be calculated self-consistently. The structures we investigate in this thesis have type-I $\Gamma - \Gamma$ confinement, i.e. the bound $\Gamma$ electrons and holes are confined in the same layer, e.g. QW. However, as we will show in Chapter 6, when considering AlGaInP red-emitting heterostructures (i) the bulk conduction band edges in the $\Gamma$ and X valleys of the barrier layer ($E^\Gamma_{cb}$ and $E^X_{cb}$ respectively) in our calculations are either close to degenerate or can even have $E^X_{cb} < E^\Gamma_{cb}$, and (ii) the X conduction band offset is often negative, i.e. $\Delta E^X_{cb} = E^X_{cb} - E^X_{qw} < 0$. The X band edge in the QW therefore acts as a potential barrier for the electrons in the barrier
layer, and we assume in our calculations that a fraction of injected electrons will populate the resulting bound states with X character according to Eq. (3.78). Thus our goal here is to use the plane-wave method to solve the Poisson’s equation (3.82) for the electrostatic potential \( V(z) \). We will start the derivation of the solution for a QW-based heterostructure, and later present the solution for the QD case. Here for a simplified derivation we assume \( \varepsilon_r(z) = \varepsilon_b \) throughout the entire supercell. We start by considering the Fourier series expansion of \( V(z) \)

\[
V(z) = \sum_m \tilde{V}(G_m)e^{iG_m z} \tag{3.83}
\]

with \( m \in [-M,+M] \). By inserting Eq. (3.83) into Eq. (3.82), applying the Laplacian, multiplying both sides by \( e^{-iG_p z} \) and integrating over the supercell we obtain

\[
G_p^2 \tilde{V}(G_p) = \frac{e}{\varepsilon_0 \varepsilon_b L} \int_L \rho(z)e^{-iG_p z} dz . \tag{3.84}
\]

with the domain of \( p \) being the same as for \( m \). By inserting Eq. (3.17) into Eqs. (3.79) and (3.80), and keeping in mind the orthonormality of the zone centre basis functions \( \langle u_a|u_b \rangle = \delta_{ab} \) we obtain

\[
n(z) = \frac{1}{2\pi L} \sum_{n_e} \sum_{b=1}^8 \sum_{m} \sum_{m'} \int_{k||} \tilde{a}_{n_e b}(G_{m'}, k||) \tilde{a}_{n_e b}(G_m, k||) e^{-i(G_{m'} - G_m) z} f \left[ E_{n_e}(k||), F_e \right] k|| dk|| \tag{3.85}
\]

\[
p(z) = \frac{1}{2\pi L} \sum_{n_h} \sum_{b=1}^8 \sum_{m} \sum_{m'} \int_{k||} \tilde{a}_{n_h b}(G_{m'}, k||) \tilde{a}_{n_h b}(G_m, k||) e^{-i(G_{m'} - G_m) z} f \left[ E_{n_h}(k||), F_h \right] k|| dk|| \tag{3.86}
\]

with \( m'_j \in [-M,+M] \). We note here that the first equation includes the sum over the calculated \( \Gamma \) and X eigenstates, i.e. \( n_e = 2(2M + 1) + 3(2M + 1) \). We then substitute these expansions into Eq. (3.84), evaluate the integral over the supercell on the right-hand side and solve it for \( \tilde{V}(G_p) \) [81]
Here we took into account the Kronecker delta $\delta(G_m', G_p - G_m)$. There are a few things to discuss here. Firstly, we notice that the summation includes Fourier coefficients $\tilde{a}$ that depend upon reciprocal vectors $G$ that are outside of the domain $[-M,+M]$. The fact that the diagonalisation of the Hamiltonian yields a set of $2M + 1$ Fourier coefficients for a particular eigenstate and particular band $|u_b\rangle$ suggests that we should have to use then non-existent terms. However, we keep in mind that the Fourier coefficients $\tilde{a}$ rapidly approach 0 at larger reciprocal vectors for convergence. Thus, for the calculation of the Fourier coefficients $\tilde{V}(G_p)$ it is sufficient that the sum over $m$ is performed only for the terms that depend upon $G_p - G_m$ with $p - m \in [-M,+M]$.

Secondly, for the expansion of the carrier-induced electrostatic potential Hamiltonian we need to evaluate an integral similar to Eq. (3.20), where the expanded terms will depend upon $G_m' - G_m$, which may also be outside of the original domain $[-M,+M]$. From Eq. (3.87) we notice that the Fourier coefficients rapidly approach 0 at larger wave vectors $G$ since they are decaying at least as fast as $1/G_p^2$. Thus, the Fourier coefficients $\tilde{V}(G_p)$ that are outside of the domain $[-M,+M]$ in our calculations do not need to be considered in the expansion of this Hamiltonian matrix element.

The last question arises regarding the singularity of $\tilde{V}(G_p)$ at $|G_p| = 0$. In this case the right-hand side of Eq. (3.84) becomes zero due to the charge neutrality, and we obtain

$$|G_p|^2 \tilde{V}(G_p)\bigg|_{G_p=0} = 0,$$

(3.88)

therefore $\tilde{V}(G_p = 0) \in \mathbb{R}$. In practice, a non-zero $\tilde{V}(G_p = 0)$ will result in an equivalent shift of all energy bands and, ultimately, does not make a difference for the transition energy between any two states. Therefore in our calculations we set $\tilde{V}(G_p = 0) = 0$ for simplicity.

For QD and QWR based heterostructures the electronic structure calculations are limited to the $\Gamma$ and X valley minima, and the carrier density is given by

$$n_c(r) = \frac{1}{\Omega_{sc}} \sum_{n_c} |\psi_{n_c}(r)|^2 f(E_{n_c}, F_c)$$

(3.89)

$$n_h(r) = \frac{1}{\Omega_{sc}} \sum_{n_h} |\psi_{n_h}(r)|^2 f(E_{n_h}, F_h)$$

(3.90)

which, when integrated over the volume of the supercell, yields the total number of injected carriers:
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\begin{equation}
    n = \int_{\Omega_{sc}} n_e(\mathbf{r}) dV
\end{equation}

and similarly for holes. We will not provide the detailed derivation of the solution of Poisson’s equation in this case, as we do not perform self-consistent calculations for QWR or QD structures, but, by analogy to the QW-based heterostructures, one finds the solution in the following form

\begin{equation}
    \tilde{V}(G_p) = \frac{e^2}{\varepsilon_0 \varepsilon_b \Omega_{sc} |G_p|^2} \sum_{m} \sum_{n_h} \left[ \sum_{n_e} f(E_{n_e}, F_e) \tilde{a}_{n_e,b}(G_p - G_m) \tilde{a}_{n_h,b}(G_m) - \sum_{n_e} f(E_{n_e}, F_e) \tilde{a}_{n_e,b}(G_p - G_m) \tilde{a}_{n_h,b}(G_m) \right],
\end{equation}

where the summation index \( m \) indicates that it is performed over \((2M_x + 1) \times (2M_y + 1) \times (2M_z + 1)\) reciprocal vectors.

### 3.4 Momentum matrix elements

Our goal here is to analytically calculate the momentum matrix element between an initial conduction state \( \psi_{n_e}^{(i)} \) and a final valence state \( \psi_{n_h}^{(f)} \) in a QW-based heterostructure, which is given by:

\begin{equation}
    P_{e,h}(k_\parallel) = \left\langle \psi_{n_e}^{(i)}(k_\parallel) | \hat{\mathbf{p}} \cdot \hat{e} | \psi_{n_h}^{(f)}(k_\parallel) \right\rangle
\end{equation}

where \( \hat{e} \) is the polarisation vector, and the product \( \hat{\mathbf{p}} \cdot \hat{e} \), according to Szmulowicz’s formalism [82], can be defined as:

\begin{equation}
    \hat{\mathbf{p}} \cdot \hat{e} = \frac{m_0}{\hbar} \left( \frac{\partial \hat{H}}{\partial k_\parallel} \hat{e}_\parallel + \frac{\partial \hat{H}}{\partial k_z} \hat{e}_z \right)_{k_z \to -i \frac{\pi}{\Phi_0}} \cdot \hat{e}.
\end{equation}

Substituting Eqs. (3.94) and (3.17) into (3.93) we obtain
\[ P_{e,h}^{(j)}(k_{\parallel}) = \frac{m_0}{\hbar} L \sum_{b,b'} \sum_{m,m'} \tilde{\alpha}_{n,b}^*(G_{m'}, k_{\parallel}) \tilde{\alpha}_{n,b}(G_{m}, k_{\parallel}) \int_{-L/2}^{L/2} e^{-iG_{m'}z} \left\langle u_{b'} \left| \frac{\partial \hat{H}}{\partial k_j} \cdot \hat{e}_j \right| u_b \right\rangle e^{iG_{m}z} dz \]

\[ = \frac{m_0}{\hbar} \left( \int_{-L/2}^{L/2} e^{-iG_{m'}z} \left( \frac{\partial \hat{H}_{b'b}}{\partial k_j} \cdot \hat{e}_j \right) e^{iG_{m}z} dz \right) \]

\[ = \frac{m_0}{\hbar} \sum_{b,b'} \sum_{m,m'} \tilde{\alpha}_{n,b}^*(G_{m'}, k_{\parallel}) \tilde{\alpha}_{n,b}(G_{m}, k_{\parallel}) \left( \frac{\partial \hat{H}_{b'b}}{\partial k_j} \cdot \hat{e}_j \right)_{m'm}, \]

(3.95)

where the superscript \( j \) in \( P_{e,h}^{(j)} \) denotes the polarisation direction of the external electric field, \( m, m' \in [-M, +M] \) and \( b, b' \in [1, 8] \), and \( \left( \frac{\partial \hat{H}_{b'b}}{\partial k_j} \cdot \hat{e}_j \right)_{m'm} \) is defined similar to Eq. (3.19). The in-plane polarisation vector \( \hat{e}_\parallel \) denotes the transverse electric (TE) polarisation. In our calculations, the dispersion of the energy states are calculated along \( k_{\parallel} = k_x \cos \theta + k_y \sin \theta \) with \( \theta = \frac{\pi}{4} \). Therefore, to average over all in-plane directions, the TE polarisation vector is taken to lie along the \( k_x \) direction, whereas the transverse magnetic polarisation \( \hat{e}_z \) is simply \( \hat{e}_z = \hat{z} \).

For a QWR or QD-based heterostructure, the momentum matrix element is calculated at the centre of the superlattice Brillouin zone

\[ P_{e,h} = \left\langle \psi_{n_e}^{(i)} \left| \hat{\mathbf{p}} \cdot \hat{e} \right| \psi_{n_h}^{(f)} \right\rangle, \]

(3.96)

where, using the formalism of Szmulowicz

\[ \hat{\mathbf{p}} = \frac{m_0}{\hbar} \left( \frac{\partial \hat{H}}{\partial k_x} \cdot \hat{x} + \frac{\partial \hat{H}}{\partial k_y} \cdot \hat{y} + \frac{\partial \hat{H}}{\partial k_z} \cdot \hat{z} \right) \]

(3.97)

In analogy to Eq. (3.95), the momentum matrix element for a QWR or QD based heterostructures is calculated in the following way:

\[ P_{e,h}^{(j)} = \frac{m_0}{\hbar} \sum_{b,b'} \sum_{m,m'} \tilde{\alpha}_{n,b}^*(G_{m'}) \tilde{\alpha}_{n,b}(G_{m}) \left( \frac{\partial \hat{H}_{b'b}}{\partial k_j} \cdot \hat{e}_j \right)_{m'm}, \]

(3.98)

where \( m, m' \in (2M_x + 1) \times (2M_y + 1) \times (2M_z + 1) \). Two different TE polarisation vectors are used here \( \hat{\mathbf{x}} \) and \( \hat{\mathbf{y}} \) because, depending on the shape of the nanostructure and its characteristic function \( \chi(r) \), the resulting momentum matrix elements may differ. The TM polarisation is, similarly to the QW case, associated with the \( \hat{\mathbf{z}} \) polarisation vector. The plane wave expansion
of the partial derivative of the Hamiltonian matrix for either type of nanostructure follows the same way we described in Sections 3.1 and 3.2 and is, in fact, simpler due to the reduction of the Hamiltonian terms by one order.

3.5 Conclusions

In conclusion, we have derived in this chapter the semi-analytical plane wave expansion method for the calculation of electronic and optical properties of QW-, QWR- and QD-based heterostructures. In Section 3.1 we started with the general idea of the method and applied it to solve the 1-band effective mass Schrödinger equation, followed by the extension of the method to the 8-band $k \cdot p$ Hamiltonian in order to calculate the electronic structure of QW-based heterostructures.

We have discussed in Section 3.2 the implementation of the method for QD-based heterostructures and the main differences from a QW-based system. In particular, we presented the extended definition of the characteristic function for a QD, which is, essentially, a mathematical representation of a QD shape. We did not discuss QWRs explicitly in this chapter; however in our calculations we treat these structures as a particular QD shape. The Fourier transforms of the characteristic function for some QWR shapes we consider in our calculations are given in Appendix D. In Section 3.2.2 we derived the explicit form of the Fourier transform of the strain tensor for zincblende semiconductors using the Green’s tensor method, followed by discussing the expansion of the Pikus-Bir Hamiltonian within the plane wave framework.

Due to the spatial separation of the electron and hole charge densities, we derived in Section 3.3 the analytical solution to Poisson’s equation using the Fourier series expansion of the electron and hole eigenstates.

Finally, we have presented in Section 3.4 the analytical calculation of the momentum matrix elements using the plane wave method, that can be applied to either QW-, QWR- or QD-based structures. We showed that the momentum matrix elements between two states can be expressed using (i) the Fourier coefficients of the eigenstates and (ii) the bulk material parameters that we also used to solve the Schrödinger equation.

This set of analytical techniques was implemented in a suite of codes that was used to explicitly calculate the electronic and optical properties of different heterostructures. We start using the method to analyse the performance of 1.3-μm QW lasers grown on InGaAs metamorphic buffer layers, and present our analysis in Chapter 4. We extend the application of the method towards the calculation of the electronic and optical properties of QWR-based heterostructures.
in Chapter 5, and, based on the insights we obtain about their electronic properties, we investigate the performance of AlGaInP QW-based metamorphic light-emitting diodes (LEDs) for 610 nm emission in Chapter 6.
Chapter 4

AlInGaAs 1.3 $\mu$m metamorphic quantum well lasers

In this chapter we investigate the predicted characteristics of (Al)InGaAs QW-based lasers with 1.3 $\mu$m peak gain emission and grown on a relaxed InGaAs Metamorphic Buffer Layer (MBL) lattice-mismatched to the GaAs substrate. The goal of this chapter is to provide a set of parameters for an (Al)InGaAs-based laser grown on an InGaAs MBL with an optimised performance. We start with Section 4.1 where we provide the parameters required for the calculation of the laser properties at threshold.

We start our calculations in Section 4.2 by evaluating the ranges of strain and band gaps accessible for pseudomorphically strained (Al)InGaAs layers grown on InGaAs MBLs. We focus here primarily on compressively strained ternary InGaAs QWs having unstrained InGaAs barriers grown on relaxed In$_{0.2}$Ga$_{0.8}$As MBLs. We note here that throughout this chapter the in-plane strain $\epsilon_{xx} > 0$ and $\epsilon_{xx} < 0$ correspond to compressive and tensile strain respectively as the sign convention. Additionally, different elastic tensors for the barrier and QW are considered for the strain calculations in this chapter. As we will show, while changing the strain in the QW we can also adjust the QW thickness in order to maintain 1.3 $\mu$m emission. In order to find out how the strain and QW thickness affect the performance of our devices independently, we also performed an additional set of calculations where we consider quaternary AlInGaAs QWs with either a constant strain or well width.

In Section 4.3 we investigate the effect of increased barrier band gap by using quaternary AlInGaAs barrier layers lattice-matched to the InGaAs MBL. Because we consider an AlInGaAs Separate Confinement Heterostructure (SCH) layer with the same composition throughout the entire study, a choice of the barrier material will be critical for optimisation of both carrier and optical confinement in the device. We then discuss the effects of varying the InGaAs MBL composition on the device performance in Section 4.4.
We provide a short summary at the end of each section, where we derive from the context the parameters required for an optimised metamorphic laser having 1.3 μm peak gain. Finally, we summarise the chapter conclusions in Section 4.5.

### 4.1 Laser parameters and device modeling

Paths of constant strain for an In$_y$Ga$_{1-y}$As layer grown pseudomorphically on In$_x$Ga$_{1-x}$As are shown in Fig. 4.1 using dotted black lines, while paths along which the strained bulk band gap of the In$_y$Ga$_{1-y}$As material is constant at 1.3 and 1.55 μm are shown using solid red lines. Dotted red lines show the corresponding compositions for the bulk band gaps of the In$_y$Ga$_{1-y}$As material required to form QWs emitting at 1.3 and 1.55 μm, assuming a total
confined energy of 75 meV\(^1\). At \(x = 0\) we see that a compressive strain close to 4\% is required to produce 1.3 \(\mu\)m emission from an InGaAs QW on a GaAs substrate, which is too large a strain value to allow high quality pseudomorphic growth. However, employing an MBL with \(x = 20\%\) we see that it is possible to grow In\(_y\)Ga\(_{1-x}\)As QWs under 2\% compressive strain which have a 1.3 \(\mu\)m band gap (as highlighted by the closed blue circle and arrow). We further see that increasing the MBL In composition to approximately 34\% should enable the growth of strained In\(_y\)Ga\(_{1-y}\)As QWs having a 1.55 \(\mu\)m band gap under 2\% compressive strain.

Figures 4.2(a) and 4.2(b) show the calculated variation of the in-plane strain (dashed black lines) and band gap (solid red lines) as a function of the Al and In compositions \(x \) and \(y \) in the Al\(_x\)In\(_y\)Ga\(_{1-x-y}\)As composition space, calculated for strained AlInGaAs alloys grown on an InP substrate and on an In\(_{0.2}\)Ga\(_{0.8}\)As MBL, respectively. The variation of the alloy composition required to maintain a fixed bulk band gap is shown in each case for emission wavelengths of 1.3 and 1.55 \(\mu\)m, as well as 1 \(\mu\)m (a representative barrier material). Comparing Figs. 4.2(a) and 4.2(b) we note several important differences in the material parameter trends.

Firstly, while there is significant scope for the growth of tensile strained (\(\epsilon_{xx} < 0\)) QWs with 1.3 and 1.55 \(\mu\)m band gaps on the InP substrate, only compressively strained (\(\epsilon_{xx} > 0\)) 1.3 \(\mu\)m InGaAs QWs can be grown on the In\(_{0.2}\)Ga\(_{0.8}\)As MBL. This is because a much reduced In composition \(y \) is required to remain lattice matched to the In\(_{0.2}\)Ga\(_{0.8}\)As MBL (\(\epsilon_{xx} = 0\) for \(y = \)

\(^1\)The total confinement energy denotes here the difference between the QW ground state transition energy at \(k_z = 0\) and the bulk band gap of the QW material. The red dashed line in Fig. 4.1 is presented as a reminder that a higher composition and strain would be required to achieve 1.3 or 1.55 \(\mu\)m emission in a QW compared to the bulk case. The assumed 75 meV total confinement energy is close to that obtained in the optimised structure discussed later in this chapter.
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Figure 4.3: Schematic representation of the distribution of the conduction band minimum and valence band maximum (red and blue line respectively, left panel) and refractive index profile (green line, right panel) of the active region of the laser heterostructure along the growth direction. The Quantum Well (QW), barrier and Separate-Confinement Heterostructure (SCH) are denoted by (i), (ii) and (iii) respectively. A larger conduction (valence) band offset between the barrier and the QW brings about an improved confinement of the electron (hole) wavefunction, denoted by the dashed red (blue) line on the left panel. A larger difference between the refractive index of the SCH and of the barrier brings about an improved confinement of the optical mode in the active region, denoted by the dashed green line on the right panel.

20%) compared to the InP substrate ($\epsilon_{xx} = 0$ for $y = 53\%$). Examining Fig. 4.2(b) we see that compressively strained In$_y$Ga$_{1-y}$As bulk-like epilayers with a 1.3 μm band gap can be grown on an In$_{0.2}$Ga$_{0.8}$As MBL for $y \approx 40\%$ ($\epsilon_{xx} \approx 1.5\%$). As we will see when confinement effects are taken into account in Section 4.2, compressively strained In$_y$Ga$_{1-y}$As QWs can be grown on the In$_{0.2}$Ga$_{0.8}$As MBL with In compositions (compressive strains) $y \gtrsim 45\%$ ($\epsilon_{xx} \gtrsim 1.8\%$).

Secondly, we see that the growth of an unstrained quaternary barrier having a 1 μm band gap requires significantly less Al in the case of the In$_{0.2}$Ga$_{0.8}$As MBL ($x \approx 40\%$) as compared to the InP substrate ($x \approx 40\%$). The largest Al composition that can be achieved in an unstrained cladding layer on an InP substrate is 48%, for which the room temperature energy gap is 1.41 eV. By comparison, we find that it is possible to grow direct gap Al$_x$In$_y$Ga$_{1-x-y}$As alloys on an In$_{0.2}$Ga$_{0.8}$As MBL up to $x \approx 62\%$ and an energy gap of 1.95 eV. This crossover to an indirect gap is denoted by the closed blue circle in Fig. 4.2(b). This then makes it possible to engineer a greater band gap difference and refractive index contrast between the QW and the cladding layers for the In$_{0.2}$Ga$_{0.8}$As MBL, which introduces the possibility to improve both the carrier and optical confinement compared to the InP case. A schematic diagram of the band gap and refractive index distribution in the active region is depicted in Fig. 4.3.

Finally, we note that tensile strained quaternary barriers can be grown with strains of up to approximately 1% on an In$_{0.2}$Ga$_{0.8}$As MBL. It is therefore possible to grow compensated strain or zero net strain AlInGaAs metamorphic laser structures having compressively strained QWs
and tensile strained barriers, which increases the number of QW-barrier repeats that can be grown before plastic relaxation becomes problematic.

The material parameters we use for our calculations are provided in Appendix A. In order to calculate the band offsets at the barrier-QW interface, we find the absolute energy position of the CB minima and VB maxima which are calculated using model solid theory [124, 125] for an unstrained semiconductor layer as:

\[ E_v = E_{v}^{\text{avg}} + \frac{1}{3}\Delta_{\text{so}} \]  
\[ E_c = E_v + E_g. \]

The band edge energies in a strained epilayer are then calculated using the \( \mathbf{k} \cdot \mathbf{p} \) (2.32) and strain Hamiltonian (2.56) from Chapter 2. The calculation of the average valence band energy \( E_v^{\text{avg}} \) is outside of the scope of this thesis and we rely on existing values which are calculated using Density Functional Theory (DFT) methods [124–130]. The calculated QW band structure and eigenstates, using the method we derived in Section 3.1.2, are used directly to calculate the laser optical properties. The interband momentum matrix elements, calculated using the method in Section 3.4 are then used to calculate the gain and spontaneous emission spectra. For the calculations of spontaneous emission and material gain spectra (cf. Section 2.4) we assume a homogeneous linewidth broadening described using a hyperbolic secant lineshape having an interband relaxation time of \( \tau_{\text{in}} = 100 \text{ fs} \) [32, 131].

The threshold current density \( J_{\text{th}} \) is assumed to include two components, one due to radiative recombination \( (J_{\text{rad}}) \) and the second due to non-radiative Auger recombination \( (J_{\text{Auger}}) \) [24, 83, 132]

\[ J_{\text{th}} = J_{\text{rad}} + J_{\text{Auger}}. \]  

\( J_{\text{rad}} \) is calculated directly for each laser structure by integrating over the calculated spontaneous emission spectrum at threshold as a function of temperature [133]. We do not calculate the Auger recombination rate directly, but instead follow the commonly used Boltzmann approximation where the Auger current density is assumed to vary with threshold carrier density \( n_{\text{th}} \) as \( J_{\text{Auger}} = eCn_{\text{th}}^3 \) [24, 83, 132]. The Auger recombination coefficient \( C \) is taken to vary with temperature \( T \) as [134]

\[ C(T) = C_{300} \exp \left(-\frac{E_a}{k_B} \left(\frac{1}{T} - \frac{1}{300}\right)\right), \]
where \( C_{300} \) is the Auger recombination coefficient at \( T = 300 \) K and \( E_a \) is the Auger activation energy. We take \( C_{300} = 8.67 \times 10^{-17} \) cm\(^4\) s\(^{-1}\) and \( E_a = 30 \) meV in all of the calculations presented below. The chosen \( C_{300} \) and \( E_a \) lie well within the range of values quoted in the literature, and were chosen so as to match our best performing laser structures to the results of Ref. [28]. Equations (4.3) and (4.4) can then be used to provide an estimate of the Auger current density and its temperature dependence in each device. This approach should reproduce well trends in the Auger contribution to the total current density, which is expected in all cases to increase superlinearly with increasing \( n_{th} \) and \( J_{rad} \).

For the calculation of the threshold gain we assume internal cavity losses of 6 cm\(^{-1}\), choose an unstrained AlInGaAs SCH with an Al composition of 40%, and take an overall cavity length of 750 \( \mu m \) for all of the devices considered [83]. The confinement factor \( \Gamma \) of the fundamental (TE-polarised) optical mode was calculated for each laser structure using an effective index approach [117]. By varying the thickness of the barrier layers it was found for all structures considered that \( \Gamma \) is maximised for 160 – 180 nm thick (Al)InGaAs barriers. As such, all calculations presented below were performed for laser structures having 180 nm wide barriers.

Having outlined our theoretical model we now turn to present the results of the theoretical calculations, which we use to elucidate general trends in the gain and threshold characteristics of 1.3 \( \mu m \) metamorphic QWs, as well as to identify optimised laser structures.

### 4.2 Variable strain and well width

The solid blue and dashed red lines in Fig. 4.4 show the calculated variation of the QW width with strain required to maintain peak gain at 1.3 \( \mu m \) for a ternary InGaAs QW, with unstrained In\(_{0.2}\)Ga\(_{0.8}\)As and Al\(_{0.12}\)In\(_{0.88}\)Ga\(_{0.68}\)As barriers respectively. We first discuss in this section the results for In\(_{0.2}\)Ga\(_{0.8}\)As barriers, before turning to consider the effects of varying the barrier composition in Section 4.3. We calculate that 1.3 \( \mu m \) In\(_x\)Ga\(_{1-x}\)As QWs can be grown with compressive strains between 1.8 and 2.6%, corresponding to In compositions between 46 and 58%, and with QW widths varying from \( d_{QW} = 9.8 \) nm for \( \epsilon_{xx} = 1.8\% \), to narrow QWs having \( d_{QW} = 3.8 \) nm for \( \epsilon_{xx} = 2.6\% \).

Since the In composition can be varied over a relatively large range in these QW structures while maintaining a 1.3 \( \mu m \) band gap, there is significant scope to engineer the density of states (DOS) at the VB edge so that \( n_{th} \) is minimised. The effect on the VB structure of varying the strain in this series of QWs is shown in Fig. 4.5, where we compare the band structure (left panel) and DOS (right panel) in the vicinity of the VB edge for the structures having the lowest strain (widest QW) and highest strain (narrowest QW). We firstly note that all of the zone-centre bound states calculated in this series of QWs are heavy-hole- (HH) like along the
growth direction. We calculate that the QW having 1.8% compressive strain has a relatively large DOS for energies $\gtrsim 20$ meV from the VB edge, due to the relatively small separation in energy between the two highest energy hole subbands in this 9.8 nm wide well. As the strain in the QW is increased to 2.6% we see a dramatic reduction in the DOS at energies further away from the VB edge, due to the reduction in QW width, $d_{QW}$, to 3.8 nm in this case. Confinement effects in this narrowest QW lead to a large splitting of approximately 80 meV between the two highest energy hole subbands.

To elucidate the effects of these differences in the VB structure on the laser performance we have calculated the variation of $n_{th}$ and $J_{th}$ for the series of QW structures represented by the blue line in Fig. 4.4. The results of the calculations for $n_{th}$ are shown in Fig. 4.6, where the solid (dashed) blue lines correspond respectively to the calculated variation of $n_{th}$ at $T = 300$ K (360 K). The green, red and black lines in Figs. 4.6 depict the corresponding results for QWs having quaternary (AlInGaAs) barriers – we reserve discussion of these results for Section 4.3. Examining first the solid blue line in Fig. 4.6, we see that the carrier density required to reach
Figure 4.5: Calculated valence band structure (left panel) and density of states (DOS; right panel) for 1.3 µm InGaAs quantum wells (QWs) having 1.8 and 2.6% compressive strain (solid and dashed lines, respectively) on an In$_{0.2}$Ga$_{0.8}$As metamorphic buffer layer. Both QWs have unstrained In$_{0.2}$Ga$_{0.8}$As barriers. The zero of energy is taken in each case at the energy of the highest bound hole state, in order to facilitate a comparison of the DOS in the vicinity of the band edge. All of the bound hole states in each case are heavy-hole- (HH) like along the growth direction at the QW Brillouin zone centre.

threshold reduces rapidly with increasing strain up to $\epsilon_{xx} \approx 2.2\%$, consistent with the reduction of the DOS in the vicinity of the VB edge discussed above. Calculations were undertaken in Ref. [131] to estimate the gain characteristics of an ideal 1.3 µm InGaAs/GaAs QW structure, with $\epsilon_{xx} = 3.8\%$ and $d_{\text{QW}} = 7$ nm, for which a value of $n_{\text{th}} = 1.65 \times 10^{12} \text{ cm}^{-2}$ was obtained at 300 K. Although the QW width and strain in this GaAs-based structure are beyond what can be achieved in strained QW growth, this hypothetical GaAs-based structure can nevertheless serve as a useful benchmark for the metamorphic structures considered here. Encouragingly, we calculate that $n_{\text{th}} = 1.46 \times 10^{12} \text{ cm}^{-2}$ at $\epsilon_{xx} = 2.2\%$, so that the performance of the metamorphic devices under consideration then compares very favourably with the GaAs-based benchmark device.

We note that there is only minimal reduction in the calculated room temperature value of $n_{\text{th}}$ for QW widths $\lesssim 5.4$ nm (strains $\gtrsim 2.2\%$), suggesting that there is little benefit to be obtained from growing highly strained QWs having $\epsilon_{xx} \gtrsim 2.2\%$ ($d_{\text{QW}} \lesssim 5.4$ nm) considering
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Figure 4.6: Calculated variation of the (areal) threshold carrier density as a function of in-plane strain and quantum well (QW) In composition at $T = 300$ K (solid lines, closed squares) and 360 K (dashed lines, open squares), for the same series of compressively strained 1.3 µm InGaAs QWs as in Fig. 4.4. The QWs have unstrained Al$_y$In$_{0.2}$Ga$_{0.8-y}$As barriers with $y = 0$, 6, 12 or 15% (blue, green, red and black lines/squares, respectively). The potential relaxation of highly strained layers [135]. A similar trend is shown by the dashed blue line in Fig. 4.6, which shows the variation of $n_{th}$ as a function of strain at 360 K.

We calculate that the optical transition strength at the QW Brillouin zone centre for the fundamental TE-polarised electron to HH1 transition decreases slowly over the strain range considered, with the calculated value of 23.1 eV at $\epsilon_{xx} = 2.6\%$ being approximately 89% of its value at $\epsilon_{xx} = 1.8\%$. This weak variation in the transition strength is due to the fact that while $d_{QW}$ decreases with increasing strain, the corresponding increase in the QW In composition is sufficient to increase the CB offset – from 141 meV at $\epsilon_{xx} = 1.8\%$ to 200 meV at $\epsilon_{xx} = 2.6\%$ – so that the electron-hole overlap remains approximately constant for $1.8\% \leq \epsilon_{xx} \leq 2.6\%$. As such, we conclude that the calculated reduction of $n_{th}$ as a function of compressive strain is primarily due to the reduction in the DOS in the vicinity of the VB edge, which is in turn brought about primarily as a result of the reduced QW width required to maintain peak gain at 1.3 µm.
Further calculations where we kept a fixed QW width of 7 nm but used a quaternary AlInGaAs QW to vary the strain confirm this conclusion. The threshold carrier density at a fixed $d_{QW}$ was much less sensitive to a change in $\epsilon_{xx}$ compared to the opposite case, as shown in Fig. 4.7. We note that the $n_{th}$ minimum at $\epsilon_{xx} = 2.0\%$ from the blue lines is associated with a minor reduction in the conduction band DOS at energies in the vicinity of the ground electron state. By contrast, there is a much larger increase in $n_{th}$ associated with increased QW width $d_{QW}$ at a constant strain $\epsilon_{xx}$ since a larger number of HH bound states are allowed in the QW valence band. We speculate here that the threshold characteristics of the laser will be negatively impacted by having a compressively strained AlInGaAs QW with $\epsilon_{xx} < 1.8\%$. However it is not possible to reduce the strain in such a QW without increasing its thickness $d_{QW}$ in order to maintain the 1.3 $\mu$m emission, since the 1.8% QW in this context is InGaAs-based. A wider QW then, as we have shown, will lead to a diminished laser performance.

The solid (dashed) blue curve in the left panel of Fig. 4.8 shows the calculated variation of the total threshold current density $J_{th}$ as a function of strain for the series of InGaAs QW structures from Fig. 4.4 at 300 K (360 K), calculated using the corresponding values of $n_{th}$.
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**Figure 4.8:** Calculated variation of the threshold current density (left panel) and the ratio of the radiative current density to the total current density at threshold (the internal quantum efficiency; right panel) as a function of in-plane strain and quantum well (QW) In composition at $T = 300$ K (solid lines, closed squares) and $360$ K (dashed lines, open squares), for the same series of compressively strained 1.3 µm InGaAs QWs as in Figs. 4.4 and 4.6. The QWs have unstrained Al$_y$In$_{1-y}$Ga$_{0.8}$As barriers with $y = 0, 6$ or 12% (blue, green and red lines/squares, respectively), as in Fig. 4.6.

from Fig. 4.6 in Eq. (4.3). At 300 K we see that there is a reduction in $J_{th}$ as $\epsilon_{xx}$ ($d_{QW}$) is increased (decreased), with the calculated value of 165 A cm$^{-2}$ at $\epsilon_{xx} = 1.8\%$ decreasing to 109 A cm$^{-2}$ at $\epsilon_{xx} = 2.2\%$. At 300 K we find that there is little benefit to having strains $\gtrsim 2.2\%$ (QW widths $\lesssim 5.4$ nm), with $J_{th}$ decreasing only by 8 A cm$^{-2}$ between $\epsilon_{xx} = 2.2\%$ and 2.6%. The situation at $T = 360$ K is somewhat similar. The calculated value of $J_{th} = 466$ A cm$^{-2}$ at $\epsilon_{xx} = 1.8\%$ is relatively large, and we calculate that $J_{th}$ decreases extremely rapidly with increasing strain in the QW, decreasing by a factor of approximately two to 231 A cm$^{-2}$ for a QW having $\epsilon_{xx} = 2.2\%$.

The reasons for these calculated trends in $J_{th}$ at 360 K can be understood in light of Eqs. (4.3) and (4.4), as well as the calculated variation of $n_{th}$ shown in Fig. 4.6. We assume in our calculations that the non-radiative (Auger) component of $J_{th}$ varies as the cube of $n_{th}$, with the larger carrier densities at threshold at 360 K then leading to strongly increased values of $J_{th}$ at high temperature. In addition, we calculate using Eq. (4.4) that the Auger coefficient $C$ increases by approximately 21% between 300 and 360 K. Based on this value of $C$, and
the assumption that \( J_{\text{Auger}} \propto n_{\text{th}}^3 \), we then estimate that \( J_{\text{th}} \) at 360 K is dominated by its non-radiative component. This can be seen from the dashed blue curve in the right panel of Fig. 4.8, which shows the calculated variation of the internal quantum efficiency (IQE) – i.e. the ratio of the radiative current density to the total current density at threshold – as a function of strain for the structures depicted by the blue curve in Fig. 4.4. Examining the calculated variation of the IQE at threshold as a function of strain at 360 K (shown by the dashed blue curve) we estimate, based on the value of \( C \) used here, that \( J_{\text{th}} \) is dominated at \( \epsilon_{xx} = 1.8\% \) by non-radiative recombination, which accounts for approximately 80\% of the total current density in the device at threshold. The calculated IQE at 360 K increases with increasing strain in the QW. We estimate that non-radiative recombination increases from approximately 35\% of \( J_{\text{th}} \) at room temperature to 62\% at 360K in the narrowest, highly strained QW having \( d_{\text{QW}} = 3.8 \) nm and \( \epsilon_{xx} = 2.6\% \). This suggests that GaAs-based 1.3 \( \mu \)m metamorphic QW lasers should have favourable temperature dependence of \( J_{\text{th}} \) due to the fact that non-radiative Auger recombination could play a less important role than radiative recombination at room temperature for \( \epsilon_{xx} \gtrsim 2.2\% \).

We note that the quantitative aspects of these results for \( J_{\text{th}} \) depend upon the assumed value of the room temperature Auger recombination coefficient used in Eq. (4.4). Furthermore, the high density of threading dislocations present in metamorphic laser structures [9] may provide a large number of recombination centres, which could lead to there being an appreciable defect-related contribution to \( J_{\text{th}} \) that has not been taken into account in Eq. (4.3). The values of \( J_{\text{th}} \) here include radiative and Auger recombination only, while measurements of \( J_{\text{th}} \) and the characteristic temperature \( T_0 \), given by [136]

\[
T_0 = \left[ \frac{\text{d} \ln J_{\text{th}}(T)}{\text{d}T} \right]^{-1}.
\]

(4.5)

include additional contributions from defect-related recombination and carrier leakage, calculation of which is beyond the scope of our current analysis. However, assuming on the basis of our calculations that \( J_{\text{th}} = 100 \) A cm\(^{-2}\) per QW and \( T_0 = 85 \) K (cf. Fig. 4.8) for radiative and Auger recombination, we estimate that the combined defect-related/leakage current accounts respectively for 50 and 70\% of the measured values of \( J_{\text{th}} \) at room temperature for the devices studied in Refs. [17] and [54]. We note that defect-related contributions to \( J_{\text{th}} \) of this magnitude are comparable to those previously reported for GaInNAs-based 1.3 \( \mu \)m devices [41]. Measurements performed on GaInNAs-based lasers indicate that devices having higher \( J_{\text{th}} \) tend to have higher values of \( T_0 \), suggesting that strong defect-related recombination leads to an artificially high \( T_0 \) [137]. Our analysis here suggests that this conclusion may also be extended to metamorphic lasers, which may account for the large \( T_0 \) values reported for some devices. The best high temperature performance obtained to date was in a triple QW device, which displayed a \( J_{\text{th}} \) of order 7 kA cm\(^{-2}\) at 200 °C, and a \( T_0 \) value of order 220 K over a
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Quantum well In composition, $x$

<table>
<thead>
<tr>
<th>$x$</th>
<th>0.46</th>
<th>0.49</th>
<th>0.52</th>
<th>0.55</th>
<th>0.58</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_g$ ($\times 10^{-15}$ cm$^2$)</td>
<td>1.0</td>
<td>1.2</td>
<td>1.4</td>
<td>1.6</td>
<td>1.8</td>
</tr>
</tbody>
</table>

In-plane strain, $\epsilon_{xx}$ (%)

- In$_{0.2}$Ga$_{0.8}$As barrier
- Al$_{0.06}$In$_{0.22}$Ga$_{0.74}$As barrier
- Al$_{0.12}$In$_{0.20}$Ga$_{0.68}$As barrier
- Al$_{0.15}$In$_{0.20}$Ga$_{0.65}$As barrier

**Figure 4.9:** Calculated variation of the differential gain at threshold as a function of in-plane strain and quantum well (QW) In composition at $T = 300$ K, for the same series of compressively strained 1.3 µm InGaAs QWs as in Figs. 4.4, 4.6 and 4.8. The QWs have unstrained Al$_x$In$_{0.2}$Ga$_{0.8-y}$As barriers with $y = 0, 6, 12$ or $15\%$ (blue, green, red and black lines/squares, respectively). We note that the differential gain has been calculated with respect to the three-dimensional (as opposed to areal) carrier density, so that any explicit dependence on the QW width has been removed.

Wide temperature range [54]. If we assume that the $T_0$ value for Auger and radiative current remains close to 85 K over the full temperature range, the combined defect-related/leakage current would then account for approximately 60% of the total $J_{th}$, suggesting that there remains opportunity to further improve the performance of metamorphic QW devices.

The calculated variation of the differential gain at threshold, $\frac{dg}{dn}$, as a function of strain at 300 K is shown by the blue curve in Fig. 4.9, for the same series of InGaAs QWs having unstrained In$_{0.2}$Ga$_{0.8}$As barriers (cf. Fig. 4.4). The differential gain, which plays a key role in determining the bandwidth of a semiconductor laser through its relationship to the modulation response frequency ($\omega_r \propto \sqrt{\frac{dg}{dn}}$), is presented in conventional three-dimensional units here, so that any explicit dependence on $d_{QW}$ has been removed. We calculate a differential gain of approximately $1.1 \times 10^{-15}$ cm$^2$ in the widest QW having $\epsilon_{xx} = 1.8\%$, and note that this single QW value is comparable to that calculated in Ref. [83] for an optimised InP-based InGaAsP laser structure containing 4 QWs. We note that the values of differential gain presented in
Ref. [83] were calculated at transparency (or at zero gain) as opposed to threshold, with \( \frac{dg}{dn} \) being typically larger at the former. As such, the fact that our calculated values of \( \frac{dg}{dn} \) at threshold are comparable to those calculated at transparency for InP-based devices containing \( \geq 4 \) QWs suggests that significantly enhanced differential gain can be obtained in ideal 1.3 \( \mu \)m metamorphic devices.

As the strain is increased we calculate that \( \frac{dg}{dn} \) increases strongly up to \( \epsilon_{xx} \approx 2.3\% \), due primarily to a combination of (i) the decrease of the DOS at the VB edge with increasing strain brought about by the reduction in \( d_{QW} \) required to maintain peak gain at 1.3 \( \mu \)m, and (ii) the associated reduction in \( n_{th} \) (cf. Fig. 4.6). At \( \epsilon_{xx} = 2.3\% \), \( \frac{dg}{dn} \) attains a value of approximately \( 1.8 \times 10^{-15} \) cm\(^2\), which is equal to that calculated in Ref. [83] for an 8 QW device, reinforcing that compressively strained metamorphic InGaAs QWs offer increased differential gain as compared to equivalent InP-based heterostructures. In Ref. [131] a value of \( 2.1 \times 10^{-15} \) cm\(^2\) was calculated for \( \frac{dg}{dn} \) at threshold for the aforementioned hypothetical 1.3 \( \mu \)m InGaAs/GaAs QW, where the strain and QW width are beyond what can be achieved experimentally. This value of \( \frac{dg}{dn} \) is slightly larger than the values we have obtained here for devices having ternary barriers but, as we will show in Section 4.3, an appropriate choice of barrier materials can be used to further increase \( \frac{dg}{dn} \). As was the case for \( n_{th} \) above, we again conclude that the performance of the metamorphic devices under consideration should be equivalent to, or slightly improved over that of an idealised GaAs-based benchmark device. We finally note that the improvement in \( \frac{dg}{dn} \) begins to saturate for strains \( > 2.3\% \), so that there appears to be little benefit to growing QWs with \( \epsilon_{xx} \geq 2.3\% \).

In addition to the analysis of single QW devices presented here, we have also calculated the variation of \( J_{th} \) and \( \frac{dg}{dn} \) as a function of the number of QWs in the structure with the following approximation:

\[
J_{thq} = n_q J_{radq} + n_q C n_{thq}^3 \tag{4.6}
\]

\[
\left. \frac{dg}{dn} \right|_{q} = \left. \frac{dg}{dn} \right|_{n_{thq}} \tag{4.7}
\]

where \( n_q \) is the number of QWs, and \( J_{radq} \), \( n_{thq} \) and \( \left. \frac{dg}{dn} \right|_{q} \) are evaluated at the carrier density corresponding to \( g_{thq} = g_{th}/n_q \). We find that \( J_{th} \) increases with the number of QWs, so that the minimum values of \( J_{th} \) are obtained in devices containing 1 – 2 QWs as shown in Fig. 4.10. This is in marked contrast to the InP-based 1.3 \( \mu \)m InGaAsP devices studied in Ref. [83], where it was determined that an optimised laser structure should contain 6 QWs. Similar to the analysis in Ref. [83], we also find that \( \frac{dg}{dn} \) at threshold increases with the number of QWs. However, since the enhancement in \( \frac{dg}{dn} \) brought about by increasing the number of QWs in the
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\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.10}
\caption{Calculated variation of the threshold current density as a function of number of quantum wells (QWs) at \( T = 300 \) K, for the series of supercells that contain a 1.8\% (blue), 2.0\% (green), 2.2\% (red), 2.4\% (black) and 2.6\% (pink) compressively strained 1.3 \( \mu \)m InGaAs QWs corresponding to the blue solid line in Figs. 4.4, 4.6 and 4.8. The QWs have unstrained \( \text{In}_{0.2}\text{Ga}_{0.8}\text{As} \) barriers.}
\end{figure}

In summary, we calculate that compressively strained 1.3 \( \mu \)m InGaAs QWs can be grown on \( \text{In}_{0.2}\text{Ga}_{0.8}\text{As} \) MBLs for strains 1.8\% \( \lesssim \) \( \epsilon_{xx} \) \( \lesssim \) 2.6\%, corresponding to QW widths 3.8 nm \( \lesssim \) \( d_{\text{QW}} \) \( \lesssim \) 9.8 nm. We have calculated that \( J_{\text{th}} \) decreases rapidly with increasing strain to values less than those calculated previously for optimised InP-based devices \cite{83}. We find that there is no clear minimum in the calculated variation of \( J_{\text{th}} \) with strain and that there is little benefit to having strains \( \gtrsim \) 2.2\%. However, we calculate that the IQE and differential gain at threshold can be expected to continue to increase with further increases in the strain. Based on the results of this analysis we conclude that optimised 1.3 \( \mu \)m InGaAs lasers grown on an \( \text{In}_{0.2}\text{Ga}_{0.8}\text{As} \) MBL should contain \( \lesssim \) 3 QWs having compressive strains 2.0\% \( \lesssim \) \( \epsilon_{xx} \) \( \lesssim \) 2.3\%, corresponding to QW widths (In compositions) 5 nm \( \lesssim \) \( d_{\text{QW}} \) \( \lesssim \) 7 nm (49\% \( \lesssim \) \( x \) \( \lesssim \) 54\%).
4.3 Variable barrier composition

Having determined the optimum QW parameters for compressively strained InGaAs QWs with unstrained ternary In$_{0.2}$Ga$_{0.8}$As barriers, we now turn our attention to the composition of the barrier materials. By considering quaternary AlInGaAs barriers with variable Al composition we show that it is possible to engineer the carrier and optical confinement in such a way as to minimise the carrier and current densities at threshold, while simultaneously maximising the differential gain. We focus our attention here on unstrained quaternary barriers, but also provide some general comments on compensated strain structures containing tensile strained barriers.

We consider unstrained Al$_y$In$_{0.2}$Ga$_{0.8-y}$As barriers, for which the Al composition $y$ is varied between 0 and 24%. Incorporation of Al in the barrier layers produces a slight increase in the energy separation between the lowest energy electron and highest energy hole states in the QW, so that the QW width then must be increased slightly as compared to a QW having Al-free barriers in order to maintain peak gain at 1.3 $\mu$m. This effect is relatively minor, but leads to an InGaAs QW with $d_{\text{QW}} \gtrsim 10$ nm for $\epsilon_{xx} = 1.8\%$. We omit this structure from our analysis here, limiting our calculations to structures with $d_{\text{QW}} < 10$ nm, given the rapid increase in $n_{th}$ and $J_{th}$ observed for wider QWs with Al-free barriers.

Taking as an example the structure containing a 2% compressively strained QW (In$_{0.49}$Ga$_{0.51}$As, $d_{\text{QW}} = 7$ nm) with Al-free barriers we calculate in this case a conduction band to valence band offset ratio of $\Delta E_c : \Delta E_v \approx 60 : 40$, with the separation in energy between the lowest energy electron (highest energy hole) bound state and the barrier conduction (valence) band edge then being equal to 105 (88) meV. Adding 12% Al to the barrier increases both the conduction and valence band offsets, and raises this energy separation to 143 (150) meV. The total difference in energy between the barrier band gap and the ground state transition energy of the QW is approximately 193 meV for Al-free barriers, which increases to 293 meV for a laser structure having barriers containing 12% Al, thereby improving the carrier confinement in the QW.

The upper portion of Fig. 4.11 shows the calculated variation of the electron confinement factor at 300 K and at 360 K (solid and dashed blue lines, respectively), as well as the optical confinement factor $\Gamma$ (solid green line), given in Eq. (2.78), as a function of the barrier Al composition for a 7 nm wide InGaAs QW having $\epsilon_{xx} = 2\%$. The electron confinement factor $\eta_e$ is calculated at each temperature as the fraction of the total electron charge density lying within the QW at threshold, assuming thermally occupied conduction subbands described by a quasi-Fermi distribution function [81], and is given by

$$\eta_e = \frac{\int_{QW} n(z)dz}{n_{th}},$$

(4.8)
Figure 4.11: Calculated variation of the electron confinement factor $\eta_e$ (at threshold) and optical confinement factor as a function of barrier Al composition for 2% compressively strained InGaAs quantum wells (QWs) having peak gain at 1.3 $\mu$m and unstrained AlInGaAs barriers. Blue solid (dashed) lines and closed (open) squares show the calculated variation of the electron confinement factor at 300 K (360 K) for QWs grown on an In$_{0.2}$Ga$_{0.8}$As metamorphic buffer layer (MBL). Red solid (dashed) lines and closed (open) squares show the calculated variation of the electron confinement factor at 300 K (360 K) for QWs grown on an In$_{0.25}$Ga$_{0.75}$As MBL. Green solid (dashed) lines show the calculated variation of the optical confinement factor for QWs grown on an In$_{0.2}$Ga$_{0.8}$As (In$_{0.25}$Ga$_{0.75}$As) MBL.

where $n(z)$ is given by Eq. (3.79) and the integration is performed over the QW. At 300 K we see that > 80% of the electron charge density lies within a QW having ternary (Al-free) barriers, and we calculate that the electron confinement increases approximately linearly with increasing barrier Al composition $y$, reaching 93% for $y = 24$%, due to the associated increase in the CB offset (which increases from 156 meV to 259 meV between $y = 0$ and 24%). At 360 K we calculate that the electron confinement increases more strongly with increasing $y$, from 76% at $y = 0$ to 91% at $y = 24$%. In addition to confirming that these metamorphic QWs have strong carrier (and optical) confinement, these results suggest that barrier materials with higher Al compositions should be of benefit at higher temperature, where they play an important role in limiting temperature-dependent carrier spillover. Over the same range of barrier Al compositions we calculate that the optical confinement factor $\Gamma$ decreases, from 1.5% at $y = 0$ to 1.3% at $y = 12$%, and to 1% at $y = 24$%, as the refractive index contrast between the barrier and SCH layer is reduced.

The effects of varying the barrier Al composition on $n_{th}$, $J_{th}$, and $\frac{dg}{dn}$ are shown in Figs. 4.6 – 4.9.
using solid (dashed) lines at 300 K (360 K), for 1.3 μm InGaAs QWs having Al$_y$In$_{0.2}$Ga$_{0.8-y}$As barriers with $y = 6, 12$ and $15\%$ (shown using green, red and black lines respectively). We calculate that the enhanced carrier confinement for $y > 0\%$ at fixed strain leads to (i) a decrease in $n_{th}$, (ii) a decrease in $J_{th}$, (iii) an increase in IQE, and (iv) significant enhancement of $\eta_e$, with the latter reaching values in excess of $2.0 \times 10^{-15}$ cm$^2$ for a single QW device. We note that the calculated values of $n_{th}$, $J_{th}$, the IQE, and $\eta_e$ vary little for $6\% \lesssim y \lesssim 15\%$, suggesting that there is a wide window within which the barrier alloy composition can be engineered in order to optimise the laser performance.

We have performed additional calculations for compensated strain structures incorporating 2.0% compressively strained 7 nm InGaAs QWs and tensile strained AlInGaAs barriers having $-0.5\% \leq \varepsilon_{xx} \leq 0\%$. Overall, our calculations suggest that the use of up to $-0.5\%$ tensile strained barriers leads to a minor degradation in the threshold characteristics, i.e. a 3.3% and 4.9% increase in $n_{th}$ and $J_{th}$ respectively, suggesting that unstrained barriers are favourable for the design of optimised devices. However, we note that the incorporation of a small amount of tensile strain in the barrier layers may be beneficial in a real device, since this may serve to facilitate dislocation-free growth of the optimised QWs identified above, which have relatively high values of compressive strain.

To summarise, our calculations have shown that the incorporation of Al in the Al$_y$In$_{0.2}$Ga$_{0.8-y}$As barrier layer may be beneficial for the threshold characteristics of the 1.3 μm laser. However, this introduces a trade-off between the carrier and optical confinement since we consider the same Al$_{0.4}$In$_{0.2}$Ga$_{0.4}$As SCH layer. We find that $n_{th}$ and $J_{th}$ vary little for $6\% \lesssim y \lesssim 15\%$ at both 300 and 360 K. We note that by using an SCH layer with a larger fraction of Al up to 62% (compared to 40% in our calculations) for an enhanced refractive index contrast may further improve the optical confinement in metamorphic devices, but we do not address this possibility further in this thesis.

### 4.4 Variable metamorphic buffer layer composition

Having investigated 1.3 μm InGaAs/(Al)InGaAs QW lasers grown on In$_{0.2}$Ga$_{0.8}$As MBLs, we now turn our attention to the effect of varying the InGaAs MBL alloy composition on the laser performance. Specifically, we consider InGaAs QWs with well widths close to 4 nm (and 2.0% compressive strain) grown on In$_{0.25}$Ga$_{0.75}$As MBLs and calculate the associated changes in the carrier and optical confinement, and the threshold carrier density $n_{th}$ and current density $J_{th}$ as compared to the In$_{0.2}$Ga$_{0.8}$As laser structures studied above.

The lower portion of Fig. 4.11 shows the calculated variation of the electron confinement factor $\eta_e$ at 300 K and at 360 K (solid and dashed red lines, respectively), as well as the optical
**Figure 4.12:** Calculated variation of the threshold carrier density \( n_{th} \) (left panel) and the threshold current density \( J_{th} \) (right panel) as a function of Al content \( y \) in the \( Al_yGa_{1-x-y}In_xAs \) barrier on an \( In_xGa_{1-x}As \) MBL with \( x = 20\% \) (red lines) and \( x = 25\% \) (blue lines) at \( T = 300 \) K (solid lines, closed squares) and 360 K (dashed lines, open squares). The QW in the structure grown on \( In_{0.25}Ga_{0.75}As \) \( (In_{0.25}Ga_{0.75}As) \) MBL is 2.6\% (2.0\%) compressively strained and 3.8 nm \( \lesssim d_{QW} \lesssim 4.3 \) nm (3.7 nm \( \lesssim d_{QW} \lesssim 4.4 \) nm).

We calculate that the electron confinement increases strongly with increasing Al composition \( y \) in the barrier layers, reaching 77\% at \( y = 24\% \). However, this is still less than the electron confinement calculated for an InGaAs QW with Al-free barriers grown on an \( In_{0.25}Ga_{0.75}As \) MBL. At 360 K we calculate that \(< 50\% \) of the electron charge density lies within a QW having ternary barriers, suggesting that carrier spillover from the QW at high temperature increases strongly with increasing In composition in the MBL. While the net degradation in the optical confinement factor \( \Gamma \) between \( y = 0 \) and 24\% is reduced by a factor of approximately two compared to the devices grown on \( In_{0.25}Ga_{0.75}As \) MBLs, we note that the overall optical
confinement factor $\Gamma$ is significantly smaller in the case of an In$_{0.25}$Ga$_{0.75}$As MBL, with $\Gamma \lesssim 0.8\%$ for all of the laser structures considered.

The change in the calculated variation of the threshold carrier density $n_{\text{th}}$ and current density $J_{\text{th}}$ with the InGaAs MBL composition is shown in Fig. 4.12. We saw earlier that, for sufficiently high strain, $n_{\text{th}}$ and $J_{\text{th}}$ vary more strongly with well width than with strain. In order to therefore compare structures with similar well width, we compare quantum wells with 2% compressive strain on an In$_{0.25}$Ga$_{0.75}$As MBL (3.7 nm $\lesssim d_{\text{QW}} \lesssim 4.4$ nm), with QWs with 2.6% compressive strain on an In$_{0.20}$Ga$_{0.80}$As MBL (3.8 nm $\lesssim d_{\text{QW}} \lesssim 4.3$ nm).

The left panel (right panel) of Fig. 4.12 shows a strong increase in $n_{\text{th}}$ ($J_{\text{th}}$) at 300 K by growing the device with unstrained In$_x$Ga$_{1-x}$As barriers for $x = 25\%$ compared to $x = 20\%$, as a consequence of (i) reduced electron-hole overlap due to a reduced CB offset and (ii) reduced optical confinement factor $\Gamma$. We find that by growing the laser on the In$_x$Ga$_{1-x}$As MBL the threshold carrier density $n_{\text{th}}$ increases by 25%, i.e. from $1.37 \times 10^{12}$ for $x = 20\%$ to $1.72 \times 10^{12}$ cm$^{-2}$ for $x = 25\%$, at 300 K by having ternary InGaAs barriers. In terms of total current density at threshold $J_{\text{th}}$ we estimate a 30% increase by growing the laser on an In$_{0.25}$Ga$_{0.75}$As MBL, with the IQE decreasing from 65% to 49%. We find that the relative increase in $n_{\text{th}}$ can be reduced to 10%, i.e. from $1.31 \times 10^{12}$ for $x = 20\%$ to $1.45 \times 10^{12}$ cm$^{-2}$ for $x = 25\%$, at 300 K by having 15% Al in the Al$_y$In$_x$Ga$_{1-x-y}$As barrier, thereby minimising the change in $J_{\text{th}}$ and IQE.

By increasing the temperature from 300 to 360 K we see a minor change in the relative increase of $n_{\text{th}}$. However, due to the overall larger magnitude of $n_{\text{th}}$, by growing the device on an In$_x$Ga$_{1-x}$As MBL with $x = 25\%$ instead of $x = 20\%$ we estimate an increase of almost a factor of two for $J_{\text{th}}$, from 193 to 358 A cm$^{-2}$, at 360 K when having ternary barriers. Similarly to 300 K, we find that this increase in $J_{\text{th}}$ can be reduced down to 28% by having an Al$_y$In$_x$Ga$_{1-x-y}$As barrier with $y \approx 15\%$. Overall these results suggest that a larger barrier band gap is required for an optimised performance of 1.3 $\mu$m lasers when they are grown on an InGaAs MBL with a larger fraction of In.

In summary, we have shown that by growing the 1.3 $\mu$m laser on an In$_x$Ga$_{1-x}$As MBL with $x = 25\%$ the electronic and optical properties are diminished compared to $x = 20\%$, mainly due to (i) smaller band gap difference and (ii) poorer refractive index contrast between the QW, barrier and SCH layers. Our results indicate that the variation of the threshold characteristics of the 1.3 $\mu$m laser with the In$_x$Ga$_{1-x}$As MBL composition can be reduced, especially at higher temperatures, by using an Al$_y$In$_x$Ga$_{1-x-y}$As barrier having $y \approx 15\%$. By contrast, our calculations also suggest that the threshold characteristics of the 1.3 $\mu$m laser can be (in principle) improved by growing the heterostructure on an In$_x$Ga$_{1-x}$As MBL with $x < 20\%$. However highly strained and/or wide InGaAs QWs are expected to be required for a 1.3 $\mu$m peak emission (cf. Fig. 4.1). Thus we conclude that optimised electronic and optical
properties of 1.3 µm emitting lasers will be achieved by growing the heterostructure on an In_{0.2}Ga_{0.8}As MBL, thereby avoiding the need for pseudomorphic growth of highly strained layers with (potentially) wide InGaAs QWs.

### 4.5 Conclusions

We have presented a theoretical investigation and optimisation of the properties and performance of GaAs-based 1.3 µm InGaAs/(Al)InGaAs quantum well lasers grown on InGaAs metamorphic buffer layers. Beginning with a consideration of the strained AlInGaAs band structure we demonstrated that there is large scope for the design of 1.3 and 1.55 µm metamorphic quantum well heterostructures, using compressively strained ternary (InGaAs) or quaternary (AlInGaAs) quantum wells with unstrained or tensile strained ternary or quaternary barriers.

Following the general analysis of the available laser structures in Section 4.1 we focused our attention on devices consisting of compressively strained ternary InGaAs quantum wells having unstrained (Al)InGaAs barriers. We calculated the variation of the gain and threshold characteristics as a function of strain and quantum well width in Section 4.2, and showed that metamorphic 1.3 µm laser structures offer reduced threshold current density, comparable internal quantum efficiency and enhanced differential gain compared to those calculated previously for optimised InP-based devices. We also considered quantum wells having quaternary AlInGaAs barriers in Section 4.3 and showed that the barrier Al composition can be varied to optimise the trade-off between the carrier and optical confinement in such a way as to enhance the laser performance, leading to reduced carrier and current densities at threshold, as well as improved internal quantum efficiency and differential gain, with the effects of quaternary barriers becoming increasingly beneficial with increasing temperature.

Table 4.1: Design parameters of a laser structure grown on an InGaAs Metamorphic Buffer Layer (MBL) for an optimised 1.3 µm emission. The table includes (i) InGaAs MBL composition, (ii) AlInGaAs barrier composition, (iii) InGaAs Quantum Well (QW) composition, (iv) QW thickness $d_{QW}$, (v) in-plane strain in the QW $\epsilon_{xx}$, and (vi) number of QWs $N_{QW}$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$ in In$<em>x$Ga$</em>{1-x}$As MBL</td>
<td>$x = 20%$</td>
</tr>
<tr>
<td>$y$ in Al$<em>y$Ga$</em>{0.8-y}$In$_{0.2}$As barrier</td>
<td>$6% \lesssim y \lesssim 15%$</td>
</tr>
<tr>
<td>$z$ in In$<em>x$Ga$</em>{1-x}$As QW</td>
<td>$49% \lesssim x \lesssim 54%$</td>
</tr>
<tr>
<td>QW width, $d_{QW}$</td>
<td>$5$ nm (\lesssim d_{QW} \lesssim 7) nm</td>
</tr>
<tr>
<td>QW strain, $\epsilon_{QW}$</td>
<td>$2.0% \lesssim \epsilon_{xx} \lesssim 2.3%$</td>
</tr>
<tr>
<td>Number of QWs, $N_{QW}$</td>
<td>$N_{QW} \lesssim 3$</td>
</tr>
</tbody>
</table>
Through our analysis we identified that an optimised 1.3 µm device grown on an \( \text{In}_{0.2}\text{Ga}_{0.8}\text{As} \) metamorphic buffer layer should consist of \( \lesssim 3 \) quantum wells, with the InGaAs quantum wells having compressive strains \( 2.0\% \lesssim \epsilon_{xx} \lesssim 2.3\% \), corresponding to quantum well widths \( 5 \text{ nm} \lesssim d_{\text{QW}} \lesssim 7 \text{ nm} \) (In compositions \( 49\% \lesssim x \lesssim 54\% \)). We further identified that the optimum barrier materials are unstrained \( \text{Al}_{y}\text{In}_{0.2}\text{Ga}_{0.8-y}\text{As} \) alloys having Al compositions \( 6\% \lesssim y \lesssim 15\% \). Finally, by varying the composition of the InGaAs metamorphic buffer layer in Section 4.4 we found that the devices should be grown on virtual substrates having low In composition for improved gain characteristics. Although this is consistent with the expected improvement in device performance in going from InP-based to GaAs-based heterostructures, our analysis indicates that for optimised laser performance the devices should be grown on an \( \text{In}_{0.2}\text{Ga}_{0.8}\text{As} \) metamorphic buffer layer. Our guidelines for an optimised 1.3 µm laser design are summarised in Table 4.1.

Overall, our theoretical analysis has identified important trends in the performance of GaAs-based metamorphic quantum well lasers, has provided design parameters for optimised laser structures, and has confirmed the promise of these novel heterostructures for the development of high performance GaAs-based 1.3 µm semiconductor lasers.
Chapter 5

AlGaInP 610 nm quantum wire based emitters on GaAs

In this chapter we perform an analysis on the electronic properties of lattice-mismatched [110]-oriented AlInP Quantum Wire (QWR) based heterostructures for 610 nm emission.

We begin in Section 5.1 with an overview of the structural properties of the AlGaInP QWR nanostructures that were grown at Tyndall National Institute and whose characteristics are investigated later in the chapter. We then investigate in Section 5.2 the effects of strain on the electronic properties of QWR-based supercells using the Hamiltonian derived in Section 2.3. Unlike QW-based systems, where the strain Hamiltonian (2.56) can be simplified due to vanishing components of the stress and strain tensors, most of these elements become non-zero in a QWR-based heterostructure.

Following this we turn our attention to the photoluminescence (PL) measurements performed on a series of AlGaInP QWR-based structures in Section 5.3. Having understood the behaviour of the electronic structure of AlGaInP-based QWRs under strain, we analyse the accuracy of our method by comparing the ground state transition energy with the measured PL energies. We then examine the efficiency of the radiative emission of our structures from the integrated PL measurements. Here we also discuss the trends in the photoluminescence response of AlGaInP-based QWR systems due to variable direction of the linearly polarised excitation.

In Section 5.4 we discuss the electroluminescence measurements performed on QWR-based samples under hydrostatic pressure at University of Surrey, UK. The pressure measurements are used primarily to determine the importance of Γ-related radiative recombination and Γ–X electron leakage in the QWR structures considered. Finally, we conclude in Section 5.5.
5.1 Nanostructure formation

For the devices being investigated in this chapter, the original intention was to develop AlInP QD-based emitters using the self-assembled Stranski-Krastanov growth technique [11]. The main advantage of a QD-based system over QW-based active regions consists in (i) potentially reduced carrier leakage due to the localisation of the carrier in the QDs, and (ii) the reduced density of states due to atomic-like electronic properties of the QDs with discrete energy states. At the same time, the self-assembled growth is preferred over, e.g., site controlled growth [138], due to its ability to create a relatively dense array of QDs with a Gaussian-like size and shape distribution, thereby resulting in a broad emission spectrum, favourable for LED applications.

In order to achieve a noticeable emission from such heterostructures, the devices were grown on GaAs substrates tilted by $6^\circ$ towards the (111)A plane which allowed high quality growth of numerous QD layers (up to 200) in one structure. AFM measurements performed on these structures indicate, however, that the self-assembled growth results in the formation of ordered (both vertically and horizontally) QWRs instead, which are elongated along the [110] direction with a length of $0.5 - 2.0 \, \mu\text{m}$ and a thickness around 20 nm. We speculate that the QWR formation is caused primarily by the bunched surface organisation [139]. Although, compared to QDs, the QWRs have a larger size due to their elongation along the [110] direction, it is expected that their optical properties will still be superior to QW-based heterostructures. Due to the tilt of the substrate, the calculation of electronic and optical properties require, ideally, the rotation of the $\mathbf{k \cdot p}$ and strain Hamiltonians, as well as the strain tensor. In our calculations however we consider only perfectly oriented heterostructures grown along the [001] direction and we assume that the impact of the substrate tilt on the electronic and optical properties is negligible.

The periodic horizontal and vertical ordering of the grown QWRs, as can be seen from the TEM scan in Fig. 5.1, suggests that the plane wave method with periodic boundary conditions is a very suitable approximation for the evaluation of the electronic (and optical) properties of such a superlattice. In Section 3.2 we derived the general form of the plane wave method, which can be directly applied to QD-based heterostructures; we apply it directly here for the calculation of the electronic (and optical) properties of [110] QWR-based systems. Unlike the discrete energy levels in a QD, the [110] QWRs require, ideally, the calculation of energy dispersion along the wire direction. Because we however are primarily interested in the ground state properties, we therefore simplify our calculations by determining the energy levels only at $k = 0$. Because the calculations are undertaken using a quantum dot code the calculations at $k = 0$ also give results for a regular grid of $k$ points determined by the QD supercell size. This allows us therefore to also use the $k = 0$ calculations to estimate spectral properties as a function of energy. In addition, due to the much larger length of the [110] QWRs compared to their thickness, in our calculations we consider the wires to have an infinite length according
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Figure 5.1: HAADF TEM image of a 60-layer Al$_{0.22}$In$_{0.78}$P/(Al$_{0.6}$Ga$_{0.4}$)$_{0.52}$In$_{0.48}$P heterostructure. The stacked AlInP QWRs are visible as bright columns. The TEM is performed at Intel Ireland Labs.

5.2 Strain distribution in a [110] QWR based supercell

The weak electron confinement and significant electron leakage in 610 nm emitters is associated with the direct-to-indirect band gap crossover in the (Al$_x$Ga$_{1-x}$)$_{0.52}$In$_{0.48}$P barrier lattice-matched to GaAs, which occurs at $x \approx 0.6$ [140] with the largest direct band gap $E_g \approx 2.3$ eV.
While the band gap can be slightly increased by going beyond the crossover composition, the optical properties in this case will tend to be strongly diminished since most of the electrons will be located in a different position of the wave vector space with a much larger effective mass compared to the CB minimum at Γ. In this section we consider the best case scenario, where the unstrained AlGaInP barrier material on GaAs is at the Γ – X crossover at 300 K with the assumed band gap $E_g = 2.284$ eV. For the heterostructures with $x$ in the $(Al_xGa_{1-x})_{0.52}In_{0.48}P$ barrier larger than 0.6 the PL response is much weaker, indicating the indirect band gap nature of the material.

The anisotropic strain associated with the QWR will tend to split the energies of the X states both in the wire and in the barrier layer. The strain associated with a [110] QWR has been analysed previously by Ma et al. [141], and is worth to summarise here, before we consider our model wires in further details.

It is relatively straightforward to derive expressions for the strain components using a coordinate system where the axes 1, 2 and 3 are pointing along the [110], [110] and [001] directions respectively. In this coordinate system, there is no shear strain in the growth plane ($\epsilon_{12} = 0$). Likewise, there is no strain in the barrier along axis 2 ($\epsilon_{22} = 0$) while the strain in the wire along axis 1 is given by $\epsilon_{22} = -\epsilon_0$, where $\epsilon_0$ is the (positive) lattice mismatch between the wire and substrate lattice constants. If we assume isotropic elastic constants that are equal in the well and the barrier, then the hydrostatic strain is zero in the barrier, so that $\epsilon_{11} = -\epsilon_{33}$ for
the barrier material, where $\epsilon_{11}$ is negative (barrier compressed) along axis 1 and $\epsilon_{33}$ is positive along axis 3 (barrier lattice constant stretched along the growth direction). Converting to Cartesian coordinates yields $\epsilon_{xx} = \epsilon_{yy} = (\epsilon_{11} + \epsilon_{22})/2$, $\epsilon_{zz} = \epsilon_{33}$ and $\epsilon_{xy} = (\epsilon_{11} - \epsilon_{22})/2$. If we assume that the wire is continuous along the growth ($z$) direction, which based on Figure 5.1 is a reasonable first approximation, then the strain tensor in Cartesian coordinates is given by [141]:

$$
\epsilon_{\text{QWR}} = \begin{pmatrix}
\frac{(\epsilon_{11} - \epsilon_0)}{2} & \frac{(\epsilon_{11} + \epsilon_0)}{2} & 0 \\
\frac{(\epsilon_{11} + \epsilon_0)}{2} & \frac{(\epsilon_{11} - \epsilon_0)}{2} & 0 \\
0 & 0 & \epsilon_{33}
\end{pmatrix}
$$

(5.1)

Fig. 5.2 shows the calculated distribution of the in-plane (upper left panel) and out-of-plane (upper right panel) strain, $\epsilon_{xx}$ and $\epsilon_{zz}$ respectively, as well as the shear strain $\epsilon_{xy}$ (bottom panel), in the (110) plane of a 56.6\times 56.6\times 3 \text{ nm} \text{Al}_{0.316}\text{Ga}_{0.212}\text{In}_{0.472}\text{P supercell}, that contains a 15 nm thick and 2.2 nm tall [110] \text{Al}_{0.22}\text{In}_{0.78}\text{P QWR}. We find a very good agreement between calculated distribution of strain in the AlInP QWR and the expected values from the model above. We firstly notice that the hydrostatic strain $\epsilon_{hy}$, which is shown on the bottom right panel in Fig. 5.2, given by $\epsilon_{hy} = \epsilon_{xx} + \epsilon_{yy} + \epsilon_{zz}$, is applied primarily to the AlInP QWR, as expected based on the analysis above. The resulting compressive hydrostatic strain in the QWR increases the band gap by shifting the conduction band minimum at the $\Gamma$ point of the Brillouin zone upwards in energy (as well as the valence band maximum downwards in energy), as we indicated in Section 2.3. The overall shallow electron confinement in the QWR for 610 nm emission, which is believed to be the dominant factor that influences the leakage related losses of the radiative recombination [142], is further weakened due to the reduced conduction band offset. The ground hole state, on the other hand, remains almost fully localised in the AlInP QWR because of (i) a larger magnitude of the valence band offset compared to the conduction band, and (ii) a much larger effective mass.

Our calculations show there is minimal hydrostatic strain $\epsilon_{hy}$ applied to the barrier layer due to anisotropy of the elastic constants. This is in a good agreement with the assumptions in our model above, and overall it has a negligible effect on the electronic structure. The effects of strain on the band structure of an Al$_{0.316}$Ga$_{0.212}$In$_{0.472}$P supercell with an Al$_{0.22}$In$_{0.78}$P QWR are shown in Fig. 5.3, where we only include the effects of the axial strain components on the Hamiltonian. Due to the biaxial strain in the term $q$ of the Hamiltonian (2.56) the HH (orange line) and LH (purple line) band edges at $\Gamma$, originally degenerate in an unstrained material, will split, and the confined ground hole state in the QWR would then possess mostly a HH-like character, which is expected for a compressively strained nanostructure. In addition, the shear strain component $\epsilon_{xy}$ introduces a further mixing between the HH and LH states, increasing the band edge splitting in Fig. 5.3, and leading to the highest valence state being predominantly
associated with \( p \)-like states pointing along the QWR axis. We consider this mixing further, when we analyse the polarisation characteristics of the emitted light in Section 5.3 below.

The strain also affects the three conduction band minima at the \( X \) point of the Brillouin zone, which are degenerate in an unstrained material. We label the three \( X \) states as \( X_x, X_y \) and \( X_z \) along the \([100],[010]\) and \([001]\) direction of \( \mathbf{k} \) respectively. However, due to (i) the symmetry of the supercell with respect to the axis of the \( \text{AlInP} \) QWR and (ii) the growth being along the \([001]\) direction, we use here the following labeling: \( X_x = X_y = X_{\perp}; X_z = X_{\parallel} \). The effects of strain on the conduction band minima at \( X \) of a \([110]\) QWR are given by \cite{124}:

\[
\begin{align*}
X_{\perp} &= X_0 + \Xi_h \epsilon_{hy} + \frac{1}{3} \Xi_a \epsilon_{\perp} - \epsilon_{\parallel} \\
X_{\parallel} &= X_0 + \Xi_h \epsilon_{hy} + \frac{2}{3} \Xi_a \epsilon_{\perp} - \epsilon_{\parallel},
\end{align*}
\]

(5.2)
where $X_0$ is the unstrained conduction band edge at $X$, $\Xi_h$ and $\Xi_{ax}$ denote the hydrostatic and axial deformation potentials of the $X$ band edge respectively, $\epsilon_\parallel = \epsilon_{xx} = \epsilon_{yy}$ and $\epsilon_\perp = \epsilon_{zz}$. The compressive (tensile) hydrostatic strain pushes these three bands to lower (higher) energies, and the effect is very similar to the VB maximum. Due to the biaxial strain these states split causing either $X_\perp$ or $X_\parallel$ to be at a lower energy. Using Eq. (5.2), the magnitude of this splitting in energy equals to $\Delta X = |X_\perp - X_\parallel| = |\Xi_{ax}(\epsilon_\parallel - \epsilon_\perp)|$. The conduction band edge at $X$ in the QWR-based supercells is almost unaffected by the hydrostatic strain $\epsilon_{hy}$. However we find that the biaxial strain pushes the $X_\parallel$ ($X_\perp$) states in the barrier downwards in energy by 84 (21) meV along the [001] ([1\bar{1}0]) direction, thereby reducing the barrier potential energy for the electrons to overcome to thermally leak from the QWR; this effect will be discussed in Section 5.4 in more detail. Consequently the barrier material, originally at the $\Gamma - X$ crossover, has an indirect band gap, with the ground $X$ state located below the barrier $\Gamma$ CB.

Because the heterostructure in Fig. 5.3 has a type-I $\Gamma - \Gamma$ band alignment, i.e. the CB (VB) edge at $\Gamma$ of the barrier has a higher (lower) potential energy compared to the AlInP QWR, the confined $\Gamma$ electrons and holes are located in the QWR. However due to the band alignment, the $X$ conduction states in the AlInP QWR are located at a higher energy compared to the AlGaInP barrier, thereby acting as a potential “barrier” for the $X$ states in the surrounding barrier material. This results in a set of delocalised $X$ energy levels located in the barrier with a very large density of states due to the large effective mass of the $X$ electrons. The barrier $X$ states for the structure in Fig. 5.3 are calculated to be about 40 meV above the lowest confined $\Gamma$ state in the QWR. Carrier leakage from the QWR to the barrier is then expected to be an increasing problem as the temperature increases, as is already known to be the case for red QW devices [70]. This issue will be discussed further below.

### 5.3 Optical properties and photoluminescence measurements

The goal of this section is to use our 8-band $\mathbf{k}\cdot\mathbf{p}$ model to analyse trends in optical properties, both qualitatively and quantitatively, of QWR-based heterostructures. Consequently, it becomes necessary to determine whether there is good agreement between (i) the electronic and optical properties calculated using the 8-band $\mathbf{k}\cdot\mathbf{p}$ model, and (ii) the measured PL response of existing QWR-based structures. The blue curve in Fig. 5.4 shows the measured PL spectrum of a 60-layer AlInP QWR-based system at 300 K. We note here that all of the measured PL properties presented in this section were, for consistency, measured on this sample. The measurements show a relatively broad emission from this QWR-based structure, with a Full Width Half Maximum (FWHM) of about 163 meV, and the peak emission wavelength around 618 nm. Although for the calculation of the spontaneous emission spectrum in our work we consider the effects of inhomogeneous broadening, it is important nonetheless to explicitly investigate...
the expected variation in ground state emission wavelength due to geometry and possible composition variations. Table 5.1 includes the set of supercells we performed calculations on for the analysis of the emission broadening. The green arrow in Fig. 5.4 denotes the calculated ground state transition energy for a 7.5 nm wide and 2.2 nm tall Al\textsubscript{0.22}In\textsubscript{0.78}P QWR with an in-plane and vertical spacing of 32.5 and 1.8 nm respectively, where the QWR is surrounded by Al\textsubscript{0.32}Ga\textsubscript{0.20}In\textsubscript{0.48}P. The compositions of the QWR and barrier materials are taken from the nominal growth conditions. The QWR in-plane thickness is approximately extrapolated from the upper part of the TEM micrograph in Fig. 5.1, and the height of 2.2 nm has been used in order to preserve the nominal 0.4:3.0 nm growth ratio of AlInP QWR and AlGaInP barrier respectively. From our calculations we find that the ground state transition energy of 597 nm (in units of wavelength \(\lambda\)) for this structure is located at the high energy (short wavelength) tail of the measured PL spectrum. By considering a larger in-plane thickness of the AlInP QWR, thereby preserving the nanostructure periodicity, but breaking the assumed wire to barrier growth ratio of 0.4:3.0, we find a minor redshift in the emission towards 601 nm, denoted by the purple arrow.

To produce an additional redshift in ground state emission wavelength, we consider that a minor fraction of Ga atoms from the AlGaInP barrier diffuses into the AlInP QWR, thereby decreasing the band gap while maintaining the 0.4:3.0 wire to barrier growth ratio, i.e. migration of a small amount of Ga atoms from the barrier can give a noticeable change in QWR composition from Al\textsubscript{0.22}In\textsubscript{0.78}P to Al\textsubscript{0.177}Ga\textsubscript{0.043}In\textsubscript{0.78}P. The transition energy of this structure is denoted by the brown arrow in Fig. 5.4 with the calculated ground state emission wavelength of 613 nm. A further decrease in the QWR composition due to a further exchange of Al (Ga) atoms towards...
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<table>
<thead>
<tr>
<th>Line colour</th>
<th>QWR Composition</th>
<th>$d_w$, nm</th>
<th>$h_w$, nm</th>
<th>$d_{xy}$, nm</th>
<th>$d_z$, nm</th>
<th>Barrier Composition</th>
<th>$\lambda$, nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Green</td>
<td>$A_{0.22}In_{0.78}P$</td>
<td>7.5</td>
<td>2.2</td>
<td>32.5</td>
<td>1.2</td>
<td>$A_{0.32}Ga_{0.20}In_{0.48}P$</td>
<td>597.2</td>
</tr>
<tr>
<td>Purple</td>
<td>$A_{0.22}In_{0.78}P$</td>
<td>15</td>
<td>2.2</td>
<td>25</td>
<td>1.2</td>
<td>$A_{0.32}Ga_{0.20}In_{0.48}P$</td>
<td>601.0</td>
</tr>
<tr>
<td>Brown</td>
<td>$A_{0.177}Ga_{0.043}In_{0.78}P$</td>
<td>15</td>
<td>2.2</td>
<td>25</td>
<td>1.2</td>
<td>$A_{0.32}Ga_{0.20}In_{0.48}P$</td>
<td>612.7</td>
</tr>
<tr>
<td>Black</td>
<td>$A_{0.135}Ga_{0.085}In_{0.78}P$</td>
<td>7.5</td>
<td>2.2</td>
<td>32.5</td>
<td>1.2</td>
<td>$A_{0.32}Ga_{0.19}In_{0.48}P$</td>
<td>615.6</td>
</tr>
</tbody>
</table>

Table 5.1: Composition and geometry data used for theoretical simulations of QWR-based supercells, with $d_w$, $h_w$, $d_{xy}$ and $d_z$ denoting the QWR width, height, in-plane and vertical distance between the QWRs respectively. The calculated transition energies in units of wavelength $\lambda$ correspond to the highlighted arrows in Fig. 5.4.

(from) the barrier material redshifts the emission towards 616 nm (black arrow). Although for the last heterostructure we preserved the nominal 0.4:3.0 layer thickness ratio by assuming a narrower QWR, from the first two structures we found that only a minor change in emission wavelength can be attributed to this change in geometry. We conclude that the inclusion of some Ga – Al interdiffusion between the wire and the barrier provides a theoretically calculated emission wavelength in good agreement with the observed experimental data. However we note that there are in addition some further factors that may contribute to the broadening of the emission, e.g. (i) partial strain relaxation of the QWRs and (ii) partial CuPt ordering [84, 85]. Although earlier PL measurements indicate that the CuPt atomic ordering should be diminished due to the high temperature growth conditions [143], we nevertheless speculate that a portion of the broad spectrum can be attributed to this effect, which is known to decrease the band gap. While there are theoretical methods that describe the effect of the CuPt ordering on the band gap [144], it is nearly impossible to accurately quantify its effect on a particular heterostructure. Nevertheless, we believe that there is good overall agreement between (i) the calculated ground state transition energies using the 8-band $k \cdot p$ model, and (ii) the emission wavelength of the measured PL spectrum of a representative sample, supporting the use of the model below for further calculation of trends in electronic and optical properties.

PL measurements were performed on a series of QWR-based structures with different separation between QWRs along the growth direction (or barrier thickness) in order to determine its influence on the intensity of the PL emission. It was found that by decreasing the barrier thickness from 20 nm to 3 nm an enhanced spontaneous emission can be obtained, suggesting that a minimal amount of barrier material has to be deposited to maximise the intensity and efficiency of the emission. We perform here a theoretical analysis of the impact of the barrier thickness on the QWR spontaneous emission for a better understanding of its influence. Fig. 5.5 shows the calculated variation of the radiative current density $J_{rad}$ of the $x$-polarised emission (red line) and peak emission wavelength $\lambda_p$ (blue line) of a 15 nm thick and 2.2 nm tall [110] $A_{0.22}In_{0.78}P$ QWR in an $A_{0.316}Ga_{0.212}In_{0.472}P$ supercell with in-plane base dimensions $56.6 \times 56.6$ nm$^2$ and supercell height between 3 and 10 nm, and injected areal carrier density
Figure 5.5: Calculated variation of the radiative current density $J_{\text{rad}}$ of the $x$–polarised emission (red line) and peak emission wavelength $\lambda_p$ (blue line) of a 15 nm thick and 2.2 nm tall [110] Al$_{0.22}$In$_{0.78}$P QWR in an Al$_{0.316}$Ga$_{0.212}$In$_{0.472}$P supercell with the in-plane base 56.6×56.6 base and the supercell heigh between 3 and 10 nm, and injected areal carrier density $n_{2\text{D}} = 1.56 \times 10^{11}$ cm$^{-2}$. Here, for the calculation of $J_{\text{rad}}$ we consider the possibility of the injected electrons to occupy both the $\Gamma$ states in the QWR as well as the delocalised X states in the barrier. Comparing the strain distribution in this set of supercells, we find that there is negligible change in the magnitude of strain tensor elements by increasing the supercell height from 3 to 10 nm. Therefore the change in peak emission wavelength from 605 to 585 nm when the supercell thickness increases from 3 to 10 nm occurs mostly due to a smaller vertical separation between the QWRs (or thinner barrier) and wavefunction coupling between the neighbouring layers.

In addition, increasing the supercell thickness from 3 to 10 nm leads to a significant reduction in the calculated radiative current density $J_{\text{rad}}$ by a factor of 4, due to a combination of factors. Firstly, by increasing the supercell thickness from 3 to 10 nm, the wavefunction coupling between the neighbouring layers decreases; therefore the $\Gamma$ electron ground state reaches the $\Gamma$ band edge of the barrier. At the same time, the difference between the ground $\Gamma$ and X electron states decreases from 44 to 8.7 meV when the supercell thickness changes from 3 to 10 nm, thereby allowing a smaller fraction of electrons to occupy the direct band gap states according to the Fermi-Dirac distribution, which becomes particularly important at 300 K or higher temperatures.

Secondly, the shallow ground electron confinement and a smaller supercell height compared to its in-plane base size results in the partial spillover of the electron wavefunction into the
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Figure 5.6: Calculated distribution of the probability density of the ground electron (left column) and hole (right column) states in the (110) plane of a $\text{Al}_{0.316}\text{Ga}_{0.212}\text{In}_{0.472}\text{P}$ supercell on GaAs with the in-plane base size $56.6 \times 56.6$ nm, and the height 3 nm (10 nm) in the upper row (bottom row). The supercell contains a 15 nm thick and 2.2 nm tall $\{110\}$ $\text{Al}_{0.22}\text{In}_{0.78}\text{P}$ QWR, denoted by the hatched black rectangle. Note that the in-plane dimensions (or $[1 \bar{1} 0]$) are one order of magnitude larger than along the growth direction (or $[001]$).

Barrier; its wavefunction confinement ratio decreases from 73 to 41% by increasing the height of the supercell from 3 to 10 nm. The wavefunction confinement ratio $\eta_{\psi}$ is given by:

$$\eta_{\psi} = \int_{\Omega_Q} |\psi(\mathbf{r})|^2 \, d\mathbf{r},$$

where the integration is performed over the volume of the nanostructure $\Omega_Q$ (in this case QWR) and is always smaller than 1 due to the wavefunction being normalised. This, in combination with the strongly localised ground hole state with $\eta_{\psi} \approx 85\%$, means that a stronger electron-hole wavefunction overlap will be achieved when the electron wavefunction will occupy the least amount of volume i.e. in a supercell with a smaller height, which is shown in Fig. 5.6. From our calculations we find that the momentum matrix element between the ground electron and hole states of 12.3 eV·Å in the 3 nm tall supercell for $x$-polarised light reduces to 8.15 eV·Å by increasing the height to 10 nm.

The emission efficiency of a photonic structure and its behaviour as a function of temperature can be studied by analysing the temperature dependence of the integrated PL spectrum. Such measurements can provide very useful insight into the nature of carrier leakage mechanisms by determining the activation energy (or energies) associated with thermal leakage [145, 146]. Temperature-dependent PL measurements were performed on a range of QWR-based samples grown at the Tyndall National Institute, with the measured temperature dependence of the
integrated PL intensity of the AlInP/AlGaInP structure discussed above shown using blue squares in Fig. 5.7. The following Arrhenius equation was used to fit the data [143]

\[
I(T) \propto \frac{1}{\sqrt{T} \left( A \exp \left( -\frac{E_e}{k_B T} \right) + B \exp \left( -\frac{E_h}{k_B T} \right) - CT^2 \right)}
\] (5.4)

where \( A, B, C \) are fitting parameters, \( E_e, E_h \) are activation energies, and \( k_B \) and \( T \) denote the Boltzmann constant and temperature respectively. Looking at the data for \( T \lesssim 60 \) K we find that there is an unusual increase in integrated PL intensity, which is fitted using the last term in the denominator in Eq. (5.4). We believe that this increase is associated with the indirect band gap nature of the barrier material (cf. Fig. 5.3), whereby the intervalley transfer of electrons from the X states of the barrier into the confined \( \Gamma \) electron states in the AlInP QWRs is phonon-assisted. A rise in temperature from 8 K and the consequent increase in electron-phonon scattering rate, thereby promotes this transfer leading to an increased radiative recombination rate between the electrons and the localised holes in the AlInP QWR [143].

The activation energies used to fit the temperature dependent integrated PL from Fig. 5.7 are \( E_e = 23 \) meV and \( E_h = 108 \) meV. We note that there is a certain variability in the chosen set of parameters to reproduce the fit, particularly the activation energies \( E_e \) and \( E_h \). Ignoring the term \( CT^2 \) in the denominator of Eq. (5.4), we find that a range of activation energies \( E_e \) and \( E_h \) can be used to reproduce the resulting temperature dependent integrated PL intensity.
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For instance, a similar fit can be obtained by choosing $E_e (E_h)$ in the range of 17.5 – 37.5 (107 – 127) meV, while simultaneously adjusting the parameter $A$ ($B$). Overall it is clear that two activation energies are necessary to accurately fit the experimental measurements, one of which is much smaller than the other. Examining the band structure in Fig. 5.3, we see that the ground hole state is located approximately 107 meV above the LH band edge of the barrier. At the same time, we calculate that the ground electron state in the AlInP QWR is located 40 meV below the ground delocalised X state in the barrier. We therefore attribute the activation energies $E_e$ and $E_h$ to the confinement depth\(^1\) of the ground electron and hole states respectively, with electron leakage due to the shallow confinement then making a significant contribution to the nonradiative losses in short wavelength red emitters [70]. In Chapter 6 we propose a way to improve the efficiency of shorter wavelength red emitters by employing metamorphic substrates to give improved electron confinement and to consequently reduce the electron leakage.

Due to the fact that the active region is formed of QWRs, it is expected that the spontaneous emission will be highly anisotropic, favouring a particular polarisation direction of the emitted radiation. The polar plot in Fig. 5.8 shows the calculated radiative current densities $J_{rad}$ of a [110] AlInP QWR as a function of the in-plane polarisation direction of the incident electromagnetic wave at a constant injected areal carrier density $n_{2D} = 1.56 \times 10^{11}$ cm\(^{-2}\). For the calculation of the polarisation dependent emission we consider here two supercells (cf. Fig. 5.5) with height $L_z = 3$ nm (red line) and 10 nm (blue line). The angle $\theta = \pi/4$ is associated with the electromagnetic radiation that is linearly polarised along the QWR axis. We, again, find here that enhanced emission can be achieved by growing the multilayer structure

\(^1\)Here and in Chapter 6 the confinement depth will denote the difference in energy between, e.g., the electron (hole) ground state and the barrier conduction (valence) band edge.
with thinner barrier, as described earlier. When investigating the impact of barrier thickness earlier, we calculated the radiative current rate for $x$-polarised TE emission (cf. Fig. 5.5). We see from Fig. 5.8 that the QWR emission strength varies strongly with angle, being maximised along the [110] direction, and with the value along $x$ direction equivalent to that obtained by averaging over all directions. From our calculations we find that rotating from the $x$ to the [110] direction almost doubles $J_{rad}$ for the structure in a 3 nm tall supercell from 4.07 to 7.96 A·cm$^{-2}$ (from 0.972 to 1.592 A·cm$^{-2}$ for the 10 nm tall supercell).

For the polarisation angle $\theta = 3\pi/4$, i.e. normal to the QWR axis, $J_{rad}$ in fact decreases by surrounding the AlInP with a thinner barrier. This suggests that a larger degree of linear polarisation (DOLP) $p$ is associated with the reduced barrier thickness, where $p$ is defined here as:

$$p = \frac{J_{rad}^{[110]} - J_{rad}^{[\bar{1}10]}}{J_{rad}^{[110]} + J_{rad}^{[\bar{1}10]}} \quad (5.5)$$

where $J_{rad}^{[110]}$ and $J_{rad}^{[\bar{1}10]}$ are the radiative current densities along the [110] (maximum $J_{rad}$) and [110] (minimum $J_{rad}$) polarisation directions respectively. From our calculations we find that by reducing the supercell height from 10 to 3 nm $p$ increases linearly from 0.63 to 0.95.

The polarisation-dependent PL measurements performed on the QWR-based structure from Fig. 5.4 and 5.7 indicate that almost 80% of the emitted light is polarised along the QWR axis, which is in reasonably good agreement with our model. We note that the measured DOLP is intermediate between that which we calculate for the 10 nm and 3 nm supercell height, suggesting that the interwire coupling in the actual device may be lower than that which we have assumed when using a 3 nm supercell height. The fact that TE-polarised red emission with a DOLP close to 1 can be obtained by employing [110]-oriented QWRs is particularly relevant when we take into account the possibility to generate green and blue highly polarised emission using III-N based heterostructures [147, 148]. It is therefore possible to design white light sources based on red, green and blue emitters with high DOLP, thereby reducing the complexity of devices like LCD displays by, e.g., removing the requirement for polarising filters. The multilayer [110] AlGaInP QWR-based heterostructures are therefore an attractive candidate as a red emitter for such technologies.

5.4 Electroluminescence measurements under hydrostatic pressure

Hydrostatic pressure is a very useful tool to analyse loss mechanisms in semiconductor devices. When hydrostatic pressure is applied, the equilibrium lattice constant changes and the band
structure is modified in a controlled way. In particular, hydrostatic pressure increases the direct gap at $\Gamma$ by about 10 meV/kbar and decreases the indirect gap at $X$ by about 2 meV/kbar [140]. As a result the separation between $\Gamma$ and $X$ states decreases with increasing pressure. Hence if carrier escape from $\Gamma$ to $X$ is a significant loss mechanism in a semiconductor laser or LED, it can be expected that this loss becomes more significant with increasing pressure, and so the device optical efficiency will decrease as pressure is applied. Previous measurements of the red laser threshold current density as a function of hydrostatic pressure have proved to be very useful in identifying the role of carrier leakage to $X$ states in determining overall device efficiency [71, 149]. As there has been little previous work on red QD/QWR LEDs, hydrostatic pressure measurements should also provide useful insight for these devices, and samples were therefore provided to collaborators at University of Surrey to undertake such measurements.

Figure 5.9 shows the measured variation of the energy gap with pressure for an LED structure. We see increasing peak energy with increasing pressure, which is consistent with movement of the direct band gap. The measured pressure dependence of 6.8 meV/kbar is consistent with that expected from AlInP QWRs with high In composition, as $dE_g/dp = 9.4\text{meV/kbar}$ and 7.4 meV for AlP and InP respectively, and strained QWRs can be expected to have a lower pressure coefficient than equivalent bulk alloys, due to third order elasticity effects [150].
Figure 5.10: Measured electroluminescence spectra of an Al(Ga)InP QWR-based LED device resulting when a 6 mA (red line), 11 mA (green line) and 18 mA (solid black line) current is injected into the device at ambient pressure. The measurements were performed at 293 K. The dashed black line denotes the spectral range in which the GaAs substrate is transparent. The emission from the active region is observed around the high energy (2 eV) peak, while the spectrum below 1.4 eV is due to emission from the n-doped GaAs substrate.

Figure 5.10 shows the room temperature PL spectra measured across a wide spectral range for a sample LED structure. Interestingly, some broad PL emission is found below 1.4 eV, which subsequent analysis showed was due to emission from the n-doped GaAs substrate. It should be noted that the data presented in Fig. 5.10 has been spectrally corrected to account for the efficiency of the photodetector used in the spectral measurements, which is about an order of magnitude more efficient in the low energy range than it is around 2 eV.

Because the LED output decreases strongly with increasing temperature, it was not possible to undertake spectrally resolved pressure measurements at room temperature. Instead the integrated light output was measured, using both an InGaAs photodetector and a Si photodetector.

Figure 5.11 shows the integrated intensity measured as a function of drive current for the two detectors. It can be seen that the light output drops off more rapidly with drive current for the Si detector. This is most likely because the Si detector does not detect all the long wavelength near-IR band.
Figure 5.11: Measured L–I curves of an Al(Ga)InP QWR-based LED device under ambient pressure. The emission was collected using an InGaAs detector (red line) and Si detector (green line) at 293 K, while the blue solid line corresponds to the L–I curve measured at 80 K.

The left panel of Fig 5.12 shows the measured room temperature L–I curve as a function of pressure. It can be seen that the current required to achieve a given total light output increases weakly with pressure. This is investigated in further detail in the right panel of Fig. 5.12, where we plot the normalised total current required to provide a constant output intensity as a function of pressure. The black data points were obtained using the Si detector, while the red data points were obtained using the InGaAs detector. It is difficult to make an accurate quantitative analysis of the measured data. We note however that the data obtained using the Si detector tend to lie above those obtained using the InGaAs detector, presumably reflecting the greater contribution or near-IR emission in the InGaAs case. Assuming that the radiative emission and defect currents do not vary with pressure, a reasonable fit is obtained if 7% of the total current at ambient pressure is due to Γ–X leakage, using the model below [71, 151]:

\[ I_{\text{tot}}(p) = I_{\text{def}}(p) + I_{\text{rad}}(p) + I_{\text{leak}}^{\Gamma-X}(p) \]

\[ I_{\text{rad}}(p) + I_{\text{def}}(p) = \text{const} \]

\[ I_{\text{leak}}^{\Gamma-X}(p) \propto \exp \left( \frac{dE_X}{dp} - \frac{dE_{\Gamma}}{dp} \right) \frac{p}{k_B T} \]

\[ (5.6) \]
Figure 5.12: (Left panel) Measured L–I curves of an Al(Ga)InP QWR-based LED device under hydrostatic pressure and at 293 K temperature. The dashed black line shows how the total current varies for an arbitrary constant light output level as a function of applied pressure. (Right panel) Measured normalised injected current to achieve a constant radiative emission as a function of applied hydrostatic pressure, denoted by the dashed black line in the left panel. The black squares and red circles correspond to the injection current required to achieve a constant emission measured by a Si and InGaAs detector respectively. The dashed black line denotes the expected behaviour of the L–I curve assuming that $\Gamma$–X leakage is the dominant non-radiative loss mechanism, whereas the measured data (red circles) was fitted using the model from Eq. (5.6).

\[ I_{\text{tot}}, I_{\text{def}}, I_{\text{rad}} \text{ and } I_{\text{leak}}^{\Gamma-X} \]

where $I_{\text{tot}}, I_{\text{def}}, I_{\text{rad}}$ and $I_{\text{leak}}^{\Gamma-X}$ denote the total, defect-related, radiative and $\Gamma$–$X$ leakage-related current respectively. The dashed black line shows the expected variation of the normalised current, ignoring the near-IR contribution to the L–I curve, and assuming that the radiative current is only due to red emission (close to 2 eV). It can be seen that the measured pressure dependence is significantly lower than that predicted by the dashed black line. If we allow however that a large part of the measured light output comes from the low-energy near-IR peak then the measured data are consistent with the $\Gamma$–$X$ leakage being the dominant loss mechanism in the device active region. As noted, the detectors are up to an order of magnitude more sensitive in the near-IR range compared to the red spectral range. From Fig. 5.10, the measured response due to the substrate emission could then be close to an order of magnitude larger than that due to the red-band emission. We conclude therefore, based on Figs. 5.10 and 5.12, and wider spectral measurements undertaken at Tyndall National Institute that the dominant non-radiative loss mechanism in the devices considered is associated with non-radiative $\Gamma$–$X$ leakage, due to the close proximity of the $\Gamma$ and $X$ states in the device being investigated.

5.5 Conclusions

In this chapter we investigated the electronic and optical properties of [110]-oriented compressively strained AlInP Quantum Wires (QWRs) for 610 nm emission, surrounded by AlGaInP barriers lattice-matched to the GaAs substrate.
In Section 5.1 we outlined the motivation for the use of, originally intended, QD-based heterostructures, which were grown using the self-assembled Stranski-Krastanov technique at Tandall National Institute. In order to obtain high-quality multilayer QD-based heterostructures (with up to 200 layers) a 6° tilt was applied to the substrate towards the (111)A direction. The resulting step-bunched organisation consequently promoted the growth of QWRs elongated along the [110] direction, which we can model using the plane wave method with periodic boundary conditions to calculate the electronic and optical properties.

In our calculations, the QWR composition was chosen to match the nominal growth conditions, with the main QWR details extrapolated from the TEM scan, including QWR geometry and periodicity. In Section 5.2 we analysed the influence of strain on the electronic structure of compressively strained AlInP QWRs surrounded by an AlGaInP barrier grown lattice-matched on GaAs. From the calculated strain distribution we found that the band structure of the AlInP QWRs is affected the most due to the lattice mismatch, thereby reducing the CB offset and the electron confinement depth. Due to the biaxial strain in the AlGaInP barrier (i) the lowest CB edge is located at the X point in the Brillouin zone, and (ii) a significant fraction of the electrons can populate the delocalised X states in the barrier, assuming a Fermi-Dirac carrier distribution for the electrons.

We perform an analysis of the electronic and optical properties of QWR-based supercells in Section 5.3. Having found that there is reasonable agreement between our model and the measured PL energies of the QWR-based structure investigated, we examined the impact of the barrier thickness $L_z$ on the radiative current density $J_{rad}$ of such supercells. Our calculations show that enhanced optical properties can be achieved by separating the QWR layers with a thinner barrier due to (i) a smaller fraction of electrons occupying the barrier X states because of a deeper confinement, and (ii) a larger ground electron-hole wavefunction overlap, which is related to better confinement of the ground electron state in the wire. From the PL measurements performed on AlInP/AlGaInP-based heterostructures we found that (i) interatomic diffusion, (ii) partial relaxation, and (iii) potential CuPt ordering have to be taken into account to explain the wide PL spectra.

From the integrated PL measurements we found that thermal leakage of electrons from the QWR into the barrier is the primary cause of the large decrease in efficiency of shorter wavelength emitters. We found that the reduced symmetry of the QWRs allows to create emitters with a strong degree of linear polarisation. The radiative emission was found to be polarised nearly 100% along the QWR axis when the QWRs are surrounded by thin barrier layers ($L_z \approx 3$ nm), making such heterostructures attractive for display applications, where polarising filters are typically employed.

Finally, we analysed the electroluminescent properties of QWR-based LED devices under hydrostatic pressure in Section 5.4, for which the experimental measurements were performed at
University of Surrey, UK. A blueshifted emission due to applied pressure confirmed the direct band gap nature of the radiative recombination. A large component of the measured response in the pressure measurements was estimated as being due to sub-band-gap optical emission from the $n$–doped substrate. Assuming that this substrate emission only has a weak dependence on pressure, we conclude that $\Gamma$–$X$ leakage is indeed the dominant loss mechanism in the active region at room temperature.

Considering that the major drawback of these devices is carrier leakage related with the weak electronic confinement, in the next chapter we will examine a way to enhance the efficiency of shorter wavelength red emitters by employing lattice-mismatched metamorphic buffer layers.
Chapter 6

AlGaInP 610 nm metamorphic quantum well based light-emitting diodes

For this chapter we perform calculations to investigate the potential benefits of growing Al(Ga)InP QW-based light-emitting diodes (LED) with 610 nm peak emission on InGaAs Metamorphic Buffer Layers (MBL).

We start in Section 6.1 with an analysis of the range of compositions accessible for a direct band gap Al(Ga)InP alloy when grown on an In$_x$Ga$_{1-x}$As MBL. We then consider a series of heterostructure for 610 nm emission with a compressively strained AlInP QW surrounded by Al(Ga)InP barriers, which are at the direct-to-indirect band gap crossover and lattice-matched to the InGaAs MBL. Using model solid theory we estimate the change in the conduction band offset, which is crucial for the investigation of electronic confinement.

Having estimated the band alignment in the series of heterostructures considered, we then analyse the electronic properties of a series of structures in Section 6.2, where we focus primarily on the effect of the InGaAs MBL lattice constant on the electronic confinement and estimate its potential impact on the thermal leakage of electrons. We then perform an analysis of the optical properties of the series of structures in Section 6.3, to determine the effect of an InGaAs MBL lattice constant on the calculated radiative recombination rate. These are then compared to preliminary results of temperature dependent microphotoluminescence measurements performed on QW-based structures grown on In$_z$Ga$_{1-z}$As with $z = 0$ and 6%. Finally, we conclude in Section 6.4.
As we mentioned in Section 5.3, the main factor that limits the efficiency of short wavelength red LEDs on GaAs is the shallow electronic confinement due to the direct-to-indirect band gap crossover in Al$_x$Ga$_y$In$_{1-x-y}$P. The largest direct band gap $E^\Gamma_g$ available for this alloy lattice-matched to GaAs is 2.33 eV at 0 K (cf. Ref. [140], Ref. 37 in [140]) and 2.253 at 300 K [140]. This, as a consequence, brings about (i) a significant thermal leakage of electrons into the barrier at 300 K or higher temperatures in 610 nm LEDs due to a small magnitude of the conduction band offset, and (ii) a reduced refractive index contrast between the barrier and the cladding layer necessary for optical confinement. The second factor is particularly important for the development of efficient 610 nm lasers, where the low optical confinement factor $\Gamma$ significantly increases the threshold current density $J_{th}$. The early work by Bour et al. [70] on AlGaInP-based lasers with 614 – 663 nm emission indicates a significant rise in $J_{th}$ when shortening the emission wavelength, and is especially noticeable when the peak gain shifts from 620 to 614 nm ($J_{th}$ increases from 0.8 to 2.4 kA cm$^{-2}$ at 300 K respectively). A characteristic temperature $T_0 = 22$ K was also determined for the 614 nm laser, making continuous wave operation impossible at room temperature. The optimisation of 610 nm lasers is not considered in this chapter where we focus exclusively on the electronic confinement and spontaneous emission. However we hope that the results presented here will also motivate the development of short wavelength red lasers with improved threshold characteristics.
Due to the aforementioned limitation in the direct band gap, we wish to explore the band structure of Al$_x$Ga$_y$In$_{1-x-y}$P with a lattice constant other than that of GaAs, similar to the analysis carried out in Section 4.1 for AlGaInAs, with the aim to identify the potential to improve electronic confinement for more efficient 610 nm emission. Fig. 6.1 shows the calculated variation of the bulk band gap at Γ (solid line) and X (dashed line) for AlInP at 300 K lattice matched to an In$_z$Ga$_{1-z}$As MBL with 0 ≤ $z$ ≤ 12%. Details of the origins of the parameters used in this chapter are given in Appendix A. We calculate that a direct band gap can be achieved for Al$_x$In$_{1-x}$P when lattice matched to In$_z$Ga$_{1-z}$As with $z$ ≥ 11%, with the largest band gap $E_g^\Gamma$ of 2.310 eV at $z$ ≈ 11% (blue arrow). While it may not appear significantly different than the largest direct band gap of AlGaInP lattice matched to GaAs of about 2.284 eV according to our set of material parameters, it can contribute nonetheless to a reduced thermal leakage of electrons by increasing the confinement depth $\Delta E_0$ of electrons. In order to avoid the indirect band gap in AlInP lattice matched to In$_z$Ga$_{1-z}$As with $z$ ≲ 11% and bring it (at least) towards the Γ – X crossover, a fraction of AlP has to be replaced with GaP whose $E_g^\Gamma$ is smaller by ≈ 0.885 eV at 300 K. However, due to an additional interplay between (i) the band gap bowing and (ii) the reduced fraction of InP at lower $z$ to maintain the lattice-matched condition, the band gap at the Γ – X crossover increases overall by about 1 k$_B$T (at 300 K) in our calculations going from $z = 0$ to 11%. We note however that our calculations are likely to be a lower estimate of the increase in energy gap; experimental measurements give an estimated Γ–X crossover at 2.253 eV at 300 K on GaAs [140] and at a maximum value of 2.33 eV on In$_{0.105}$Ga$_{0.895}$As [152]. The direct band gap of AlInP lattice-matched to In$_z$Ga$_{1-z}$As with $z$ ≥ 11% decreases simply due to a replacement of AlP with InP with the $E_g^\Gamma$ decreasing by about 226 meV per 1% In for $z > 11\%$. Since we find that a larger direct band gap for Al(Ga)InP can be only for $z > 0\%$, we exclude from our analysis here heterostructures grown on an MBL, e.g. GaAsP or InGaP, with a lattice constant smaller than GaAs.

We calculate the band gap of the unstrained Al$_x$Ga$_y$In$_{1-x-y}$P alloy using the following quadratic interpolation

$$E_g^{\Gamma,X}(Al_xGa_yIn_{1-x-y}P) = xE_g^{\Gamma,X}(AlP) + yE_g^{\Gamma,X}(GaP) + (1 - x - y)E_g^{\Gamma,X}(InP) - xyC_{AlGaP}^{\Gamma,X} - x(1 - x - y)C_{AlInP}^{\Gamma,X} - y(1 - x - y)C_{GaInP}^{\Gamma,X}, \tag{6.1}$$

where $C_{AlGaP}, C_{AlInP}, C_{GaInP}$ denote the band gap bowing parameters of the corresponding ternary materials$^1$, with the superscripts Γ and X denoting the corresponding valley minimum of the Brillouin zone. For most ternary alloys, the band gap bowing parameters $C$ are positive,

$^1$The interpolation of the band gap of a quaternary alloy may also include an additional term of form $-xy(1 - x - y)C_{AlGaInP}$. We neglect this bowing parameter from our analysis since our values of band gap for AlGaNnP lattice-matched to GaAs compare very favourably with other theoretical and experimental works; this is discussed in more details in Appendix A.
thereby producing a sublinear interpolation of the band gap between the binary components. For AlGaInP specifically, the band gap bowing arises primarily from $C_{\text{GaInP}}$ which is taken here to be 0.66 eV, while the other two are set as zero [125, 153]. Although it is known that $E_g^T$ of GaInP follows a sublinear interpolation between the binary components [154–156], to our knowledge there have been no experimental works on the (direct) band gap of AlGaInP lattice-mismatched with respect to GaAs, therefore we cannot benchmark our chosen value for bowing on the quaternary alloy with arbitrary composition.

Following the discussion above, the electronic and optical properties calculations in this chapter are performed on a set of compressively strained AlInP QW-based heterostructures surrounded by Al(Ga)InP barriers, which are lattice matched to the In$_z$Ga$_{1-z}$As MBL with $z \leq 12\%$. The barrier is chosen to have a thickness of 20 nm on each side of the QW and the composition of the barrier is set to be at the $\Gamma - X$ crossover, to both minimise carrier leakage and maximise electronic transport. We choose to include a QW rather than a QD or QWR in the supercell, in order to simplify our analysis whereby the barrier band structure is not affected by the lattice mismatch of the AlInP QW with respect to the InGaAs MBL$^2$ (cf. chapter 5.2).

The Al$^x$In$_{1-x}$P QW in the supercell is chosen to have a thickness of 8 nm. Depending on the composition of In$_z$Ga$_{1-z}$As MBL, the composition of the QW is slightly adjusted in order to maintain the peak emission at 610 nm, with $x = 25\%$ on GaAs and up to $x = 27.2\%$ at $z = 11\%$, where the barrier band gap is the largest, and $x = 26.7\%$ at $z = 12\%$. The in-plane compressive strain $\epsilon_{xx}$ in the AlInP QW due to being lattice-mismatched to the In$_z$Ga$_{1-z}$As MBL reduces from $\epsilon_{xx} \approx 2.00\%$ on GaAs to $\epsilon_{xx} \approx 1.08\%$ with $z = 11\%$ due to the negligible change in the QW’s lattice constant, thereby reducing the upward (downward) shift in energy of the CB minimum (VB maxima). Excluding the effects of confinement, this minor increase in the fraction of AlP in the AlInP QW, combined with the resulting change in strain, keeps the band gap almost constant at about 2 eV. The calculations of optical properties are performed at 300 K.

The average valence band energy $E_{\text{v}}^{\text{avg}}$ of the Al(Ga)InP alloy, required for the estimation of the band alignment at the QW-barrier interface, is interpolated quadratically using Eq. (6.1), where the bowing parameters $C_{\text{ABC}}$ for $E_{\text{v}}^{\text{avg}}$ are calculated as follows [124]

$$C_{\text{ABC}} = 3 \left[ a_v(AC) - a_v(BC) \right] \frac{a_{AC} - a_{BC}}{a_{\text{MBL}}},$$  \hspace{1cm} (6.2)

where ABC denotes a ternary alloy, e.g. Al$_x$In$_{1-x}$P, $a_v(AC, BC)$ is the hydrostatic deformation potential of the valence band maximum for the corresponding binary compound, with $a_{\text{AC,BC}}$

$^2$Following the results from Chapter 5.3, the inclusion of a QWR (or QD) into the supercell, which may additionally improve the carrier transport, e.g. by reducing the surface recombination due to carrier localisation, is an additional step for optimisation of 610 nm emitters, which is beyond the scope of this work.
and $a_{\text{MBL}}$ corresponding to the lattice constants of the binary material and MBL respectively. Fig. 6.2 shows the resulting calculated band alignment of the AlInP/Al(Ga)InP heterostructures grown on GaAs (left panel) and In$_{0.11}$Ga$_{0.89}$As (right panel). Using our set of parameters we find that by changing the In$_z$Ga$_{1-z}$As MBL composition from GaAs to $z = 11\%$, the valence band offset $\Delta E_v$ of the AlInP/Al(Ga)InP heterostructure, calculated using Eq. (4.1), decreases from 194 to 148 meV when the effects of strain are considered. When looking at the evolution of $E_v^{\text{avg}}$ of the Al$_x$Ga$_y$In$_{1-x-y}$P barrier with $z$ in the In$_z$Ga$_{1-z}$As MBL, we find, surprisingly, that the largest contribution arises from the term $x(1-x-y)C_{\text{AlInP}}$. This can be explained by the fact that (i) $a_v(\text{AlP})$ is almost 2.5 times larger than $a_v(\text{InP})$, and (ii) GaP has the lowest composition fraction, and this effect is more pronounced at $z > 0$ where the fractions of both AlP and InP increase at the expense of GaP. This change in $\Delta E_v$ and the increased $E_g^\Gamma$ of the barrier from 2.284 to 2.310 eV at 300 K mentioned earlier result in a calculated increase in the conduction band offset $\Delta E_c$ by 72 meV. We therefore expect this increase in $\Delta E_c$ to significantly modify the electronic confinement for 610 nm emission, and we quantify its effect on the optical properties in the next section. We also note that the magnitude of the change in $\Delta E_c$ is sensitive to the set of chosen material parameters, and requires additional experimental investigations to be performed on such heterostructures in order to test our predictions.
6.2 Electronic confinement

Having determined the effect of the In$_z$Ga$_{1-z}$As MBL on the conduction band offset $\Delta E_c$ at the AlInP QW – AlGaInP barrier interface, we turn our attention to the consequent change in electron confinement. The left panel of Fig. 6.3 shows the calculated confinement depth $\Delta E_0$ of the ground electron state in our set of AlInP/Al(Ga)InP supercells at 300 K. We find a linear increase in $\Delta E_0$ when growing the AlInP/Al(Ga)InP heterostructure on the In$_z$Ga$_{1-z}$As MBL from 73 meV on GaAs to 130 meV at $z = 11\%$, with an additional increase in the InGaAs MBL lattice constant lowering this value due to a decrease in the barrier band gap (cf. Fig. 6.1). In the previous chapter we assumed that the escape rate of the carriers $1/\tau_{es}$ has the following dependence

$$\frac{1}{\tau_{es}} \propto \exp \left( \frac{E_a}{k_B T} \right),$$

(6.3)

which is caused by the thermal escape of the confined carriers whose confinement depth represents the activation energy. Based on this assumption, we expect that a deeper confinement of the electrons in the QW will suppress their thermal escape into the barrier when the structure is grown on In$_z$Ga$_{1-z}$As with $z \approx 11\%$ compared to GaAs. Assuming that the coefficient $A$ from Eq. (5.4) does not vary with temperature, this change in confinement therefore reduces the thermal escape of electrons by up to a factor of 6 at 300 K by increasing $z$ from 0 to 11%, as shown in the right panel of Fig. 6.3.

In a similar manner, a deeper confinement of electrons reduces their probability to occupy the delocalised X states in the barrier assuming that they obey the Fermi-Dirac distribution. Using Eq. (4.8) and considering only the calculated electron bound states at $\Gamma$ to compute the
electron confinement factor $\eta_e$, we calculate that by growing the structure on the In$_z$Ga$_{1-z}$As MBL $\eta_e$ increases from 47.4% on GaAs to 78.3% when $z = 11\%$ at the areal carrier density $n_{2D} = 1.0 \times 10^{12} \text{ cm}^{-2}$, thereby allowing a much larger fraction of electrons to radiatively recombine with the holes in the QW. Although $\Delta E_0$ decreases for $z \gtrsim 11\%$ (cf. Fig. 6.3), the $\Gamma$ and $X$ valley minima of the AlInP conduction band are no longer degenerate thus providing an additional energy separation between the ground electron state and the delocalised $X$ states in the barrier, and we find $\eta_e \approx 82.4\%$ for $z = 12\%$ at the same $n_{2D}$. This case, however, introduces a trade-off between (i) a shallower electronic confinement and (ii) a larger fraction of electrons occupying the bound states in the QW. We predict that the radiative emission of a 610 nm LED at 300 K or higher temperatures will therefore be maximised in a heterostructure grown on an In$_{0.11}$Ga$_{0.89}$As MBL when the magnitude of $\Delta E_0$ reaches its peak; however additional experimental confirmation is required to test this prediction. We also note that, although the phonon-assisted intervalley transfer of electrons from the QW may reduce the actual activation energy by a few tens of meV (cf. Section 5.3), the incorporation of an In$_z$Ga$_{1-z}$As MBL with $z > 0\%$ can nonetheless facilitate an improved electronic confinement, therefore providing enhanced thermal efficiency and radiative emission at 300 K or higher temperatures.

Another side effect of the distribution of electrons into the barrier $X$ states is the creation of an electrostatic potential across the supercell due to the spatial separation between the electrons in the barrier and the holes in the QW. Here we proceed with the following Schrödinger equation:
where $H_{k \cdot p}$ and $H_e$ are the $k \cdot p$ and strain Hamiltonians respectively, $e$ is the electron charge, and the electrostatic potential $\phi(z)$ is the solution of Poisson’s equation from Eq. (3.82) and is, therefore, calculated self-consistently. Although in our set of supercells this effect is not as significant as in a typical type-II heterostructure with $\Gamma - \Gamma$ carrier confinement, i.e. where the bound $\Gamma$ electrons and holes are localised in separate layers, this effect nevertheless affects the carrier confinement in our structures by pushing both $\Gamma$ electron and hole states downward in energy and, generally, blueshifting the emission when carriers are injected into the heterostructure. Due to a smaller $\eta_e$ at lower compositions $z$ of the In$_z$Ga$_{1-z}$As MBL, this effect is most pronounced in the structure grown on GaAs. Our calculations, however, show that there is a negligible change in the peak emission wavelength when $n_{2D}$ is increased. Our calculations also show that $\eta_e$ increases by approximately 74% when increasing $n_{2D}$ from $1.0 \times 10^{10}$ to $1.0 \times 10^{12}$ cm$^{-2}$ in the heterostructure grown on GaAs. We attribute this to (i) an increasing separation between the ground $\Gamma$ electron states in the QW and the $X$ states in the barrier (and, consequently, $\Delta E_0^3$) due to the electrostatic potential when increasing $n_{2D}$, and (ii) a slightly improved wavefunction confinement ratio $\eta_\psi$, given in Eq. (5.3), for the bound $\Gamma$ electron states. These results suggest that a superlinear dependence of the ground state spontaneous emission rate on $n_{2D}$ will occur, although we note that the leakage rate will also depend on the carrier density. On the other hand, the electrostatic field is strongly diminished in the heterostructure grown on the In$_{0.11}$Ga$_{0.89}$As MBL, therefore we conclude that $\eta_e$ remains relatively constant within the same range of $n_{2D}$, which is a typical behaviour for a type-I active region.

### 6.3 Spontaneous emission and photoluminescence measurements

The effect of a deeper electron confinement on the optical properties of a 610 nm emitter is presented in the left panel in Fig. 6.5, which shows the calculated radiative current density $J_{\text{rad}}$ in our set of structures for a constant injected areal carrier density $n_{2D} = 1.0 \times 10^{12}$ cm$^{-2}$. We find that by growing the structure on an In$_z$Ga$_{1-z}$As MBL, $J_{\text{rad}}$ increases by 63% from 18.7 A cm$^{-2}$ on GaAs to 30.4 A cm$^{-2}$ when $z = 11\%$, due to the aforementioned increase in the fraction of electrons located in the QW. $J_{\text{rad}}$ increases even beyond this lattice constant of the MBL, reaching 32.14 A cm$^{-2}$ at $z = 12\%$, although leakage current may also start to increase again due to the reduction in barrier energy gap at $z \gtrsim 11\%$. These results also suggest that

---

*Because of this electrostatic potential, which is calculated self consistently using Schrödinger’s and Poisson’s equations, (i) the conduction and valence band edges across the supercell are no longer flat, and (ii) the confinement depth $\Delta E_0$ depends on the injected carrier density. Therefore, in order to simplify the estimations of the electron confinement depth $\Delta E_0$, the data presented in Fig. 6.3 is calculated relative to the barrier band edge when the electrostatic potential is neglected, although in reality they may be confined deeper in the QW, with this difference becoming less significant for $z$ approaching 11%.*
the incorporation of an In$_z$Ga$_{1-z}$As MBL enables the reduction of $n_{2D}$ in order to achieve a certain radiative recombination rate, which is shown in the right panel of Fig. 6.5. Here we find that by changing the lattice constant of the In$_z$Ga$_{1-z}$As MBL from the one of GaAs to $z = 11\%$, $n_{2D}$ can be reduced by 23% in order to maintain $J_{\text{rad}} \approx 30 \text{ A cm}^{-2}$. This reduction in $n_{2D}$ could be useful, particularly for the development of power efficient portable devices, where the display has the largest power consumption. Our calculations also show that $n_{2D}$ for any constant value of $J_{\text{rad}}$ starts to saturate when the structure is grown on In$_0.1$Ga$_{0.9}$As and there is minimal difference by having $z = 11\%$ in the In$_z$Ga$_{1-z}$As MBL.

In order to verify our predictions of an improved efficiency in 610 nm emitters by employing an In$_z$Ga$_{1-z}$As MBL, two 5 QW AlGaInP-based samples were grown by the Epitaxy and Physics of Nanostructures group at the Tyndall National Institute. As the efficiency of the emission drops rapidly as it blueshifts towards 610 nm [70], it becomes important here to compare samples with the peak emission wavelength as similar as possible, which will then allow a direct comparison of the drop in emission efficiency with increasing temperature. The first structure was grown on GaAs, with the QWs surrounded by (Al$_{0.6}$Ga$_{0.4}$)$_{0.52}$In$_{0.48}$P (sample A) which has the band gap near the $\Gamma-X$ crossover for an optimised performance of real LED (cf. Section 5.2). The QWs in the second structure were surrounded by (Al$_{0.95}$Ga$_{0.05}$)$_{0.47}$In$_{0.53}$P barriers, which were grown lattice-matched to an In$_{0.06}$Ga$_{0.94}$As MBL (sample B). The microphotoluminescence ($\mu$PL) measurements performed on these samples at 270 K show a nearly identical peak emission wavelength, as shown in the left panel of Fig. 6.6.

The right panel of Fig. 6.6 includes a comparison of the temperature dependent integrated $\mu$PL, with the red and blue lines corresponding to sample A and B respectively. Similar to the QWR-based structures from Chapter 5, the intensity of the emission in sample A (on GaAs) reduces by a factor of 300 when increasing the temperature from 8 to 270 K. By contrast, there is a significantly smaller drop in the efficiency of the emission of sample B (on an InGaAs
Figure 6.6: Measured $\mu$-photoluminescence spectra of at 270 K (left panel), and measured temperature dependent integrated photoluminescence (right panel) of a sample grown on GaAs (sample A, red line) and $\text{In}_{0.06}\text{Ga}_{0.94}\text{As}$ (sample B, blue line); each sample contains 5 QWs.

MBL) with temperature, decreasing only by a factor of 100 over the same range of temperature. Although, using our set of parameters, the barriers in sample B are expected to have an indirect band gap, we conclude that the observed improvement in optical emission efficiency for growth on an $\text{In}_z\text{Ga}_{1-z}\text{As}$ MBL with $z = 6\%$ is highly encouraging.\footnote{The experimental data for sample A on the right panel of Fig. 6.6 (red line) is obtained by averaging the data of multiple $\mu$PL measurements at each temperature.}

There are a few things to note here. Firstly, the aforementioned barrier composition in both samples denote the nominal growth conditions, while in reality they may (slightly) differ. The shallow electronic confinement can be affected by variations in barrier and well composition primarily due to (i) changes in the composition-dependent band gap, and (ii) strain-induced effects on the QW band gap.

Secondly, there is a much larger degree of uncertainty in the composition of the AlGaInP QWs in both samples, since they are much thinner than the barrier layers. The composition of a particular layer is inferred from X-Ray Diffraction (XRD) and PL measurements, where certain assumptions, e.g. lack of relaxation, are made. Nevertheless, the critical factor is the emission wavelength, and it can be seen from Fig. 6.6 that this is nearly identical in the two samples, and possibly even at slightly shorter wavelength in the sample B. Finally, we acknowledge that the comparison of the efficiency of the temperature-dependent integrated $\mu$PL was performed only on two samples, whereas a larger sample size is required for a more accurate description.

6.4 Conclusions

In this chapter we investigated the electronic and optical properties of AlInP/AlGaInP QW-based heterostructures for use as the active region in shorter wavelength red emitters grown on InGaAs Metamorphic Buffer Layers (MBL). Here we consider a series of supercells with a
8 nm compressively strained $\text{Al}_x\text{In}_{1-x}\text{P}$ QW surrounded by 20 nm Al(Ga)InP barriers lattice-matched to an $\text{In}_z\text{Ga}_{1-z}\text{As}$ MBL with $0 \leq z \leq 12\%$, and perform the calculations at 300 K. The composition of the Al(Ga)InP barrier was chosen such as to have the $\Gamma$ and $X$ CB valley minima degenerate, while including minor adjustments to the QW composition to maintain 610 nm peak emission.

We started our analysis in Section 6.1 with the investigation of Al(Ga)InP band structure lattice-matched to an $\text{In}_z\text{Ga}_{1-z}\text{As}$ MBL. Using our set of parameters presented in Appendix A we found that the use of an $\text{In}_z\text{Ga}_{1-z}\text{As}$ MBL allows to (i) increase the direct band gap of the Al(Ga)InP barrier with the largest magnitude corresponding to AlInP lattice-matched to $\text{In}_z\text{Ga}_{1-z}\text{As}$ MBL at $z \approx 11\%$ at 300 K, and (ii) increase the CB offset at the barrier-QW interface at the expense of the VB offset according to model solid theory [124]. A larger CB offset then allows a deeper confinement of electrons in the QW for 610 nm emission, thereby reducing what is known to be the primary loss mechanism in such structures.

In Section 6.2 we present the results of electronic confinement and optical properties calculations performed on a series of supercells. Here we calculate that by employing an $\text{In}_z\text{Ga}_{1-z}\text{As}$ MBL the electron confinement depth can be increased from 73 meV on GaAs to 130 meV having $z = 11\%$. We expect that a deeper electronic confinement will enable the:

(i) suppression of the thermal leakage of the electrons from the QW into the barrier. Our qualitative analysis here suggests that the electron leakage can be reduced by up to a factor of 6 at 300 K (or even more at higher temperatures), assuming that the thermal leakage depends exponentially on the confinement depth;

(ii) reduction of the fraction of electrons thermally distributed into the delocalised X states in the barrier assuming the Fermi-Dirac distribution. Our calculations show that the fraction of electrons occupying the QW increases by about 79\% when the device is grown on $\text{In}_{0.11}\text{Ga}_{0.89}\text{As}$ compared to GaAs. This, therefore, allows a larger fraction of electrons to radiatively recombine with the holes in the QW, and we calculate the radiative current density $J_{\text{rad}}$ to increase by about 63\% by growing the structure on $\text{In}_{0.11}\text{Ga}_{0.89}\text{As}$ compared to GaAs at a constant areal carrier density $n_{\text{2D}} = 1.0 \times 10^{12} \text{cm}^{-2}$;

(iii) reduction of $n_{\text{2D}}$ when increasing $z$ in the $\text{In}_z\text{Ga}_{1-z}\text{As}$ MBL from 0 to 11\% to maintain a constant radiative recombination rate. This improvement is particularly important in the context of portable devices, e.g. smartphones, where the largest power consumption is attributed to the display.

In order to verify our predictions, we turned our attention to microphotoluminescence ($\mu$PL) measurements performed on two 5 QWs samples in Section 6.3, grown on GaAs (sample A) and on an $\text{In}_{0.06}\text{Ga}_{0.94}\text{As}$ MBL (sample B). The temperature-dependent integrated $\mu$PL response of
these structures, which emit at close to identical wavelengths at 270 K, show an improvement by a factor of 3 in the efficiency of the emission for sample B at 270 K.

Finally, we note that the calculated improvements in electronic and optical properties in 610 nm emitters brought about by growth on an InGaAs MBL is sensitive to the chosen set of material parameters. At the same time, the comparison of the $\mu$PL measurements made on only 2 samples is not sufficient to draw a definitive conclusion about the impact of an InGaAs MBL on the efficiency of shorter wavelength red emitters. Based on the preliminary results, we therefore strongly encourage the scientific community to investigate in more detail (i) the band structure of AlGaInP, and (ii) the effect of growth on an InGaAs MBL on the emission efficiency of 610 nm light-emitting diodes.
Chapter 7

Summary, conclusions, and future work

We present our final analysis of the thesis in this chapter. We start with Section 7.1, where we provide a summary of the thesis, and then present and discuss in Section 7.2 potential directions for future research based on the work in this thesis.

7.1 Summary and conclusions

In this thesis we performed theoretical simulation of electronic and optical properties of 1.3 \( \mu \text{m} \) AlInGaAs-based lasers and 610 nm AlGaInP-based LEDs grown on relaxed InGaAs Metamorphic Buffer Layers (MBLs) for optimised emission and improved efficiency compared to devices grown on conventional substrates such as InP and GaAs.

We began in Chapter 2 by presenting the theoretical model to calculate the electronic structure of zinc blende semiconductors and the optical properties of semiconductor photonic devices, such as lasers and light-emitting diodes (LEDs). Here we introduced the well established 8-band \( \mathbf{k} \cdot \mathbf{p} \) model, including the effects of strain, to calculate the electronic structure of zinc blende semiconductors. We then proceeded to the theory of optical properties, where we derived the expression for gain spectrum. Starting with Fermi’s golden rule, which ensures that a transition between a conduction and a valence state is at near-resonance with the energy of the incident photon, we showed that population inversion is necessary for material gain to occur. Here the optical confinement factor \( \Gamma \) was introduced, which describes the fraction of the incident wave “confined” in the active region, typically a few percent in a single QW-based heterostructure. This factor therefore reduces the magnitude of the amplified emission, with the device ultimately producing the modal gain, which, unlike the material gain, is measurable. Finally, the
expression for the spontaneous emission spectrum is derived to complete our theoretical model for device simulation.

In Chapter 3 we presented the semi-analytical plane wave expansion method, which is the computational technique used in this thesis to implement our theoretical model into a set of codes. This method then enables the calculation of the electronic and optical properties of Quantum Well (QW), Quantum Wire (QWR) and Quantum Dot (QD) based heterostructures, using periodic boundary conditions. We applied the method first to the 1-band model, where we showed how the linear Schrödinger equation can be transformed into an eigenvalue problem with the position-dependent effective mass Hamiltonian becoming a square matrix using the Fourier transform approach. This matrix is then diagonalised numerically to calculate the eigenstates in the supercell. Here we introduced the characteristic function of the QW in order to calculate the Fourier expansion of the Hamiltonian matrix elements. In real space, the position-dependent characteristic function equals unity (zero) inside (outside) the QW, and its Fourier transform is the key step required to calculate the electronic structure of a QW (or other nanostructure).

We then applied the method to the 8-band \( k \cdot p \) Hamiltonian, which we directly used to calculate the electronic structure of AlInGaAs- and AlGaInP-based heterostructures in Chapters 4, 5 and 6. The method was applied first for single and multiple QW-based supercells, where we showed that the Fourier expansion of a single-QW Hamiltonian is a simplified case of a multi-QW expansion, for which a linear combination of multiple characteristic functions is used.

We then presented the implementation of the method to calculate the electronic properties of QD- or QWR-based supercells, which are periodic along all three Cartesian coordinate axes. Here we found the plane wave expansion of the \( k \cdot p \) Hamiltonian to be similar to the QW case, and we showed that the former is a special case of the general three-dimensional expansion. Because the strain distribution in a QWR- or QD-based heterostructure is more complex compared to the QW-based case, we presented the analytical expression for the Fourier transform of strain tensor elements in a supercell that contains a QD or QWR. We then provided the analytical solution of Poisson’s equation by evaluating the Fourier transform of the carrier-induced electrostatic potential due to spatial separation of electrons and holes within a supercell. The latter is calculated self-consistently using the Fourier coefficients of the calculated eigenstates directly.

The Fourier transform of the strain tensor and carrier-induced electrostatic potential can be used to (i) estimate their real-space distribution within the supercell, and/or (ii) evaluate the plane wave expansion of the Pikus-Bir Hamiltonian matrix elements and the diagonal terms of the aforementioned electrostatic potential. We next provided analytical expressions to calculate the momentum matrix elements between a conduction and a valence energy level using the calculated Fourier coefficients of the corresponding eigenstates.
The 8-band $k \cdot p$ model and the plane wave expansion method are then used for the remainder of this thesis, where we performed a detailed analysis of the electronic structure and optical properties of (i) 1.3 $\mu$m metamorphic AlInGaAs QW-based lasers for telecom applications in Chapter 4, and (ii) 610 nm AlGaInP QWR- and QW-based LEDs for display applications in Chapters 5 and 6.

The first part of this research was presented in Chapter 4, where we performed a theoretical investigation and optimisation of the properties and performance of GaAs-based 1.3 $\mu$m InGaAs/(Al)InGaAs QW lasers grown on InGaAs MBLs, with the goal to provide detailed guidelines for the design of optimised devices.

We started our analysis by identifying the ranges of strain and QW thickness accessible for 1.3 $\mu$m emission when the heterostructure is grown on an InGaAs MBL. We then calculated the variation of gain and threshold characteristics as a function of strain and QW thickness, and showed that metamorphic 1.3 $\mu$m laser structures offer reduced threshold current density, comparable internal quantum efficiency and enhanced differential gain compared to those calculated previously for optimised InP-based devices. We also considered QWs having quaternary AlInGaAs barriers and showed that the barrier Al composition can be varied to optimise the trade-off between the carrier and optical confinement in such a way as to enhance the laser performance, leading to reduced carrier and current densities at threshold, as well as improved internal quantum efficiency and differential gain, with the effects of quaternary barriers becoming increasingly beneficial with increasing temperature.

Through our analysis we identified that an optimised 1.3 $\mu$m device grown on an In$_{0.2}$Ga$_{0.8}$As MBL should consist of $\approx 3$ QWs, with the InGaAs QWs having compressive strains $2.0\% \lesssim \epsilon_{xx} \lesssim 2.3\%$, corresponding to QW widths $5\,\text{nm} \lesssim d_{\text{QW}} \lesssim 7\,\text{nm}$ (In compositions $49\% \lesssim x \lesssim 54\%$). We further identified that the optimum barrier materials are unstrained Al$_y$In$_{0.2}$Ga$_{0.8-\gamma}$As alloys having Al compositions $6\% \lesssim y \lesssim 15\%$. Finally, by varying the composition of the InGaAs MBL we found that the devices should be grown on virtual substrates having low In composition for improved gain characteristics. Although this is consistent with the expected improvement in device performance in going from InP-based to GaAs-based heterostructures, our analysis indicates that for optimised laser performance the devices should be grown on an In$_{0.2}$Ga$_{0.8}$As MBL.

For the second part of this research, presented in Chapters 5 and 6, we performed a theoretical investigation of electronic and optical properties of AlGaInP-based LEDs for 610 nm emission. We started with Chapter 5, where we investigated the electronic and optical properties of [110]-oriented self-assembled AlGaInP Quantum Wires (QWRs) based heterostructures for 610 nm emission.
The TEM scans performed on QWR-based devices grown at Tyndall National Institute showed the in-plane and vertically periodic organisation of the nanostructures, the electronic and optical properties of which we calculated using the periodic boundary conditions of our model. Using the calculated strain distribution we found that the band structure of the AlInP QWRs is affected the most due to the lattice mismatch with respect to the barrier, leading to a reduced conduction band (CB) offset and reduced electron confinement.

We then performed an analysis of the electronic and optical properties of QWR-based supercells. Here we examined the impact of the barrier thickness \( L_z \) on the radiative recombination in these heterostructures, with our calculations showing that enhanced optical properties can be achieved by separating the QWR layers with a thinner barrier. This is the result of an improved electronic confinement, which then leads to (i) a smaller fraction of electrons occupying the barrier X states, and (ii) an improved ground electron-hole wavefunction overlap.

From the integrated PL measurements we found that thermal leakage of electrons from the QWR into the barrier is the primary cause of the large decrease in efficiency of shorter wavelength emitters. Our calculations also showed that the QWRs, due to being elongated along the [110] direction, can be used to create emitters with a strong degree of linear polarisation. We calculated the radiative emission to be polarised nearly 100% along the QWR axis when the QWRs are surrounded by thin barrier layers \( (L_z \approx 3 \text{ nm}) \), in good agreement with experimental measurements. This then makes such heterostructures attractive for display applications, where, to date, filters are typically employed to achieve polarised emission.

Finally, electroluminescence measurements of QWR-based LED devices under hydrostatic pressure performed at University of Surrey, UK confirmed the direct band gap nature of the radiative recombination, while also providing evidence that \( \Gamma - X \) leakage is indeed the dominant loss mechanism in the active region at room temperature.

Overall, these results confirm the significant thermal leakage of electrons from the active region due to a shallow electron confinement. These results serve as a precursor to the following chapter, where we investigate the possibility of improving electron confinement for improved efficiency of 610 nm devices, by employing lattice-mismatched InGaAs MBLs.

Finally, we investigated in Chapter 6 the possibility of using AlInP/AlGaInP QW-based heterostructures grown on InGaAs MBLs as the active region for 610 nm LEDs. We started our analysis with an investigation of the band structure of Al(Ga)InP lattice-matched to an In\(_{z}\)Ga\(_{1-z}\)As MBL. We calculated that the use of an In\(_{z}\)Ga\(_{1-z}\)As MBL brings about (i) an increased direct band gap of the Al(Ga)InP barrier, with the largest value at 300 K found for AlInP lattice-matched to an In\(_{z}\)Ga\(_{1-z}\)As MBL at \( z \approx 11\% \), and (ii) an increased CB offset at the barrier-QW interface at the expense of the VB offset according to model solid theory. A larger CB offset then allows better confinement of electrons in the QW for 610 nm emission,
thereby reducing what was confirmed in the previous chapter as the primary loss mechanism in such devices.

We then performed calculations on a series of supercells to investigate the electronic and optical properties of these heterostructures. Our calculations showed that the electron confinement can be strongly improved by growing the heterostructure on an InGaAs MBL, thereby reducing the thermal leakage of electrons from the QW into the barrier. In a similar manner, the enhanced electron confinement is expected to reduce the fraction of thermally distributed electrons in the X bands in the barrier, thereby improving the radiative recombination rate at fixed carrier density for 610 nm emission. In order to test our predictions, microphotoluminescence ($\mu$PL) measurements were performed on two 5 QWs structures, grown on GaAs and on an In$_{0.06}$Ga$_{0.94}$As MBL. The preliminary temperature-dependent integrated $\mu$PL measurements performed on these devices, which emit at close to identical wavelength at 270 K, show an improvement by a factor of 3 in the efficiency of the emission at 270 K.

We note that the calculated scale of improvements in the electronic and optical properties of 610 nm emitters brought about by incorporating an InGaAs MBL are sensitive to the chosen set of material parameters. Also, we cannot make a definitive conclusion about the impact of an InGaAs MBL on the efficiency of shorter wavelength red emitters given the small sample size on which the $\mu$PL measurements were performed. Based on the preliminary results, we therefore strongly encourage the scientific community to investigate in more detail (i) the band structure of AlGaInP, and (ii) the effect of growth on an InGaAs MBL on the emission efficiency of 610 nm LEDs.

Overall, our theoretical analysis has identified important trends in the performance of GaAs-based metamorphic QW lasers and LEDs, has provided design parameters for optimised emission of the heterostructures, and has confirmed the promise of these novel heterostructures for the development of high performance GaAs-based 1.3 $\mu$m lasers and 610 nm LEDs.

### 7.2 Future work

Here we present some possible directions towards which research presented in this thesis can be extended.

For our analysis of electronic and optical properties of metamorphic lasers in Chapter 4 we considered an Al$_x$Ga$_{0.8-x}$In$_{0.2}$As cladding layer with $x = 40\%$. A possible way to further optimise metamorphic lasers for 1.3 $\mu$m emission is to incorporate a larger fraction of Al $x$ for a larger band gap. We estimate that a direct band gap Al$_x$Ga$_{0.8-x}$In$_{0.2}$As epilayer can be grown with $x$ up to about 62$, with the increased band gap allowing an improved carrier confinement. This, in combination with an improved refractive index contrast for a superior
optical confinement, is expected to further improve the threshold and gain characteristics of 1.3 μm metamorphic lasers.

In Chapter 6 our analysis was restricted to the calculation of the electronic and optical properties of QW-based supercells. The lattice mismatch between the QW and the MBL produces a linear strain profile across the supercell, thereby simplifying the analysis of the electronic confinement. It is however expected that metamorphic 610 nm emitters could also benefit from the incorporation of self-assembled QWRs, which would produce a polarised emission (cf. Chapter 5). Also, in our previous work in Ref. [143], the electrical measurements showed that incorporation of self-assembled QWRs in the active region instead of QW(s) can further reduce the current leakage, whereby a higher degree of spatial confinement in the growth plane reduces the diffusion of carriers towards the surface of the device.

In addition, the results of our calculations in Chapter 6 are a motivation to create efficient 610 nm lasers. It is known that the significant current leakage due to the weak electron confinement has been a limiting factor on the threshold characteristics of shorter wavelength red lasers. A threshold current density $J_{th}$ of 5.9 kA cm$^{-2}$ for a 610 nm $p-n$ junction based laser was reported originally by Nuese et al. in 1972 [157]. The work by Bour et al. reported a reduced $J_{th}$ to 2.4 kA cm$^{-2}$ for a single QW-based 614 nm laser in 1994, although with a very low characteristic temperature $T_0$ of 22 K between 3 and 30° C, so that the device cannot operate in continuous-wave mode at room temperature [70]. Other attempts have also been made to create a semiconductor laser for red-orange emission, including conversion of a 1220–1240 nm dilute nitride GaInNAs QW-based laser into 610–620 nm using nonlinear crystal waveguides [158, 159]. Therefore, metamorphic substrates become a more attractive option since it is expected to improve the device efficiency without the incorporation of additional layers into the heterostructure, thereby simplifying the laser design.

However, as we mentioned the results presented in Chapter 6 are sensitive to the choice of material parameters. As we discuss in Appendix A, we find that the literature currently lacks a consistent set of material parameters for III-P compounds. While some theoretical and experimental analysis has been performed on the band structure of AlGaInP lattice-matched to GaAs, which is the conventional substrate for red emitting devices, to our knowledge the research focused on the bandstructure of III-P alloys with a different lattice constant is very limited. Given the intrinsically weak electronic confinement in blueshifted red LEDs, as well as our predictions of improved optoelectronic performance for these devices by using an InGaAs MBL, there is an opportunity to investigate in more detail the bandstructure of AlGaInP alloys for efficient 610 nm (or shorter wavelength) emission.
Appendix A

Material parameters for k·p calculations

In this appendix we present the material parameters used in the calculations of electronic and optical properties of AlGaInAs QW based lasers in Chapter 4 and AlGaInP-based LEDs in Chapters 5 and 6. In Section A.1 we discuss the chosen material parameters for III-P binaries. Unlike the III-As compounds, the material parameters of which are well defined in the literature and have a relatively low degree of uncertainty, it appears that the literature lacks a consistent set of parameters for the III-P binaries. In particular, the main uncertainties are related with the direct and indirect band gap, as well as certain deformation potentials.

This leads to uncertainty regarding the material parameters for (Al)GaInP ternary (quaternary) layers grown on InGaAs MBLs. Parameters have been extracted from strained GaInP layers grown on GaAs, and from lattice-matched AlGaInP layers on GaAs, as well as limited data for lattice-matched AlInP layers on InGaAs MBLs. We use these results to benchmark the parameters that we present for AlGaInP grown on InGaAs MBL layers.
Table A.1: Material parameters for III-As and III-P compounds used in k·p calculations. Since we do not consider the X valley in the electronic and optical properties calculations of AlGaInAs-based lasers, certain parameters like electron effective masses or deformation potentials are omitted. The parameters presented include (i) Γ and X energy gaps at 0 K, spin-orbit splitting energy, and average energy of the three highest valence states relative to vacuum; (ii) parameters for temperature dependence of Γ and X energy gaps; (iii) parameters for k·p model, and Γ and X effective masses; (iv) lattice constant and elastic constants; (v) deformation potentials, and (vi) bowing parameters for Γ and X band gap, and spin-orbit splitting energy. The parameters for III-As compounds are taken from Refs. [103, 125, 132], and we discuss the sources of parameters for III-P compounds in Section A.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>AlAs</th>
<th>GaAs</th>
<th>InAs</th>
<th>AlP</th>
<th>GaP</th>
<th>InP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_\Gamma^g$ at 0 K (eV)</td>
<td>3.051</td>
<td>1.517</td>
<td>0.424</td>
<td>3.680</td>
<td>2.826</td>
<td>1.4539</td>
</tr>
<tr>
<td>$E_\Delta$ at 0 K (eV)</td>
<td>2.229</td>
<td>1.980</td>
<td>1.433</td>
<td>2.510</td>
<td>2.350</td>
<td>2.300</td>
</tr>
<tr>
<td>$\Delta SO$ (eV)</td>
<td>0.280</td>
<td>0.340</td>
<td>0.380</td>
<td>0.070</td>
<td>0.080</td>
<td>0.108</td>
</tr>
<tr>
<td>$E_{avg}$ (eV)</td>
<td>-7.38</td>
<td>-6.84</td>
<td>-6.68</td>
<td>-8.00</td>
<td>-7.47</td>
<td>-7.04</td>
</tr>
<tr>
<td>$\alpha_\Gamma$ (meV K$^{-1}$)</td>
<td>0.67</td>
<td>0.5408</td>
<td>0.406</td>
<td>0.5771</td>
<td>0.1081$^1$</td>
<td>0.0359$^2$</td>
</tr>
<tr>
<td>$\beta_\Gamma$ (K)</td>
<td>300</td>
<td>204</td>
<td>271</td>
<td>372</td>
<td>164$^1$</td>
<td>209$^2$</td>
</tr>
<tr>
<td>$\alpha_\Xi$ (meV K$^{-1}$)</td>
<td>0.7</td>
<td>0.46</td>
<td>0.276</td>
<td>0.5771</td>
<td>0.62</td>
<td>0.5771</td>
</tr>
<tr>
<td>$\beta_\Xi$ (K)</td>
<td>530</td>
<td>204</td>
<td>93</td>
<td>372</td>
<td>460</td>
<td>372</td>
</tr>
<tr>
<td>$E_P$ (eV)</td>
<td>21.1</td>
<td>28.8</td>
<td>21.5</td>
<td>16.807</td>
<td>17.496</td>
<td>14.314</td>
</tr>
<tr>
<td>$\gamma_1^L$</td>
<td>3.760</td>
<td>6.980</td>
<td>20.0</td>
<td>3.750</td>
<td>6.517</td>
<td>6.28</td>
</tr>
<tr>
<td>$\gamma_2^L$</td>
<td>0.820</td>
<td>2.060</td>
<td>8.50</td>
<td>0.893</td>
<td>1.872</td>
<td>2.08</td>
</tr>
<tr>
<td>$\gamma_3^L$</td>
<td>1.420</td>
<td>2.930</td>
<td>9.20</td>
<td>1.494</td>
<td>2.672</td>
<td>2.76</td>
</tr>
<tr>
<td>$m_\Gamma^e$ (m$_0$)</td>
<td>0.1350</td>
<td>0.0665</td>
<td>0.0223</td>
<td>0.170</td>
<td>0.0925</td>
<td>0.0808</td>
</tr>
<tr>
<td>$m_\Xi^e$ (m$_0$)</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>2.68</td>
<td>2.0</td>
<td>1.38</td>
</tr>
<tr>
<td>$m_\Xi^e$ (m$_0$)</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>0.155</td>
<td>0.253</td>
<td>0.278</td>
</tr>
<tr>
<td>$a_0$ (Å)</td>
<td>5.6600</td>
<td>5.6533</td>
<td>6.0580</td>
<td>5.4672</td>
<td>5.4505</td>
<td>5.8697</td>
</tr>
<tr>
<td>$C_{11}$ (GPa)</td>
<td>125.0</td>
<td>118.0</td>
<td>83.0</td>
<td>133.0</td>
<td>140.5</td>
<td>102.0</td>
</tr>
<tr>
<td>$C_{12}$ (GPa)</td>
<td>53.0</td>
<td>53.8</td>
<td>48.0</td>
<td>63.0</td>
<td>62.03</td>
<td>57.6</td>
</tr>
<tr>
<td>$C_{44}$ (GPa)</td>
<td>57.0</td>
<td>59.4</td>
<td>39.6</td>
<td>61.5</td>
<td>70.33</td>
<td>46.0</td>
</tr>
<tr>
<td>$a_c$ (eV)</td>
<td>-5.64</td>
<td>-8.06</td>
<td>-5.88</td>
<td>-5.86</td>
<td>-8.57</td>
<td>-5.71</td>
</tr>
<tr>
<td>$a_v$ (eV)</td>
<td>2.47</td>
<td>1.16</td>
<td>1.00</td>
<td>3.15</td>
<td>1.70</td>
<td>1.27</td>
</tr>
<tr>
<td>$b$ (eV)</td>
<td>-1.50</td>
<td>-1.70</td>
<td>-1.80</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.60</td>
</tr>
<tr>
<td>$d$ (eV)</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>-4.60</td>
<td>-4.60</td>
<td>-5.00</td>
</tr>
<tr>
<td>$\Xi_h$ (eV)</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>1.81</td>
<td>2.70</td>
<td>1.85</td>
</tr>
<tr>
<td>$\Xi_{ax}$ (eV)</td>
<td>——</td>
<td>——</td>
<td>——</td>
<td>6.75</td>
<td>6.30</td>
<td>3.30</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>AlGaAs</th>
<th>AllInAs</th>
<th>GaInAs</th>
<th>AlGaP</th>
<th>AllInP</th>
<th>GaInP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_T$ (eV)</td>
<td>0.370</td>
<td>0.750</td>
<td>0.450</td>
<td>0.000</td>
<td>0.000</td>
<td>0.660</td>
</tr>
<tr>
<td>$C_X$ (eV)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>-0.130</td>
<td>0.000</td>
<td>0.220</td>
</tr>
<tr>
<td>$C_\Delta$ (eV)</td>
<td>0.000</td>
<td>0.150</td>
<td>0.0289</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

$^1E_\Delta^g$ calculated using Ref. [160]
$^2E_\Delta$ calculated using Ref. [161]
A.1 Review of the material parameters for III-P compounds

In our calculations the direct (indirect) band gap of AlP and InP at 300 K are taken to be 3.602 and 1.346 eV (2.432 and 2.222 eV) respectively. These values are in a very good agreement with the measurements performed by Onton et al. [153]. Similarly to Si, GaP is an indirect gap material with the conduction band minimum located near the X point of the Brillouin zone [162]. For our calculations we assume a direct and indirect band gap of GaP at 300 K to be 2.717 and 2.276 eV respectively, with the latter being in a good agreement with Ref. [163]. We find that the reported values of Γ and X band gaps for GaP (c.f. Refs. [155, 163–165]) are more inconsistent compared to InP and AlP. Consequently, our values were adjusted to fit the more recently reported experimentally measured band gaps for GaInP lattice-matched to GaAs from Refs. [140, 166], which also require a bowing parameter and is discussed below.

Except for the direct band gap of InP and GaP, the temperature dependence of the band gaps of the binary materials were calculated using the Varshni relation. The literature data suggests that different equations can be used to better reproduce the direct energy gap of InP [161] and GaP [160]. Another important aspect is that the band gap in the X valley decreases slower compared to the Γ minimum. For example, in the work by Beaton et al. [152] it was shown that by increasing the temperature from 8 to 300 K, the direct-to-indirect band gap crossover in the Al_{x}In_{1−x}P alloy shifts from \( x \approx 40.5 \pm 0.2 \% \) to \( x \approx 43.2 \pm 0.2 \% \). A similar behaviour was found for GaP, where the difference between the band gap in Γ and X valleys decreased from 0.555 eV at 8 K to 0.538 eV at 300K [164].

Typically the band gap of a ternary alloy follows a quadratic fit and is interpolated with the relation:

\[
E_g (A_xB_{1−x}C) = x \cdot E_g (AC) + (1 − x) \cdot E_g (BC) − x \cdot (1 − x) \cdot C_{ABC} \tag{A.1}
\]

where \( C_{ABC} \) is the band gap bowing parameter. The work by Onton et al. [153] however shows that the band gap of an AlInP alloy can be interpolated linearly between the binary extremes, thus we do not include band gap bowing for this alloy in our calculations. Using the parameters in [153] we find that the direct-to-indirect band gap crossover in Al_{x}In_{1−x}P alloys at 300K occurs at \( x \approx 42.7 \% \) with the energy gap at 2.310 eV. The experimental work by Beaton et al. [152] shows the direct-to-indirect band gap crossover occurring at 300 K for \( x \approx 43.3 \pm 0.2 \% \) with the measured band gap at 2.330 ± 0.005 eV, while the cathodoluminescence measurements performed by Onton et al. [153] determine the crossover to be at \( x \approx 44 \% \) with a 2.33 eV band gap. While the difference between our theoretical estimations and the experimental values has a small magnitude, a 20 meV change in the band gap could impact the external quantum efficiency of 610 nm emitters by affecting the intrinsically weak electronic confinement and barrier
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to electron leakage. We note however that the theoretical barrier energy gap is smaller than the experimental one, so that our results therefore provide a conservative estimate of the effect of growth on a MBL.

Unlike the AlInP alloy, multiple reports [154, 156] show that a non-zero bowing parameter is required to fit the composition dependent bandgap in GaInP for both Γ and X valleys. In our calculations we use $C_{\text{GaInP}}$ to be 0.66 (0.22) eV for the direct (indirect) band gap in order to reproduce the experimentally measured band gap of (i) the Ga$_x$In$_{1-x}$P alloy across the entire composition range from Ref. [154], and (ii) Ga$_{0.5}$In$_{0.5}$P from Refs. [140, 166]. We find that there has been very limited investigation of the electronic structure of AlGaP alloys, and these suggest that the alloy does not require a bowing parameter in order to interpolate the band gap [125].

Having established a set of parameters that can provide a good description of the band gaps of AlGaInP alloys with lattice constants close to that of GaAs, we now turn our attention to the band alignment. This will help us determine the magnitude of the band offsets in order to estimate the electron confinement depth using our 8-band k·p model. In our calculations we calculate the valence band offset $\Delta E_v$ using model solid theory [124]. This and the calculated Γ and X band gaps for our heterostructures allow us to calculate the conduction band offset $\Delta E_c$. The maximum of the valence band, $E_v$, is calculated using the position of the average valence band, $E_{\text{avg}}^v$, and the spin-orbit splitting, $\Delta_{\text{so}}$, as follows:

$$E_v = E_{\text{avg}}^v + \frac{1}{3} \Delta_{\text{so}}$$  \hspace{1cm} (A.2)

Several values for the average valence band energy, $E_{\text{avg}}^v$, determined from model solid theory, can be found in the literature. The original work by Van de Walle [124] estimates $E_{\text{avg}}^v$ to be -8.09, -7.40 and -7.04 eV for AlP, GaP and InP respectively. The work by Qteish and Needs [126] suggests slightly different values for the III-P binaries (-8.00, -7.26 and -6.81 eV for AlP, GaP and InP respectively). In our calculations we take $E_{\text{avg}}^v$ for AlP, GaP and InP to be -8.00, -7.47 and -7.04 eV respectively, based on the theoretical work by Krijn [125]. The values for $\Delta_{\text{so}}$ used in our calculations are 0.07, 0.08 and 0.108 eV for AlP, GaP and InP respectively, and are typical values used in the literature [103]. Using our set of parameters we find a very good agreement between our estimated $\Delta E_v$ for AlP/GaP/InP interfaces and the theoretical predictions by Li et al. [127]. We also find that the calculated $\Delta E_v$ and $\Delta E_c$ for GaInP/AlGaInP heterostructures lattice matched to GaAs in our model are in good agreement with the work by Zhang et al. [167], with the $\Delta E_c/\Delta E_v$ ratio being within the range of measured values [168, 169].

Because of an inconsistent set of deformation potentials available in the literature for III-P compounds, we limit the choice of compositions for AlGaInP-based heterostructures by using
lattice-matched barriers. Nevertheless deformation potentials are required for our calculations to include the effect of compressive strain on the band structure of AlInP QW- and QWR-based supercells. In our calculations we assume the conduction band deformation potentials $a_c$ for AlP, GaP, and InP to be -5.86, -8.57 and -5.71 eV respectively, and are taken from Wei’s work [170]. The values for valence band deformation potential $a_v$, which is responsible for the strain-induced shift of the average valence band energy, are taken from Qteish’s work [126] and are in agreement with other reported values [103]. Overall, we estimate the direct band gap deformation potential $a^\Gamma = a_c - a_v$ in our calculations to be -9.01, -10.27 and -6.98 eV for AlP, GaP and InP respectively. Earlier experimental measurements suggest $a^\Gamma$ for GaP to be -9.9±0.3 eV [171] and -9.9 eV±10% [165], assuming in the latter a bulk modulus of 90 GPa. For InP however a broader range of $a^\Gamma$ can be found, with values such as -6.35±0.05 [172], -6.07±0.06 [173], -6.4 [174] and -8.0±0.4 eV [175] for InP. We find this range surprising given the direct band gap nature of this compound. Using the bulk modulus of GaAs, which is estimated to be about 6% larger than the one for InP, Kobayashi et al. evaluate $a^\Gamma$ to be -6.7 eV for InP [176]. The experimental work by Ernst et al. [177] estimates the $\Gamma - X$ valley crossover in undoped InP to occur at 11.2±0.4 GPa at low temperatures, which translates into approximately 3.7% lattice compression, however the authors did not provide the magnitude of the band gap at this crossover. Using our values for $a^\Gamma$ and the hydrostatic deformation potential for the X valley $a^X = \Xi_h - a_v$ of 0.58 eV, where $\Xi_h$ is the hydrostatic deformation potential for the X valley minimum, we find that this crossover occurs at 2.234 eV with a 3.9% lattice compression at 4 K. To our knowledge there are no experimental investigations of $a^\Gamma$ for AlP, with the theoretical works estimating it to be -9.52 [170], -8.7 eV [124].

In our calculations the values considered for the shear deformation potential $b$, which determines the splitting of heavy- and light-hole bands, are taken from Vurgaftman’s work [103] and are typical values derived from theoretical and experimental estimations. In order to investigate the effects of strain on the X minimum, the hydrostatic and axial deformation potentials ($\Xi_h$ and $\Xi_{ax}$ respectively) for the conduction band minima are included in our one-band model of the indirect band gap. We find that there is limited research on these deformation potentials in the literature, and our values are taken from Adachi [178].

Overall we note that the literature currently lacks a consistent set of material parameters for III-P compounds. Given the intrinsically weak electronic confinement in blueshifted red LEDs, as well as our predictions of improved optoelectronic performance in these devices by using an InGaAs MBL, we strongly encourage the scientific community to investigate the bandstructure of AlGaInP alloys in more details.
Appendix B

Second order perturbation theory

Here we provide the derivation of the second order perturbation theory, and we follow the method used by O’Reilly [88].

For the second order perturbation theory we estimate how the \( n \)th wavefunction changes under the \( \mathbf{k} \cdot \mathbf{p} \) Hamiltonian \( \hat{H}' \), which will help us find an additional change in the energy bands \( E_n \).

Since we use the perturbation theory for a narrow range of wave vectors \( \mathbf{k} \) close to the reference \( \mathbf{k}_0 \), the effect of the perturbed Hamiltonian \( \hat{H}' \) in (2.7) is much smaller compared to \( \hat{H}_0 \) in (2.2). Therefore the total Hamiltonian \( \hat{H} \) can be expressed as a power series using a parameter \( \lambda \), such as \( \hat{H} = \hat{H}_0 + \lambda \hat{H}' \) and \( 0 \leq \lambda \leq 1 \). In order to estimate the second order correction to the non-degenerate energy bands \( E_n \) we require the first order correction of the wavefunction \( \psi_n \) such as

\[
\psi_n(\mathbf{r}) = \psi_n^{(0)}(\mathbf{r}) + \lambda \psi_n^{(1)}(\mathbf{r}), \quad \text{ (B.1a)}
\]

\[
E_n = E_n^{(0)} + \lambda E_n^{(1)} + \lambda^2 E_n^{(2)}. \quad \text{ (B.1b)}
\]

Substituting the expanded Hamiltonian \( \hat{H} \) and Eqs. (B.1a) into the Schrödinger equation (2.1) yields

\[
\left( \hat{H}_0 + \lambda \hat{H}' \right) \left( \psi_n^{(0)}(\mathbf{r}) + \lambda \psi_n^{(1)}(\mathbf{r}) \right) = \left( E_n^{(0)} + \lambda E_n^{(1)} + \lambda^2 E_n^{(2)} \right) \left( \psi_n^{(0)}(\mathbf{r}) + \lambda \psi_n^{(1)}(\mathbf{r}) \right). \quad \text{ (B.2)}
\]
Here we assume that the equation is true for all values of $\lambda$. Therefore, the polynomials on both sides will be equal only if the coefficients next to parameter $\lambda$ at the same power will be identical, i.e.

$$\hat{H}_0 \psi_n^{(0)}(r) = E_n^{(0)} \psi_n^{(0)}(r)$$  \hspace{1cm} (B.3a)

$$\hat{H}' \psi_n^{(1)}(r) + \hat{H}_0 \psi_n^{(1)}(r) = E_n^{(0)} \psi_n^{(1)}(r) + E_n^{(1)} \psi_n^{(0)}(r)$$  \hspace{1cm} (B.3b)

$$\hat{H}' \psi_n^{(1)}(r) = E_n^{(2)} \psi_n^{(0)}(r) + E_n^{(1)} \psi_n^{(1)}(r).$$  \hspace{1cm} (B.3c)

The first equation here is simply the unperturbed Schrödinger equation (2.1), while the second can be used to estimate the first order energy $E_n^{(1)}$ and wavefunction $\psi_n^{(1)}(r)$ corrections. The results can then be substituted into the third equation to determine the second order correction for the energy $E_n^{(2)}$.

A change in the wavefunction $\psi_n^{(0)}(r)$ due to the perturbed Hamiltonian $\hat{H}'$ can be regarded as mixing between the other states $\psi_m^{(0)}$ with $m \neq n$, in which case the first order correction to the $n$th wavefunction can be written as a linear combination of individual fractional contribution of the other states, i.e.

$$\psi_n^{(1)}(r) = \sum_{m \neq n} a_{nm} \psi_m^{(0)}(r),$$  \hspace{1cm} (B.4)

where $a_{nm}$ is the fractional contribution of the $m$th state to the $n$th wavefunction. Substituting Eq. (B.4) into (B.3b) we obtain

$$\sum_{m \neq n} \left( \hat{H}_0 - E_n^{(0)} \right) a_{nm} \psi_m^{(0)}(r) = \left( E_n^{(1)} - \hat{H}' \right) \psi_n^{(0)}(r),$$  \hspace{1cm} (B.5)

which, using Eq. (B.3a), becomes

$$\sum_{m \neq n} a_{nm} \left( E_m^{(0)} - E_n^{(0)} \right) \psi_m^{(0)}(r) = \left( E_n^{(1)} - \hat{H}' \right) \psi_n^{(0)}(r).$$  \hspace{1cm} (B.6)

Multiplying both sides of the equation here by $\left( \psi_n^{(0)} \right)^\ast$ and integrating over the the unit cell space yields

$$\sum_{m \neq n} a_{nm} \left( E_m^{(0)} - E_n^{(0)} \right) \langle \psi_n^{(0)} | \psi_m^{(0)} \rangle = \langle \psi_n^{(0)} | E_n^{(1)} - \hat{H}' \psi_n^{(0)} \rangle.$$  \hspace{1cm} (B.7)
Due to the orthonormality of the wavefunction, i.e. \( \langle \psi_n | \psi_m \rangle = \delta_{nm} \), where \( \delta_{nm} \) is the Kronecker delta, the left-hand side of the Eq. (B.7) is equal to 0. Thus we obtain the first order correction \( E_n^{(1)} \) of the \( n \)th energy state

\[
E_n^{(1)} = \langle \psi_n^0 | \hat{H}' | \psi_n^0 \rangle ,
\]

(B.8)

which we have also shown in Eq. (2.11). We now multiply both sides of Eq. (B.6) by \( (\psi_n^0)^* \) to obtain

\[
\sum_{m \neq n} a_{nm} \left( E_m^{(0)} - E_n^{(0)} \right) \langle \psi_n^0 | \psi_m^0 \rangle = \langle \psi_n^0 | E_n^{(1)} - \hat{H}' | \psi_n^0 \rangle .
\]

(B.9)

where, due to the wavefunction orthonormality, only one term in the sum of the left-hand side is non-zero, and rearrange to find the coefficients \( a \)

\[
a_{nn'} = \frac{\langle \psi_n^0 | \hat{H}' | \psi_n^0 \rangle}{E_n^{(0)} - E_{n'}^{(0)}} .
\]

(B.10)

Substituting Eq. (B.10) into (B.4) we find the first order correction \( \psi_n^{(1)} \) to the wavefunction

\[
\psi_n^{(1)}(r) = \sum_{m \neq n} \frac{\langle \psi_n^0 | \hat{H}' | \psi_m^0 \rangle}{E_n^{(0)} - E_m^{(0)}} \psi_m^0 .
\]

(B.11)

In order to find the second order correction \( E_n^{(2)} \) to the energy state we substitute the first order expansion of the wavefunction (B.4) into (B.3c)

\[
E_n^{(2)} \psi_n^{(0)}(r) = \sum_{m \neq n} a_{nm} \left( \hat{H}' - E_n^{(1)} \right) \psi_m^{(0)}(r) ,
\]

(B.12)

multiply both sides by \( (\psi_n^0)^* \), integrate over the unit cell volume, and, taking the wavefunction orthonormality into account, we find

\[
E_n^{(2)} = \sum_{m \neq n} a_{nm} \langle \psi_n^0 | \hat{H}' | \psi_m^0 \rangle = \sum_{m \neq n} \frac{\langle \psi_n^0 | \hat{H}' | \psi_m^0 \rangle}{E_n^{(0)} - E_m^{(0)}} \langle \psi_n^0 | \hat{H}' | \psi_m^0 \rangle
\]

(B.13)

Plugging Eqs. (B.8) and (B.13) into (B.1b) yields
Second order perturbation theory

\[ E_n = E_n^{(0)} + \langle \psi_n^{(0)} | \hat{H}' | \psi_n^{(0)} \rangle + \sum_{m \neq n} \frac{\langle \psi_n^{(0)} | \hat{H}' | \psi_m^{(0)} \rangle^2}{E_n^{(0)} - E_m^{(0)}} \]

\[ = E_n^{(0)} + \hat{H}_n' + \sum_{m \neq n} \frac{|\hat{H}'_{nm}|^2}{E_n^{(0)} - E_m^{(0)}}, \]  

(B.14)

and using the \( k \cdot p \) Hamiltonian from Eq. (2.7) the energy dispersion with the second order correction becomes

\[ E_n(k) = E_n(k_0) + \frac{\hbar^2}{2m_0} |k - k_0|^2 + \frac{\hbar}{m_0} (k - k_0) \cdot \mathbf{p}_{nn} + \frac{\hbar^2}{m_0^2} \sum_{m \neq n} \frac{|(k - k_0) \cdot \mathbf{p}_{nm}|^2}{E_n^{(0)}(k_0) - E_m^{(0)}(k_0)} \]

(B.15)

with the Hamiltonian matrix element \( \hat{H}_{nm} \)

\[ \hat{H}_{nm}(k) = E_n(k_0) \delta_{nm} + \hat{H}'_{nm}(k) + \sum_{l \in A \neq n} \frac{\hat{H}'_{nl}(k) \hat{H}'_{lm}(k)}{E_n^{(0)}(k_0) - E_l^{(0)}(k_0)} \],

(B.16)

where \( \delta_{nm} \) is the Kronecker delta. The term under summation in Eq. (B.15) represents the perturbation on a particular band \( E_n \) from the nearby bands \( E_m \) that are located relatively close in energy. According to Löwdin’s renormalisation method [96] these energy states correspond to class A, which is specified in the sum in Eq. (B.16). He also introduces the class B states which denote the remote energy states, which have a much weaker interaction with the class A states compared to the interaction between the class A states themselves. By adding the perturbation of class B remote states into the Hamiltonian it becomes:

\[ \hat{H}_{nm}(k) = E_n(k_0) \delta_{nm} + \hat{H}'_{nm}(k) + \sum_{l \in A \neq n} \frac{\hat{H}'_{nl}(k) \hat{H}'_{lm}(k)}{E_n^{(0)}(k_0) - E_l^{(0)}(k_0)} + \sum_{l \in B} \frac{\hat{H}'_{nl}(k) \hat{H}'_{lm}(k)}{E_A^{(0)}(k_0) - E_l^{(0)}(k_0)}. \]

(B.17)
Appendix C

Fermi’s golden rule

Here we provide the derivation of Fermi’s golden rule, and we start by considering the time-dependent Schrödinger equation

\[ \hat{H}\psi_p(r, t) = i\hbar \frac{\partial}{\partial t} \psi_p(r, t) \]  

(C.1)

where the Hamiltonian \( \hat{H} \) consists of the unperturbed and time-dependent perturbation, \( \hat{H}_0 \) and \( \hat{H}' \) respectively:

\[ \hat{H} = \hat{H}_0 + \hat{H}'(r, t). \]  

(C.2)

Similarly to the perturbation theory in section 2.2, we assume a known wavefunction \( \psi_{m0} \) for the unperturbed Hamiltonian \( \hat{H}_0 \), and can be written as

\[ \psi_m(r, t) = \psi_{m0}(r)e^{-iE_m t/\hbar}. \]  

(C.3)

The Hamiltonian \( \hat{H}' \) is assumed to have the form:

\[ \hat{H}'(r, t) = \begin{cases} \hat{H}'(r)e^{-i\omega t} + \hat{H}'^*(r)e^{i\omega t}, & t \geq 0 \\ 0, & t < 0 \end{cases} \]  

(C.4)

where the * superscript in \( \hat{H}'^* \) denotes the Hermitian conjugate and the perturbation Hamiltonian \( \hat{H}'(r, t) \) appears due to the interaction between the electron and the incident electromagnetic wave with angular frequency \( \omega \). Here we consider the time-dependent wavefunction \( \psi_p \) as a combination of fractional contributions of unperturbed wavefunctions \( \psi_m \) in the series.
Fermi’s golden rule

\[ \psi_p(r, t) = \sum_m a_m(t)\psi_m(r, t) = \sum_m a_m(t)\psi_m(r)e^{-iE_m t/\hbar}, \]  

(C.5)

where \(|a_m|^2\) gives the probability density of the state \(n\) at time \(t\). We substitute the expansion (C.5) into the Schrödinger equation (C.1) and, taking into account the fact that \(\psi_m\) is the eigenfunction of the unperturbed Hamiltonian \(\hat{H}_0\), obtain

\[
\sum_m \frac{da_m(t)}{dt}\psi_m(r)e^{-iE_m t/\hbar} = \frac{1}{i\hbar} \sum_m \hat{H}'(r, t)a_m(t)\psi_m(r)e^{-iE_m t/\hbar} \iff \\
\iff \sum_m \frac{da_m(t)}{dt}\langle \psi_m(r, t) \rangle = \frac{1}{i\hbar} \sum_m \hat{H}'(r, t)a_m(t)\langle \psi_m(r, t) \rangle.
\]  

(C.6)

Here we left multiply by \(\langle \psi_n(r, t) \rangle\) and, taking into account the orthonormality condition \(\langle \psi_n(r) | \psi_m(r) \rangle = \delta_{nm}\), we obtain

\[
\frac{da_n(t)}{dt} = \frac{1}{i\hbar} \sum_m a_m(t)\hat{H}'_{nm}(t)e^{i\omega_{nm} t},
\]  

(C.7)

where

\[
\hat{H}'_{nm}(t) = \langle \psi_n(r) | \hat{H}'(r, t) | \psi_m(r) \rangle = \\
= \hat{H}'_{nm}e^{-i\omega t} + \hat{H}'_{nm}e^{+i\omega t},
\]  

(C.8)

\[
\omega_{nm} = (E_n - E_m)/\hbar.
\]

We note here that the Hamiltonian matrix elements \(\hat{H}'_{nm}\) and \(\hat{H}'_{nm}\) are time- and position-independent. Here we consider the expansion of the Hamiltonian (C.2) and the fractional parameters \(a_n\) into the following power series:

\[
\hat{H} = \hat{H}_0 + \lambda \hat{H}'(r, t)
\]

\[
a_n(t) = a_n^{(0)} + \lambda a_n^{(1)}(t),
\]  

(C.9)

where \(0 \leq \lambda \leq 1\), resulting in:

\[
\frac{da_n^{(0)}}{dt} = 0
\]

\[
\frac{da_n^{(1)}(t)}{dt} = \frac{1}{i\hbar} \sum_m a_m^{(0)} \hat{H}'_{nm}(t)e^{i\omega_{nm} t}.
\]  

(C.10)
Suppose at time $t = 0$, when no perturbation is applied, the electron is located in an initial state $i$, such as:

\[
\begin{align*}
    a_i^{(0)} &= 1 \\
    a_n^{(0)} &= 0, \ n \neq i .
\end{align*}
\]  

(C.11)

With the perturbation included we calculated the first-order contribution to the initial state $a_i^{(1)}(t)$:

\[
\begin{align*}
    \frac{da_n^{(1)}(t)}{dt} &= \frac{1}{i\hbar} \hat{H}_n(t)e^{i\omega_n t} \\
    &= \frac{1}{i\hbar} \left[ \hat{H}_{fi} e^{i(\omega_f - \omega)t} + \hat{H}_{fi}^* e^{i(\omega_f + \omega)t} \right].
\end{align*}
\]  

(C.12)

We solve this equation for a final state $m = f$ by integration with the lower and upper limits $t_1 = 0$ and $t_2 = t$ respectively:

\[
a_f^{(1)}(t) = -\frac{1}{\hbar} \left[ \hat{H}_{fi} e^{i(\omega_f - \omega)t} - 1 \right] + \hat{H}_{fi}^* e^{i(\omega_f + \omega)t} - \frac{1}{\hbar} \omega_f - \omega \right] .
\]  

(C.13)

We now assume that the incident wave $\omega$ is near resonance, i.e. $\omega \approx \pm \omega_f$, thereby yielding the probability density of the electron being in the final state

\[
\left| a_f^{(1)}(t) \right|^2 = \frac{1}{\hbar^2} \left\{ \left| \hat{H}_{fi} \right|^2 \frac{\sin^2[t(\omega_f - \omega)/2]}{[(\omega_f - \omega)/2]^2} + \left| \hat{H}_{fi}^* \right|^2 \frac{\sin^2[t(\omega_f + \omega)/2]}{[(\omega_f + \omega)/2]^2} \right\} ,
\]  

(C.14)

where we ignored the cross product terms due to their relatively small magnitude. For times long enough, we can make the substitution $\frac{\sin^2(xt/2)}{x^2} \to \pi \delta(x) t^2$, where $\delta(x)$ is the Dirac delta function, therefore for the transition probability we obtain:

\[
W_{if} = \frac{d}{dt} \left| a_f^{(1)}(t) \right|^2 = 2\pi \left\{ \left| \hat{H}_{fi} \right|^2 \delta(E_f - E_i - \hbar \omega) + \left| \hat{H}_{fi}^* \right|^2 \delta(E_f - E_i + \hbar \omega) \right\} ,
\]  

(C.15)

where we used the fact that $\delta(\omega) = \delta(\hbar \omega)/\hbar$. The Eq. (C.15) is the Fermi’s golden rule, where the first (second) term in the bracket represents the absorption (emission), since $E_f \approx E_i + \hbar \omega$ ($E_f \approx E_i - \hbar \omega$).
Appendix D

Useful characteristic functions for various quantum wire and quantum dot shapes

In this appendix we present a set of Fourier transform of the characteristic function $\tilde{\chi}$ for various QD and QWR shapes, which is given by the following integral:

$$
\tilde{\chi}(G) = \frac{1}{\Omega_{sc}} \int_{\Omega_{QD}} e^{-iG \cdot r} dV.
$$ (D.1)

Following the derivation procedure in Chapter 3.2, we consider here a rectangular cuboid supercell with the volume $\Omega_{sc} = L_x \times L_y \times L_z$. A position dependent material parameter of the supercell $A(r)$ follows the periodic boundary condition, i.e. $A(r) = A(r + R)$, where $R = m_x L_x \mathbf{x} + m_y L_y \mathbf{y} + m_z L_z \mathbf{z}$ and $m_x, m_y, m_z \in \mathbb{Z}$. The reciprocal space wave vector $G = (G_x, G_y, G_z)$, where $G_j$ ($j = x, y, z$) is given by:

$$
G_j = \frac{2m_j \pi}{L_j}
$$ (D.2)

Cuboid Quantum Dot

$$
\tilde{\chi}(G) = \frac{\Omega_{qd}}{\Omega_{sc}} \text{sinc} \left( \frac{G_x d_x}{2} \right) \text{sinc} \left( \frac{G_y d_y}{2} \right) \text{sinc} \left( \frac{G_z d_z}{2} \right),
$$ (D.3)

where $d_x$, $d_y$ and $d_z$ are the sides length of the cuboid QD along the $x$, $y$ and $z$ directions respectively. The body centre of the QD is situated at the origin of the coordinate system.
Useful characteristic functions for various quantum wire and quantum dot shapes

Figure D.1: Top view schematic representation of a supercell containing a wire along [110] direction with the thickness $d$. When we perform electronic and optical properties calculations on a QWR we ensure that the supercell has a shape of a square in the (x,y) plane, with sides $L_b$. The red hashed areas, including the triangles outside the supercell, are considered for the derivation of $\chi$. Due to the periodic boundary conditions, the red hashed triangles are replicated inside the supercell, shown as black hashed triangles.

[110] and [110] QWR with a rectangular cross section. Let the QWR have the thickness $d$ and height $h$ in a supercell with the sides $L_b$, $L_b$ and $L_z$ in $x$, $y$ and $z$ direction respectively. Let $a = d\sqrt{2}$, then

$$\chi(G) = \frac{2\sqrt{2}L_b h}{G_y} \sin \left( \frac{a G_y}{2} \right) \frac{1}{\sin( G_z h / 2 )} \delta(G_x, \mp G_y). \quad (D.4)$$

The minus and plus signs inside the Kronecker delta $\delta$ correspond to the QWR along [110] and [110] direction respectively. For the derivation of $\chi$ of the QWR we ensure that the top view of the supercell represents a square with the side length $L$, as shown in Fig. D.1. This, and the periodic boundary conditions, result in the presence of multiple structures in the supercell, which, ultimately, do not negatively impact our calculations. One way to address these concerns is to use another coordinate system $(x', y')$ which is rotated by $\theta = \frac{\pi}{4}$ counterclockwise relative to the original system $(x, y)$. In this case, however, we (i) are forced to introduce a new set of wave vectors $k_j$, therefore we need to reevaluate the plane wave expansion of the Hamiltonian matrix elements [79], and (ii) reevaluate the Fourier transform of the strain tensor. Thus we decide to use a plane wave basis set that is consistent with all QD and QWR shapes in order to
simplify the implementation in a code. Here the line $x = \pm y$ at $z = 0$ goes through the centre of the wire cross section.

Additional expressions for characteristic function for various QD shapes can be found in Refs. [80, 179].
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