<table>
<thead>
<tr>
<th><strong>Title</strong></th>
<th>Generalized metrics and topology in logic programming semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Author(s)</strong></td>
<td>Hitzler, Pascal</td>
</tr>
<tr>
<td><strong>Publication date</strong></td>
<td>2001</td>
</tr>
<tr>
<td><strong>Type of publication</strong></td>
<td>Doctoral thesis</td>
</tr>
<tr>
<td><strong>Rights</strong></td>
<td>© 2001, Pascal Hitzler. <a href="http://creativecommons.org/licenses/by-nc-nd/3.0/">http://creativecommons.org/licenses/by-nc-nd/3.0/</a></td>
</tr>
<tr>
<td><strong>Embargo information</strong></td>
<td>Not applicable</td>
</tr>
<tr>
<td><strong>Item downloaded from</strong></td>
<td><a href="http://hdl.handle.net/10468/8001">http://hdl.handle.net/10468/8001</a></td>
</tr>
</tbody>
</table>

Downloaded on 2019-08-03T06:27:18Z
Generalized Metrics and Topology
in Logic Programming Semantics

by

Pascal Hitzler

Dissertation submitted for the degree of Doctor of Philosophy.

Supervisor: Dr. Anthony Karel Seda
Head of Department: Prof. Gerard Murphy

Department of Mathematics
School of Mathematics, Applied Mathematics and Statistics
Faculty of Science
National University of Ireland, University College Cork
January 2001
Für Oma
Table of Contents

Abstract 4

Acknowledgements 5

0 Introduction 6
  0.1 Structure of the Thesis 8
  0.2 Notation 9

I Fixed-point Theorems on Generalized Metric Spaces 13

1 Fixed-point Theorems for Single-valued Mappings 14
  1.1 Partial Orders 14
  1.2 Metrics 16
  1.3 Generalized Ultrametrics 18
  1.4 Dislocated Metrics 22
  1.5 Dislocated Generalized Ultrametrics 28
  1.6 Quasimetrics 29
  1.7 Summary and Further Work 31

2 Fixed-point Theorems for Multivalued Mappings 33
  2.1 Partial Orders 33
  2.2 Metrics 35
  2.3 Generalized Ultrametrics 35
  2.4 Quasimetrics 38
  2.5 Summary and Further Work 41

3 Conversions between Spaces 43
  3.1 Metrics and Dislocated Metrics 43
  3.2 Domains as Generalized Ultrametric Spaces 48
  3.3 Generalized Ultrametric Spaces as Domains 50
  3.4 Generalized Ultrametrics and Dislocated Generalized Ultrametrics 52
  3.5 Summary and Further Work 53
II Logic Programming Semantics

4 Topologies for Logic Programming Semantics 56
4.1 Scott Topology (Positive Atomic Topology) ................. 56
4.2 Cantor Topology (Atomic Topology) .......................... 57
4.3 Generalized Atomic Topologies ................................. 60
4.4 Summary and Further Work ................................. 62

5 Supported Model Semantics 64
5.1 Acyclic Programs and Locally Hierarchical Programs .... 66
5.2 Acceptable Programs ............................................ 73
5.3 $\Phi^*_\omega$-Accessible Programs .......................... 84
5.4 $\Phi^*_\omega$-Accessible Programs .......................... 87
5.5 $\Phi$-Accessible Programs .................................... 89
5.6 Summary and Further Work .................................. 91

6 Fitting-style Semantics 93
6.1 Three-valued Logics .......................................... 94
6.2 Acceptable Programs ............................................ 99
6.3 Locally Hierarchical Programs .............................. 101
6.4 $\Phi^*_\omega$-Accessible Programs .......................... 103
6.5 $\Phi$-Accessible Programs .................................... 105
6.6 Summary and Further Work .................................. 107

7 Stable Model Semantics 108
7.1 Unique Supported and Stable Models .......................... 110
7.2 Stable Models and Supported Models in the Disjunctive Case 112
7.3 Signed Semi-disjunctive Programs .......................... 117
7.4 Summary and Further Work .................................. 122

8 Perfect and Weakly Perfect Model Semantics 123
8.1 Locally Stratified Programs ..................................... 123
8.2 Weakly Perfect Model Semantics ............................ 131
8.3 Summary and Further Work .................................. 133

9 Logic Programs and Neural Networks 135
9.1 Approximating Continuous Single-Step Operators by Neural Networks ........................................ 138
9.2 Approximating the Single-Step Operator by Neural Networks ........................................ 139
9.3 Summary and Further Work .................................. 141

10 Conclusions 144

Bibliography 146

Index of Definitions 155
List of Tables

1.1 Definitions of generalized metrics. .................................. 17
1.2 Definitions of (dislocated) generalized ultrametrics. .......... 19
1.3 Summary of single-valued fixed-point theorems. ............... 31

2.1 Summary of multivalued fixed-point theorems. ................. 41

5.1 Chapter overview: Classes of programs and applied theorems. . 91

6.1 Truth tables for the logics \( \mathcal{L}_1, \mathcal{L}_2, \) and \( \mathcal{L}_3. \) ................. 95
6.2 Desired implication properties for 3-valued logics. ............ 96

List of Figures

1.1 Dependencies between single-valued fixed-point theorems. .... 31

5.1 Dependencies between classes of programs. .................... 91

8.1 More dependencies between classes of programs. ............. 134
Abstract

Many fixed-point theorems are essentially topological in nature. Among them are the Banach contraction mapping theorem on metric spaces and the fixed-point theorem for Scott-continuous mappings on complete partial orders. The latter theorem is fundamental in denotational semantics since semantic operators in most programming language paradigms satisfy its requirements. The use of negation in logic programming and non-monotonic reasoning, however, renders some semantic operators to be non-monotonic, hence discontinuous with respect to the Scott topology, and therefore invalidates the standard approach, so that alternative methods have to be sought. In this thesis, we investigate topological methods, including generalized metric fixed-point theorems, and their applicability to the analysis of semantic operators in logic programming and non-monotonic reasoning.

In the first part of the thesis, we present weak versions of the Banach contraction mapping theorem for single-valued and multivalued mappings, and investigate relationships between the underlying spaces. In the second part, we apply the obtained results to several semantic paradigms in logic programming and non-monotonic reasoning. These investigations will also lead to a clearer understanding of some of the relationships between these semantic paradigms and of the general topological structures which underly the behaviour of the corresponding semantic operators. We will also obtain some results related to termination properties of normal logic programs, clarify some of the relationships between different semantic approaches in non-monotonic reasoning, and will establish some results concerning the conversion of logic programs into artificial neural networks.
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Chapter 0

Introduction

Through the use of the fixed-point theorem for Scott-continuous functions, Theorem 1.1.3, topological considerations naturally come into view in the area of denotational semantics. Since in most programming paradigms semantic operators are Scott-continuous, hence monotonic, this theorem yields least fixed points for these operators, and these fixed points are interpreted as the denotational semantics of the programs in question. This is also the case for logic programs without negation, called *definite* logic programs.

In order to increase expressiveness and flexibility, however, it is desirable that negation may be used in logic programming. Standard semantic operators in this paradigm, though, are either not monotonic or, if they are monotonic, they are not Scott-continuous, hence do not in general achieve their least fixed points as the limit of a sequence of iterations as in the Scott-continuous case. The above mentioned approach using Theorem 1.1.3 is therefore invalid and other methods have to be sought, which include (1) the use of alternative semantic operators as e.g. in [Fit85, GRS91, GL88, HS99a], (2) restricting the syntax of the programs under consideration as e.g. in [ABW88, Cav89, Prz88, SH97], and (3) applying alternative fixed-point theorems as e.g. in [Fit85, KKM93, KM98, PCR00c, HS00]. We will touch all three approaches in this thesis while our main focus is on (3).

In the case that a semantic operator is monotonic, but not Scott-continuous, then a theorem for monotonic operators on chain-complete partial orders, Theorem 1.1.7, is the main alternative and has indeed been employed in the context of logic programming and non-monotonic reasoning, e.g. for the Fitting semantics [Fit85], cf. Chapter 6, and for the well-founded semantics [GRS91]. Some semantic operators, however, among them the immediate consequence operator and the Gelfond-Lifschitz operator [GL91], are non-monotonic and neither Theorem 1.1.3 nor Theorem 1.1.7 can be applied. A natural alternative fixed-point theorem in this case is the Banach contraction mapping theorem, Theorem 1.2.2, on metric spaces.

Since it is not a priori clear whether the spaces on which the semantic operators act are metrizable in a way such that the operators are contractions and satisfy the hypotheses of the Banach contraction mapping theorem, it is natural to ask for fixed-point theorems which are more general, i.e. act on generalized
metric spaces. The development of such fixed-point theorems, the analysis of the respective underlying spaces, and investigations concerning their applicability to logic programming semantics form the heart of this thesis.

There are several ways how to generalize the notion of a metric such that a version of the Banach contraction mapping theorem can be retained, including generalized ultrametrics, quasimetrics and dislocated metrics.

Generalized ultrametrics have their origin in valuation theory, and differ from conventional ultrametrics in that the distance function maps not into the reals but into a more general partially ordered set. A number of fixed-point theorems for these spaces have been obtained and been introduced to the area of logic programming [PC90, PCR93, KKM93, SH97, BMPC99, HS99b, PCR00c, PCR00b, PCR00a], cf. also Theorem 1.3.4.

Quasimetrics [Smy91, BvBR96, Rut96], and quasi-uniformities [FL82, Smy87], which are non-symmetric distances, have recently been studied extensively in the Topology in Computer Science community. Due to their strong relationships with order structures, a fixed point theorem which reconciles Theorems 1.1.3 and 1.2.2 has been obtained [Smy87, Rut96], cf. Theorem 1.6.3. Logic programming semantics in the context of quasimetrics was studied in [Sed97, HS99c].

Dislocated metrics were studied under the notion of metric domains in [Mat86], where also a fixed-point theorem was given which generalizes the Banach contraction mapping theorem, cf. Theorem 1.4.6. They differ from conventional metrics in that the distance between a point and itself may be non-zero. The slightly stronger notions of partial and weak partial metrics have recently been studied further [Mat92, Mat94, O’N95, EH98, Hec99, Wac00].

Apart from the quest for generalized metric fixed-point theorems which can be applied to the semantic analysis of logic programs, some investigations using general topological approaches have been undertaken in the literature. This can be traced back to [Bat89, BS89b, BS89a], where the query topology on the space of all Herbrand interpretations was introduced. This topology was later on generalized to arbitrary preinterpretations [Sed95] and called the atomic topology. The atomic topology is a Cantor topology and can be characterized using logical notions, and it seems to be a very appropriate topology for normal logic programs and the results presented in this thesis support this claim. In fact, all models obtained by iterating non-monotonic operators in this thesis are limits in the atomic topology of these iterates.

Topological approaches to the fixed-point semantics of normal logic programs enable us to better understand the behaviour of semantic operators which arise in this context. In fact, it is clear that a (topological) space of interpretations together with such an operator can be understood as a topological dynamical system, in a naive sense. Such a point of view was hinted at in [SH97, SH99], but further results remain to be obtained, and this presents a whole bundle of new projects. We will not follow this line of thought here but refer the reader to [BDJ+09] for motivational background.
Topological results in logic programming semantics also allow us to establish theoretical relationships between the theories of logic programming and of artificial neural networks [HK94, HSK99]. We present only some basic results in Chapter 9, and the study of these relationships again presents a project in its own right.

From a more general perspective, topological investigations in theoretical computer science are a natural tool to build a bridge between discrete and continuous paradigms, which is an object of study in many fields right now. The author hopes that the work presented in this thesis will be a valuable contribution to this discussion.

Some of the work in this thesis has already been presented at conferences and workshops, see e.g. [HS99a, HS99b, HS99c, HS00, SH97, SH99]. All the material has been rearranged, expanded, and brought into a more general context. All results in this thesis which are not my own are indicated as such by giving reference to the literature.

0.1 Structure of the Thesis

The thesis is divided into two parts.

Part I contains an overview of fixed-point theorems on generalized metric spaces, both for single-valued (Chapter 1) and for multivalued mappings (Chapter 2), and a discussion of relationships between underlying spaces (Chapter 3). This part assumes no knowledge in logic programming and should be of independent interest.

Part II focuses on applications of results from Part I and some other results related to logic programming semantics. After some general considerations on topological structures for normal logic programs (Chapter 4), we discuss several semantic paradigms, including the supported model semantics (Chapter 5), some semantic approaches related to the Fitting semantics (Chapter 6), the stable model semantics (Chapter 7), and the perfect and weakly perfect model semantics (Chapter 8). After some considerations concerning relationships between logic programming and artificial neural networks (Chapter 9), we close with some general conclusions (Chapter 10).

In Chapters 1 and 2, we present fixed-point theorems for single-valued and multivalued mappings on generalized metrics. Although most of these theorems are already known from the literature, we include new alternative proofs and some general investigations concerning the underlying spaces.

Chapter 3 investigates possibilities for conversion between some of the spaces from Chapters 1 and 2. We obtain new alternative proofs for some of the fixed-point theorems of the earlier chapters, a deeper insight into their relationships, and general methods for casting spaces of interpretations into generalized metrics, which will be of use in the second part of the thesis.
Chapter 4 reviews the Scott topology and the atomic topology on spaces of interpretations. The atomic topology is then generalized to many-valued logics leading to a very general framework for topological investigations of many-valued semantic operators.

In Chapter 5, we focus on the supported model semantics and in particular on uniquely determined programs, i.e., programs which have unique supported models. Step-by-step we relax syntactical and semi-syntactical conditions, leading to a hierarchy of classes of programs generalizing the acyclic programs. As these classes become more general we in turn apply more and more general fixed-point theorems from Chapter 1, each application leading to a unique fixed-point for the investigated programs, and to methods for obtaining these as topological limits.

An approach using three-valued logics in the style of [Fit85] is employed in Chapter 6. Again, we obtain a hierarchy of classes of programs which is shown to coincide with the one presented in Chapter 5.

Chapter 7 investigates the stable model semantics, both in the disjunctive and the non-disjunctive case. Relationships between the stable model semantics and the supported model semantics are obtained, and a multivalued fixed-point theorem from Chapter 2 is applied.

The perfect and the weakly perfect model semantics are studied from a topological point of view in Chapter 8. The classes described in Chapters 5 and 6 are located with respect to these semantics and generalized.

The main body of the thesis closes in Chapter 9 where relationships between logic programs and artificial neural networks, using topological methods, are studied. In particular, we address the problem of converting normal logic programs into neural networks.

Each chapter contains a Summary and Further Work section at the end, and final conclusions will be given in Chapter 10. We proceed now with some preliminaries and notation.

### 0.2 Notation

Most of the notation and notions which appear in the thesis will be introduced in the main text when they are needed for the first time. For easy reference, an index is included at the end of the thesis, which contains pointers to the definitions. We note that some of the terminology will be overloaded, i.e., the same notion may have slightly different meanings in different contexts, to keep consistency with the literature. This should pose no particular problem if care is taken as to which kind of space one is currently working with. It will be convenient now to make some general comments on notation and conventions which will be employed in the sequel.

The set of natural numbers will be denoted by \( \mathbb{N} \), and of real numbers by \( \mathbb{R} \); by \( \mathbb{R}_0^+ \) we denote the set of all positive real numbers including zero. Ordinals will usually be denoted by Greek letters, and the first infinite ordinal by \( \omega \). Each
ordinal is identified with the set of all its predecessors, i.e. for each ordinal \( \alpha \) we have \( \{ \beta \mid \beta < \alpha \} = \{ \beta \mid \beta \in \alpha \} \), and using this convention, we identify \( \omega \) with \( \mathbb{N} \). If \( \alpha \) is a successor ordinal, we denote its predecessor by \( \alpha - 1 \), and the successor of an arbitrary ordinal \( \alpha \) will be denoted by \( \alpha + 1 \).

If \( f : X \to Y \) is a function and \( A \subseteq X \), we set \( f(A) = \{ f(a) \mid a \in A \} \).


domainpowers of functions are defined as follows. Let \( f : X \to X \) be a function on a set \( X \), and let \( x \in X \). We define \( f^0(x) = x \) and for each successor ordinal \( \alpha + 1 \) we define \( f^{\alpha+1}(x) = f(f^\alpha(x)) \). If \( \alpha \) is a limit ordinal, we will require several methods in the sequel how to define \( f^\alpha(x) \), and we will define these on the spot for the respective context. Thus, if we define \( f^\alpha(x) \) for each limit ordinal \( \alpha \), it will be unambiguous in each case what all ordinal powers of the given function \( f \) are.

A partially ordered set \( (\Lambda, \leq) \) is directed if for all \( x, y \in \Lambda \) there exists \( z \in \Lambda \) such that \( x \leq z \) and \( y \leq z \). For each \( \beta \in \Lambda \) we define \( \uparrow \beta = \{ \lambda \in \Lambda \mid \beta \leq \lambda \} \).

A net \( (x_\lambda)_{\lambda \in \Lambda} \) is a net in the topological sense i.e. the index set \( \Lambda \) is directed, and the index set will be omitted, i.e. the net will be written as \( (x_\lambda) \) or even just \( x_\lambda \) when the meaning is clear from the context; the notation \( (x_\lambda)_{\Lambda} \) will also be used. For each \( \lambda \in \Lambda \), \( x_\lambda \) is called an element of the net \( (x_\lambda)_{\Lambda} \). Given a net \( (x_\lambda)_{\Lambda} \) and an element \( \beta \in \Lambda \), we call the subnet \( (x_\lambda)_{\lambda \geq \beta} = (x_\lambda)_{\beta} \) of \( (x_\lambda)_{\Lambda} \) a tail of \( (x_\lambda)_{\Lambda} \).

A net with index set equal to \( \omega \), or equivalently \( \mathbb{N} \), is called a sequence. A transfinite sequence is a net where the index set is an ordinal. A chain is a linearly ordered family of elements of a given partially ordered set. An \( \omega \)-chain is a sequence which is a chain.

If \( X \) is a set and \( f : X \to X \) is a function then each \( x \in X \) with \( f(x) = x \) is called a fixed point of \( f \). If \( X \) carries a partial order \( \leq \), then each \( x \in X \) with \( f(x) \leq x \) is called a pre-fixed point of \( f \). If \( f \) is a mapping from \( X \) to the powerset \( 2^X \) of \( X \), then \( f \) is called a multivalued mapping on \( X \). In this case, each \( x \in X \) with \( x \in f(x) \) is called a fixed point of \( f \). Each single-valued mapping \( f \) on a set \( X \) can be identified with a multivalued mapping by identifying each \( f(x) \in X \) with \( \{ f(x) \} \subseteq 2^X \). We will assume throughout that multivalued mappings are non-empty, i.e. that \( f(x) \neq \emptyset \) for all \( x \in X \).

A distance function on a set \( X \) is a mapping from \( X \times X \) to a given set \( \Lambda \), where \( \Lambda \) will always be either the set of real numbers \( \mathbb{R} \) or some partially ordered set. A generalized ultrametric is a distance function which maps into a partially ordered set and satisfies some specific further conditions which will be given in Definition 1.3.1. In contrast to this, a generalized metric is a distance function which either maps into \( \mathbb{R} \) and satisfies the triangle inequality (Miv) of Definition 1.2.1, or which maps into a partially ordered set and satisfies the corresponding strong triangle inequality (Uiv) of Definition 1.3.1. This usage of the term generalized is not entirely consistent, but is adopted here in order to compromise between established notation and convenience: The term generalized ultrametric refers to a specific structure (Definition 1.3.1) and is standard. The term generalized metric refers to all notions appearing in this thesis which can
be understood as generalizations of metrics (or ultrametrics) in a naïve sense. This contrasts to the use of this notion in some of the literature where the term \textit{generalized metric} refers to quasi-pseudo-metrics only, see Definition 1.2.1.

We will usually denote distance functions with \(d\), unless the requirement that self-distances of points are zero is dropped ((M) in Definition 1.2.1, (Uii) in Definition 1.3.1), in which case we will usually denote them by \(p\) to help the reader. All generalized metric spaces are supposed to be non-empty.

Some of the major fixed-point theorems will be given names for convenience. Theorem 1.1.3, for example, will be called the Kleene theorem, and it will be referred to as either the \textit{Kleene theorem}, or the \textit{Kleene theorem, Theorem 1.1.3}, or more simply, with a slight abuse of language, the \textit{Kleene theorem 1.1.3}. Other named theorems will be referred to analogously. It is not claimed that the names given to theorems in this thesis are historically correct, see [LNS82].

Notation for logic programming basically follows [Llo88].

Given a first order language \(\mathcal{L}\), a \textit{normal logic program}, referred to as \textit{logic program} or simply \textit{program}, is a finite set of \textit{clauses} of the form

\[ \forall (A \leftarrow L_1 \land \cdots \land L_n), \]

where \(n \in \mathbb{N}\) may differ between clauses, \(A\) is an atom in \(\mathcal{L}\) and \(L_1, \ldots, L_n\) are literals, i.e. atoms or negated atoms, in \(\mathcal{L}\). As is customary in logic programming, we will write such a clause as

\[ A \leftarrow L_1, \ldots, L_n, \]

and \(A\) is called the \textit{head} of the clause, each \(L_i\) is called a \textit{body literal} of the clause and their conjunction \(L_1, \ldots, L_n\) is called the \textit{body} of the clause. We allow \(n = 0\), by an abuse of notation, in which case the body is empty and the clause is called a \textit{unit clause} or a \textit{fact}. We will occasionally use the notation \(A \leftarrow \text{body}\) for clauses, i.e. \textit{body} in this case stands for the conjunction of the body literals of the clause. If no negation symbol occurs in a logic program, it is called a \textit{definite} or \textit{positive logic program}. A variable in a clause is said to be \textit{local} if it occurs in the body of the clause, but not in the corresponding head.

\textbf{0.2.1 Program} The following is an example of a normal logic program:

\[
\begin{align*}
\text{distlist}([]) & \leftarrow \\
\text{distlist}([H|T]) & \leftarrow \text{distlist}(T), \neg \text{member}(H, T) \\
\text{member}(X, [X|T]) & \leftarrow \\
\text{member}(X, [H|T]) & \leftarrow \text{member}(X, T)
\end{align*}
\]

In the above example, uppercase letters denote variable symbols. The constant symbol \([\,]\) is interpreted as the empty list and \([H|T]\) as a list with head \(H\) and tail \(T\), hence \([\,]\) is a function symbol with arity 2. The intended meaning of the program is that \(\text{member}(x, l)\) is true if \(x\) is an element of the list \(l\), and \(\text{distlist}(l)\)
is true if \( l \) is a list of mutually distinct elements. Under a logic programming
system like Prolog, the above program can indeed be used to check whether a list
consists of mutually distinct elements.

Given a preinterpretation \( J \) for a first order language \( \mathcal{L} \) underlying a given
logic program \( P \), the set of all ground instances of atoms occurring in \( P \), under
\( J \), will be denoted by \( B_{P,J} \), or just by \( B_P \) if this will cause no misunderstandings.
In the case of \( J \) being the Herbrand preinterpretation corresponding to \( \mathcal{L} \), we will
call \( B_P \) the Herbrand base of \( P \). The set of all ground instances of clauses in \( P \)
(with respect to an arbitrary, but fixed preinterpretation \( J \)) will be denoted by
ground(\( P \)). The set of all interpretations of \( P \) under \( J \) will be denoted by \( I_{P,J} \) or
simply by \( I_P \). Each \( I \in I_P \) is identified with the set of all ground atoms which
are true with respect to \( I \), i.e. we identify \( I_P \) with the power set \( 2^B_P \), and for
each \( I \in I_P \) we have \( \{ A \in B_P \mid I \models A \} = \{ A \in B_P \mid A \in I \} \). Due to this
identification, the set \( I_P \) carries a natural order structure, namely set-inclusion.
If \( I \) is an interpretation of a program \( P \), we denote its complement \( B_P \setminus I \) by \( ^cI \).

Given a program \( P \), the language underlying \( P \) is the first order language
with constant, function, and predicate symbols being, respectively, the constant,
function, and predicate symbols occurring in \( P \); if no constant symbol is present,
however, we add the symbol 0 as a constant symbol to the language. If we state
that \( J \) is an (arbitrary) preinterpretation it is always assumed that \( J \) is suitable for
the program in question, i.e. it is a preinterpretation for the language underlying
the program.

0.2.2 Definition Given a logic program \( P \) and a preinterpretation \( J \), we define
the single-step operator or immediate consequence operator \( T_{P,J} \), or simply \( T_P \),
as a mapping from \( I_P \) to \( I_P \) as follows. For each \( I \in I_P \) we set \( T_P(I) \) to be the
set of all \( A \in B_P \) for which there exists a clause \( A \leftarrow L_1, \ldots , L_n \) in ground(\( P \)),
such that \( I \models L_1 \land \cdots \land L_n \).

The usefulness of the operator \( T_P \) in the semantic analysis of logic programs
rests on the fact that the models of \( P \) are exactly the pre-fixed points of \( T_P \) [Llo88].
A model of \( P \) is called a supported model (or model of the Clark completion\(^1\) of
\( P \) [Cla78]) if it is a fixed point of \( T_P \) [ABW88].

A level mapping for a program \( P \) is a mapping \( l : B_P \rightarrow \alpha \), where \( \alpha \) is an
ordinal. If \( \alpha = \omega \), \( l \) is called an \( \omega \)-level mapping. We always assume that a level
mapping is extended to ground literals by setting \( l(\lnot A) = l(A) \) for all \( A \in B_P \).

We finally remark that the term semantics in this thesis refers to declarative
or denotational semantics, and we will use the term procedural semantics if we
want to refer to the procedural, or operational aspects.

\(^1\)The correspondence between supported models and models of the Clark completion is in
fact via a standard identification.
Part I

Fixed-point Theorems on Generalized Metric Spaces
Chapter 1

Fixed-point Theorems for Single-valued Mappings

We present fixed-point theorems which will be applied in Part II of the thesis, and some further results. Section 1.1 contains the fundamental fixed-point theorems on partially ordered sets which play a central role in the denotational semantics of logic programs. Section 1.2 introduces generalized metrics where the distance functions map into the real numbers, and recalls the Banach contraction mapping theorem. Section 1.3 recalls the Priëß-Crampe and Ribenboim theorem on generalized ultrametric spaces, including an alternative proof, and discusses its relation to the Banach contraction mapping theorem. Section 1.4 discusses the corresponding fixed-point theorem by Matthews on dislocated metrics and some topological matters concerning these spaces. The latter two theorems are then merged in Section 1.5, and finally, in Section 1.6, the Rutten-Smyth theorem on quasimetrics is discussed.

1.1 Partial Orders

The set of all interpretations of a logic program, with respect to a given preinterpretation, is essentially a powerset. With the subset ordering, it becomes a complete lattice. We present two classical fixed-point theorems on weaker order structures, which play a fundamental role in logic programming semantics.

1.1.1 Definition A partially ordered set \((D, \leq)\) is called an \(\omega\)-complete partial order (\(\omega\)-cpo) if

- (1) there exists \(\bot \in D\) such that for all \(a \in D\) we have \(\bot \leq a\) (\(\bot\) is called the bottom element of \(D\)) and
- (2) if \(a_0 \leq a_1 \leq \ldots\) is an \(\omega\)-chain in \(D\), then \(\sup_{i \in \mathbb{N}} a_i\) exists in \(D\).

1.1.2 Definition Let \(D\) and \(E\) be \(\omega\)-cpos and let \(f : D \to E\) be a function.

- (1) \(f\) is called monotonic if \(a \leq b\) implies \(f(a) \leq f(b)\) for all \(a, b \in D\).
(2) $f$ is called \emph{\omega-continuous} if it is monotonic and for every \omega-chain $a_0 \leq a_1 \leq \ldots$ we have $f(\sup_{i \in \mathbb{N}} a_i) = \sup_{i \in \mathbb{N}} f(a_i)$.

The following theorem is of fundamental importance in the theory of denotational semantics.

1.1.3 \textbf{Theorem (Kleene theorem)} Let $D$ be an \omega-cpo and let $f : D \to D$ be an \omega-continuous function. Then $f$ has a least fixed point $a$. Furthermore, $a = \sup_{n \in \mathbb{N}} f^n(\bot)$.

\textbf{Proof:} We sketch the well-known proof. The sequence $(f^n(\bot))_{n \in \mathbb{N}}$ is an increasing chain, hence has a supremum $a$. By continuity of $f$, we obtain $f(a) = a$, hence $a$ is a fixed point which turns out to be least since for any other fixed point $b$ of $f$ we obtain $f^n(\bot) \leq b$ by an easy induction argument. \hfill \blacksquare

If $P$ is a definite logic program, then the hypotheses of Theorem 1.1.3 are satisfied by the operator $T_P$, which is well-known [Ilo88]. In Part II of the thesis, we will study programs with negation, in which case semantic operators are not necessarily \omega-continuous, and sometimes not even monotonic, so that Theorem 1.1.3 cannot be applied.

The notion of \omega-continuity is a weak version of Scott-continuity, which is usually defined on Scott-Ershov domains, introduced next.

1.1.4 \textbf{Definition} A partially ordered set $(D, \sqsubseteq)$ is called a \textit{(Scott-Ershov) domain} with set $D_c$ of compact elements (see [SHLG94]), if the following conditions hold:

(i) $(D, \sqsubseteq)$ is a complete partial order (cpo), that is, $D$ has a bottom element $\bot$, and the supremum $\sup A$ exists for all directed subsets $A$ of $D$.

(ii) The elements $a \in D_c$ are characterized as follows: whenever $A$ is directed and $a \sqsubseteq \sup A$, then $a \sqsubseteq x$ for some $x \in A$.

(iii) For each $x \in D$, the set $\text{approx}(x) = \{ a \in D_c \mid a \sqsubseteq x \}$ is directed and $x = \sup \text{approx}(x)$ (this property is called algebraicity of $D$).

(iv) If the subset $A$ of $D$ is consistent (there exists $x \in D$ such that $a \sqsubseteq x$ for all $a \in A$), then $\sup A$ exists in $D$ (this property is called consistent completeness of $D$).

We will usually denote the order relation by $\sqsubseteq$ if the order structure under consideration is a domain.

Several important facts emerge from these conditions, including the existence of function spaces (the category of domains is cartesian closed). Moreover, the compact elements provide an abstract notion of computability. Domains were introduced independently by D.S. Scott and Y.L. Ershov as a means of providing structures for modelling computation, and to provide spaces to support the
denotational semantics approach to understanding programming languages, see [SHLG94].

The standard topology on a domain is the Scott topology, defined as follows.

1.1.5 Definition Let \((D, \sqsubseteq)\) be a domain. The set \(\{ \uparrow c \mid c \in D_c \}\) is a base for a topology, called the Scott topology on \(D\). A function \(f : D \rightarrow D\) is called Scott-continuous if it is continuous with respect to the Scott topology. Equivalently (see [SHLG94]), \(f\) is Scott continuous if and only if it is monotonic and for each directed set \(A \subseteq D\) we have \(\sup f(A) = f(\sup A)\).

It is clear that every domain is a cpo and every cpo is an \(\omega\)-cpo. Likewise, every Scott-continuous function on a domain is also \(\omega\)-continuous. Theorem 1.1.3 is often stated in less general form on domains for Scott-continuous functions, or even on complete lattices.

If an operator is monotonic but not Scott-continuous, the existence of a least fixed point can still be guaranteed, although not as the limit of an \(\omega\)-chain.

1.1.6 Definition A partial order \(D\) is called chain-complete if every chain in \(D\) has a supremum.

1.1.7 Theorem (Knaster-Tarski theorem) Let \((D, \leq)\) be a chain-complete partial order, let \(f : D \rightarrow D\) be monotonic, and let \(a \in D\) be such that \(a \leq f(a)\). Then \(f\) has a least fixed point \(x\) above \(a\) and there exists a least ordinal \(\gamma\) such that \(f^\gamma(a) = x\).

Proof: We sketch the well-known proof. For any limit ordinal \(\alpha\) define \(f^\alpha(a) = \sup\{f^\beta(a) \mid \beta < \alpha\}\), from which we obtain a transfinite increasing sequence of iterates of \(f\). Let \(\gamma\) be an ordinal whose cardinality is greater than the cardinality of \(D\). Then \(f^\gamma(a)\) must be a fixed point of \(f\) which is above \(a\).

We find it convenient to introduce names for Theorems 1.1.3 and 1.1.7, although this is not always done. We will call Theorem 1.1.3 the Kleene theorem, and Theorem 1.1.7 the Knaster-Tarski theorem. We would like to note that this notation is not standard, but will be very convenient in the sequel.

1.2 Metrics

We introduce some notions of generalized metrics and state the Banach contraction mapping theorem for conventional metrics.

1.2.1 Definition Let \(X\) be a set and let \(\varrho : X \times X \rightarrow \mathbb{R}_0^+\) be a function, called a distance function. Consider the following conditions:

(Mi) For all \(x \in X\), \(\varrho(x, x) = 0\).

(Mii) For all \(x, y \in X\), if \(\varrho(x, y) = \varrho(y, x) = 0\) then \(x = y\).
<table>
<thead>
<tr>
<th>notion satisfies</th>
<th>(Mi)</th>
<th>(Mii)</th>
<th>(Miii)</th>
<th>(Miv)</th>
<th>(Miv')</th>
</tr>
</thead>
<tbody>
<tr>
<td>metric</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>ultrametric</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>(x)</td>
<td>x</td>
</tr>
<tr>
<td>pseudometric</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pseudo-ultrametric</td>
<td>x</td>
<td>x</td>
<td>(x)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>quasimetric</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>quasi-ultrametric</td>
<td>x</td>
<td>x</td>
<td>(x)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>dislocated metric</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>dislocated ultrametric</td>
<td>x</td>
<td>x</td>
<td>(x)</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>dislocated quasimetric</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>dislocated quasi-ultrametric</td>
<td>x</td>
<td>(x)</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>quasi-pseudo-metric</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>quasi-pseudo-ultrametric</td>
<td>x</td>
<td>(x)</td>
<td>x</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1.1: Generalized metrics: Definition 1.2.1.

(Miii) For all $x, y \in X$, $\varrho(x, y) = \varrho(y, x)$.

(Miv) For all $x, y, z \in X$, $\varrho(x, y) \leq \varrho(x, z) + \varrho(z, y)$.

(Miv') For all $x, y, z \in X$, $\varrho(x, y) \leq \max\{\varrho(x, z), \varrho(z, y)\}$.

If $\varrho$ satisfies conditions (Mi) to (Miv), then it is called a metric. If it satisfies conditions (Mi), (Miii) and (Miv), it is called a pseudometric. If it satisfies (Mii), (Miii) and (Miv), we will call it a dislocated metric (or simply $d$-metric). A quasi-metric satisfies conditions (Mi), (Mii) and (Miv). Condition (Miv) will be called the triangle inequality. If a (pseudo-, quasi-, $d$-) metric satisfies the strong triangle inequality (Miv'), then it is called a (pseudo-, quasi-, $d$-) ultrametric. These definitions are listed in Table 1.1; an x indicates that the respective condition is satisfied. (x) indicates that the respective condition is automatically satisfied.

1.2.2 Theorem (Banach contraction mapping theorem) Let $(X, d)$ be a complete metric space, $0 \leq \lambda < 1$ and let $f : X \to X$ be a function which is a contraction with contractivity factor $\lambda$, i.e. satisfies $d(f(x), f(y)) \leq \lambda d(x, y)$ for all $x, y \in X$ (with $x \neq y$). Then $f$ has a unique fixed point which can be obtained as the limit of the sequence $(f^n(x))$ for any $x \in X$.

Proof: We sketch the well-known proof. For any $x \in X$, the sequence $(f^n(x))$ is a Cauchy sequence which converges to a unique limit $x_0$ by completeness of the space. Since $f$ is a contraction, it is continuous, hence $x_0$ is a fixed point of $f$, and is easily shown to be unique. ■

It is well-known that the requirement $\lambda < 1$ cannot be relaxed in general, as can be seen from the function

$$f : \mathbb{R} \to \mathbb{R} : x \mapsto \begin{cases} x + \frac{1}{x} & \text{for } x \geq 1 \\ 2 & \text{otherwise,} \end{cases}$$
which satisfies the condition \( d(f(x), f(y)) < d(x, y) \) for all \( x, y \in \mathbb{R} \) with \( x \neq y \),
where \( d \) is the natural metric on \( \mathbb{R} \), but has no fixed point since \( f(x) > x \) for all \( x \in \mathbb{R} \). If \( X \) is compact, however, the requirement on \( \lambda \) can be relaxed.

1.2.3 Theorem Let \( (X, d) \) be a compact metric space and let \( f : X \to X \) be a function which is strictly contracting, i.e. satisfies \( d(f(x), f(y)) < d(x, y) \) for all \( x, y \in X \) with \( x \neq y \). Then \( f \) has a unique fixed point.

Proof: The function \( \overline{d}(x) = d(x, f(x)) \) is continuous since \( f \) is continuous. Therefore, it achieves a minimum \( m \) on \( X \). Assume \( \overline{d}(x_0) = m > 0 \). Then \( \overline{d}(f(x_0)) = d(f(x_0), f(f(x_0))) < d(x_0, f(x_0)) = \overline{d}(x_0) = m \) which is a contradiction. Hence \( m = 0 \) and \( f \) has a fixed point.

Assume \( x \) and \( y \) are fixed points of \( f \) and \( x \neq y \). Then \( d(x, y) = d(f(x), f(y)) < d(x, y) \) which is a contradiction. Therefore, the fixed point of \( f \) is unique.

The above result can be found e.g. in [DG82].

1.3 Generalized Ultrametrics

The origin of generalized ultrametrics lies in valuation theory. They differ from conventional metrics in that the distance function takes values in general partially ordered sets instead of the real numbers. We introduce generalized ultrametrics and dislocated generalized ultrametrics, state the Prieß-Crampe and Ribenboim theorem 1.3.4 which is the analogue on these spaces of the Banach contraction mapping theorem 1.2.2, and study the notion of spherical completeness of generalized ultrametric spaces in how it relates to completeness and compactness for conventional metrics. We also give a constructive proof of a part of the Prieß-Crampe and Ribenboim theorem.

1.3.1 Definition Let \( X \) be a set and let \( \Gamma \) be a partially ordered set with least element 0. We call \( (X, \varrho, \Gamma) \) (or simply \( (X, \varrho) \)) a generalized ultrametric space (gum) if \( \varrho : X \times X \to \Gamma \) is a function such that for all \( x, y, z \in X \) and all \( \gamma \in \Gamma \) we have:

\[
\text{(Ui)} \quad \varrho(x, y) = 0 \text{ implies } x = y.
\]

\[
\text{(Uii)} \quad \varrho(x, x) = 0.
\]

\[
\text{(Uiii)} \quad \varrho(x, y) = \varrho(y, x).
\]

\[
\text{(Uiv)} \quad \text{If } \varrho(x, y) \leq \gamma \text{ and } \varrho(y, z) \leq \gamma, \text{ then } \varrho(x, z) \leq \gamma.
\]

If \( \varrho \) satisfies conditions (Ui), (Uiii) and (Uiv), but not necessarily (Uii), we call \( (X, \varrho) \) a dislocated generalized ultrametric space or simply a \( d \)-gum space, cf. Table 1.2. Condition (Uiv) will be called the strong triangle inequality for gums.

We will occasionally refer to the set \( \Gamma \) as the distance set of \( (X, \varrho) \).
<table>
<thead>
<tr>
<th>notion satisfies</th>
<th>(Ui)</th>
<th>(Uii)</th>
<th>(Uiii)</th>
<th>(Uiv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>generalized ultrametric (gum)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>dislocated generalized ultrametric (d-gum)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.2: (Dislocated) generalized ultrametrics: Definition 1.3.1.

It is clear that every (conventional) ultrametric space is also a generalized ultrametric space.

The following definitions prepare Theorem 1.3.4 and are taken from [PCR00a].

1.3.2 Definition Let $(X, \varrho, \Gamma)$ be a d-gum space. For $0 \neq \gamma \in \Gamma$ and $x \in X$, the set $B_\gamma(x) = \{ y \in X \mid \varrho(x, y) \leq \gamma \}$ is called a ($\gamma$-)ball in $X$ with centre or midpoint $x$. A d-gum space is called spherically complete if, for any chain $\mathcal{C}$, with respect to set-inclusion, of non-empty balls in $X$, we have $\bigcap \mathcal{C} \neq \emptyset$. A function $f : X \to X$ is called

1. (non-expanding) if $\varrho(f(x), f(y)) \leq \varrho(x, y)$ for all $x, y \in X$,

2. (strictly contracting on orbits) if $\varrho(f^2(x), f(x)) < \varrho(f(x), x)$ for every $x \in X$ with $x \neq f(x)$, and

3. (strictly contracting) if $\varrho(f(x), f(y)) < \varrho(x, y)$ for all $x, y \in X$ with $x \neq y$.

The requirement in the definition of spherical completeness that all balls are non-empty can be dropped when working in a gum instead of a d-gum, since in the first case all balls are always non-empty.

We will need the following observations, which are well-known for ordinary ultrametric spaces, see [PCR93].

1.3.3 Lemma Let $(X, \varrho, \Gamma)$ be a d-gum space. For $\alpha, \beta \in \Gamma$ and $x, y \in X$ the following statements hold.

1. If $\alpha \leq \beta$ and $B_\alpha(x) \cap B_\beta(y) \neq \emptyset$, then $B_\alpha(x) \subseteq B_\beta(y)$.

2. If $B_\alpha(x) \cap B_\alpha(y) \neq \emptyset$, then $B_\alpha(x) = B_\alpha(y)$. In particular, each element of a ball is also its centre.

3. $B_{\varrho(x,y)}(x) = B_{\varrho(x,y)}(y)$.

Proof: Let $a \in B_\alpha(x)$ and $b \in B_\alpha(x) \cap B_\beta(y)$. Then $\varrho(a, x) \leq \alpha$ and $\varrho(b, x) \leq \alpha$, hence $\varrho(a, b) \leq \alpha \leq \beta$. Since $\varrho(b, y) \leq \beta$, we have $\varrho(a, y) \leq \beta$, hence $a \in B_\beta(y)$, which proves the first statement. The second follows by symmetry and the third by replacing $\varrho(x, y)$ by $\alpha$ and applying (2).

For the following, see [PCR00c]. We will give several alternative proofs later.
1.3.4 Theorem (Prieß-Crampe and Ribenboim theorem) Let \((X, d)\) be a spherically complete generalized ultrametric space and let \(f : X \to X\) be non-expanding and strictly contracting on orbits. Then \(f\) has a fixed point. Moreover, if \(f\) is strictly contracting on \(X\), then \(f\) has a unique fixed point.

Note that every compact ultrametric space is spherically complete by the finite intersection property. The converse is not true: let \(X\) be an infinite set and take \(d(x, y) = 1\) if \(x \neq y\) and \(d(x, x) = 0\) for all \(x\). Then \((X, d)\) is not compact but spherically complete. The relationship between spherical completeness and completeness is given by the next proposition. Similar investigations have been undertaken in [PC90] in the case of totally ordered distance sets.

1.3.5 Proposition Let \((X, d)\) be an ultrametric space. If \(X\) is spherically complete then it is complete. The converse does not hold in general.

Proof: Assume that \((X, d)\) is spherically complete and that \((x_n)\) is a Cauchy sequence in \((X, d)\). Then, for every \(k \in \mathbb{N}\), there exists a least \(n_k \in \mathbb{N}\) such that for all \(n, m \geq n_k\) we have \(d(x_n, x_m) \leq \frac{1}{k}\). We note that \(n_k\) increases with \(k\). Now consider the set of balls \(B = \{B_{\frac{1}{k}}(x_{n_k}) \mid k \in \mathbb{N}\}\). By (Uiv), \(B\) is a decreasing chain of balls and has non-empty intersection \(B\) by spherical completeness of \((X, d)\). Let \(a \in B\). Then it is easy to see that \((x_n)\) converges to \(a\) (hence \(B = \{a\}\) is a one-point set since limits in \((X, d)\) are unique) and therefore \((X, d)\) is complete.

In order to show that the converse does not hold in general, define an ultrametric \(d\) on \(\mathbb{N}\) as follows. For \(n, m \in \mathbb{N}\), let \(d(n, m) = 1 + 2^{-\min(m, n)}\) if \(n \neq m\) and \(d(n, n) = 0\) for all \(n \in \mathbb{N}\). The topology induced by \(d\) is then the discrete topology on \(\mathbb{N}\), and the Cauchy sequences with respect to \(d\) are exactly the sequences which are eventually constant. So \((\mathbb{N}, d)\) is complete. Now consider the chain of balls \(B_n\) of the form \(\{m \in \mathbb{N} \mid d(m, n) \leq 1 + 2^{-n}\}\). Then we obtain \(B_n = \{m \mid m \geq n\}\) for all \(n \in \mathbb{N}\). So \(\bigcap B_n = \emptyset\).

Note also that with the notation from the second part of the proof, the successor function \(n \mapsto n + 1\) is strictly contracting, but does not have a fixed point. By Proposition 1.3.5 and the remarks preceding it, we obtain that the notion of spherical-completeness is strictly less general than completeness, and is strictly more general than compactness.

We will now follow a line of thought from [PC90], only slightly changed (the original version was for linearly ordered distance set), and with the proofs adapted to the more general setting.

1.3.6 Definition Let \((x_\delta)_{\delta < \varrho}\) be a (possibly transfinite) sequence of elements of a gum \((X, d)\). Then \((x_\delta)\) is said to be pseudo-convergent if for all \(\alpha < \beta < \gamma < \varrho\) we have \(d(x_\beta, x_\gamma) < d(x_\alpha, x_\beta)\). The transfinite sequence \((x_\delta)_{\delta + 1 < \varrho}\) with \(\pi_\delta = d(x_\delta, x_{\delta + 1})\) is then strictly monotonic decreasing. If \(\varrho\) is a limit ordinal, then any \(x \in X\) with \(d(x, x_\delta) \leq \pi_\delta\) for all \(\delta < \varrho\) is called a pseudo-limit of the transfinite sequence \((x_\delta)_{\delta < \varrho}\).
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The space \((X, d)\) is called trans-complete if every pseudo-convergent transfinite sequence \((x_\delta)_{\delta < \rho}\), where \(\rho\) is a limit ordinal, has a pseudo-limit in \(X\).

1.3.7 Proposition If \(x\) is a pseudo-limit of \((x_\delta)_{\delta < \rho}\), where \(\rho\) is a limit ordinal, then the set of all pseudo-limits of \((x_\delta)\) is given by \(\text{Lim}(x_\delta) = \{z \in X \mid d(x, z) < \pi_\delta \text{ for all } \delta < \rho\}\).

Proof: Let \(z \in \text{Lim}(x_\delta)\). Since \(d(z, x) < \pi_\delta\) and \(d(x, x_\delta) \leq \pi_\delta\) we obtain \(d(z, x_\delta) \leq \pi_\delta\) for all \(\delta\). Conversely, let \(z\) be a pseudo-limit of \((x_\delta)\). Since \(d(x, x_{\delta+1}), d(z, x_{\delta+1}) \leq \pi_{\delta+1}\) for all \(\delta < \rho\), we obtain \(d(x, z) \leq \pi_{\delta+1} < \pi_\delta\) for all \(\delta < \rho\).

1.3.8 Proposition A generalized ultrametric space is spherically complete if and only if it is trans-complete.

Proof: Let \(X\) be trans-complete and let \(\mathcal{B}\) be a decreasing chain of balls in \(X\). Without loss of generality assume that \(\mathcal{B}\) does not have a minimal element and is in fact strictly decreasing. Then we can select a coinitial subchain \((B_\delta)_{\delta < \rho}\) of \(\mathcal{B}\), where \(\rho\) is a limit ordinal, i.e. \((B_\delta)_{\delta < \rho}\) is a transfinite sequence of balls. Since this transfinite sequence is strictly decreasing, we know that for every \(\delta\) there exists \(x_\delta \in B_\delta \setminus B_{\delta+1}\), and the transfinite sequence \((x_\delta)_{\delta < \rho}\) is pseudo-convergent, hence has a pseudo-limit \(x\). Since \(d(x, x_\delta) \leq d(x_\delta, x_{\delta+1})\) and \(x_\delta, x_{\delta+1} \in B_\delta\) we obtain \(x \in B_\delta\) for all \(\delta\), hence \(x \in \bigcap \mathcal{B}\).

Conversely, let \(X\) be spherically complete and let \((x_\delta)\) be pseudo-convergent. Let \(\pi_\delta = d(x_\delta, x_{\delta+1})\) and \(B_\delta = B_{\pi_\delta}(x_\delta)\). For \(\alpha < \beta\) we have \(x_\beta \in B_\alpha \cap B_{\beta}\) and therefore that \((B_\delta)\) is a decreasing chain of balls by Lemma 1.3.3. By spherical completeness, there is some \(x \in \bigcap B_\delta\) which is a pseudo-limit of \((x_\delta)\).

We can now give a constructive proof of the second part of Theorem 1.3.4 under the restriction that \(\Gamma\) is linearly ordered. The proof is inspired by [KKM93], cf. also Section 2.2.

1.3.9 Theorem Let \((X, d, \Gamma)\) be a spherically complete generalized ultrametric space where \(\Gamma\) is linearly ordered and let \(f : X \to X\) be strictly contracting on \(X\). Then \(f\) has a unique fixed point.

Proof: Choose some \(x_0 \in X\) and let \(x_1 = f(x_0)\). We inductively define a transfinite sequence as follows. Our induction hypothesis is that for all ordinals \(\beta < \alpha\) the sequence \((x_\beta)_{\beta < \alpha}\) is pseudo-convergent. We also assume, without loss of generality, that none of the \(x_\beta\) is a fixed point of \(f\).

If \(\alpha = \beta + 1 + 1\) is the successor of a successor ordinal, then let \(x_\alpha = f(x_{\beta+1})\). Since \(f\) is strictly contracting, the obtained sequence \((x_\beta)_{\beta < \alpha}\) is pseudo-convergent.

If \(\alpha\) is a limit ordinal, then \((x_\beta)_{\beta < \alpha}\) is pseudo-convergent by the induction hypothesis. Then choose \(x_\alpha\) to be one of its pseudo-limits, which is possible by
Proposition 1.3.8, and let $\gamma_1 < \gamma_2 < \alpha$. Then by the induction hypothesis
\[
d(x_{\gamma_2}, x_\alpha) \leq d(x_{\gamma_2}, x_{\gamma_2+1}) < d(x_{\gamma_1}, x_{\gamma_2}).
\]

So the resulting sequence is also pseudo-convergent.

If $\alpha = \beta + 1$ is the successor of a limit ordinal, where $x_\beta$ is constructed as in the previous paragraph, then let $x_\alpha = f(x_\beta)$. We have to show that for all $\gamma_1 < \gamma_2 \leq \beta$ we have $d(x_{\gamma_2}, x_\alpha) < d(x_{\gamma_1}, x_{\gamma_2})$.

First assume that $\gamma_2$ is a limit ordinal. For every $\gamma + 1 < \gamma_2$ we obtain $d(x_{\gamma+1}, x_\alpha) < d(x_{\gamma}, x_\alpha) \leq d(x_{\gamma}, x_{\gamma_2})$ since $f$ is strictly contracting and by the induction hypothesis, and $d(x_{\gamma+1}, x_{\gamma_2}) < d(x_{\gamma}, x_{\gamma_2})$ by the following argument: $d(x_{\gamma+1}, x_{\gamma_2}) \leq \pi_{\gamma+1} < \pi_{\gamma} = d(x_{\gamma}, x_{\gamma+1})$, hence $x_\gamma \notin B_{\pi_{\gamma+1}}(x_{\gamma+1}) = B_{\pi_{\gamma+1}}(x_{\gamma_2})$ which suffices. By (Uiv) we conclude that $d(x_{\gamma_2}, x_\alpha) < d(x_{\gamma}, x_{\gamma_2})$ as required.

It remains to show the case where $\gamma_2$ is a successor ordinal. We obtain
\[
d(x_{\gamma_2}, x_\alpha) < d(x_{\gamma_2-1}, x_\beta) < d(x_{\gamma_1}, x_{\gamma_2})
\]
since $f$ is strictly contracting and by the induction hypothesis.

We constructed a transfinite sequence $(x_\alpha)$ which is pseudo-convergent. We also obtain a corresponding sequence $\pi_\alpha$ in $\Gamma$, where $\pi_\alpha = d(x_\alpha, x_{\alpha+1})$, which is strictly decreasing. If we assume that no point in $(x_\alpha)$ is a fixed point, then there must be an ordinal $\gamma$ such that $\pi_\alpha = 0$ for all $\alpha > \gamma$, where 0 is the least element of $\Gamma$. This, however, contradicts the assumption that no point in $(x_\alpha)$ is a fixed point.

In order to finish the proof, we need to show uniqueness of the fixed point. Suppose $y$ is another fixed point of $f$. Then $d(x, y) = d(f(x), f(y)) < d(x, y)$ which is a contradiction. Hence the fixed point is unique.

An alternative constructive proof is given in Section 1.5.

1.4 Dislocated Metrics

Dislocated metrics were studied under the name of metric domains in [Mat86]. We proceed now with the definitions needed for stating the Matthews theorem, which is the generalized Banach contraction mapping theorem on these spaces, that is, we will define convergence, Cauchy sequences and completeness for dislocated metrics as in [Mat86]. As it turns out, these notions can be carried over directly from conventional metrics. Then, we will investigate the topological structure underlying the notion of dislocated metric, which will lead to a proof of the Matthews theorem which is in the spirit of the proof of the Banach contraction mapping theorem.

1.4.1 Definition A sequence $(x_n)$ in a d-metric space $(X, \varrho)$ converges with respect to $\varrho$ (or in $\varrho$) if there exists an $x \in X$ such that $\varrho(x_n, x)$ converges to 0 as $n \to \infty$. In this case, $x$ is called a limit of $(x_n)$ (in $\varrho$).
1.4.2 Proposition Limits in d-metric spaces are unique.

Proof: Let $x$ and $y$ be limits of the sequence $(x_n)$. By properties (Miii) and (Miv) of Definition 1.2.1, it follows that $\varrho(x, y) \leq \varrho(x_n, x) + \varrho(x_n, y) \to 0$ as $n \to \infty$. Hence $\varrho(x, y) = 0$ and by property (Mii) of Definition 1.2.1 it follows that $x = y$. 

1.4.3 Definition A sequence $(x_n)$ in a d-metric space is called a Cauchy sequence if for each $\varepsilon > 0$ there exists $n_0 \in \mathbb{N}$ such that for all $m, n \geq n_0$ we have $\varrho(x_m, x_n) < \varepsilon$.

1.4.4 Proposition Every convergent sequence in a d-metric space is a Cauchy sequence.

Proof: Let $(x_n)$ be a sequence which converges to some $x$, and let $\varepsilon > 0$ be arbitrarily chosen. Then there exists $n_0 \in \mathbb{N}$ with $\varrho(x_n, x) < \frac{\varepsilon}{2}$ for all $n \geq n_0$. For $m, n \geq n_0$ we then obtain $\varrho(x_m, x_n) \leq \varrho(x_m, x) + \varrho(x, x_n) < 2 \cdot \frac{\varepsilon}{2} = \varepsilon$. Hence $(x_n)$ is a Cauchy sequence.

1.4.5 Definition A d-metric space $(X, \varrho)$ is called complete if every Cauchy sequence in $X$ converges with respect to $\varrho$. A function $f : X \to X$ is called a contraction if there exists $0 \leq \lambda < 1$ such that $\varrho(f(x), f(y)) \leq \lambda \varrho(x, y)$ for all $x, y \in X$.

1.4.6 Theorem (Matthews theorem) Let $(X, \varrho)$ be a complete d-metric space and let $f : X \to X$ be a contraction. Then $f$ has a unique fixed point.

A proof of this theorem was given in [Mat86], and we will from now on refer to it as the Matthews theorem. We will give an alternative proof later which is more in the spirit of the proof of the original Banach contraction mapping theorem.

We will now investigate a topological point of view of dislocated metrics following the outline given by the definitions at the beginning of this section. Since constant sequences do not in general converge in d-metric spaces, a conventional topological approach is not feasible, and notions of neighbourhoods, convergence and continuity will have to be modified.

Dislocated Neighbourhoods

1.4.7 Definition An (open $\varepsilon$-)ball in a d-metric space $(X, \varrho)$ with centre $x \in X$ is a set $B_\varepsilon(x) = \{y \in X \mid \varrho(x, y) < \varepsilon\}$ where $\varepsilon > 0$.

Note that balls may be empty in d-metric spaces. In fact, the above definition of ball does not imply that the centre of a ball is contained in the ball itself: the point may be dislocated from the ball, and hence our usage of the term “dislocated”.
1.4.8 Proposition Let \((X, \varrho)\) be a \(d\)-metric space.

(a) The following three conditions are equivalent:

(i) For all \(x \in X\), we have \(\varrho(x, x) = 0\).

(ii) \(\varrho\) is a metric.

(iii) For all \(x \in X\) and all \(\varepsilon > 0\), we have \(B_\varepsilon(x) \neq \emptyset\).

(b) The space \((X', \varrho)\), where \(X' = \{x \in X \mid \varrho(x, x) = 0\}\), is a metric space.

Proof: (a) That (i) implies (ii) is obvious, as is (ii) implies (iii). We show (iii) implies (i). Since \(B_\varepsilon(x) \neq \emptyset\) for all \(\varepsilon > 0\), there exists, for each \(\varepsilon > 0\), some \(y \in X\) with \(\varrho(x, y) < \varepsilon\). But, for all \(y \in X\), we have \(\varrho(x, x) \leq 2 \cdot \varrho(x, y)\), and hence \(\varrho(x, x) < \varepsilon\) for all \(\varepsilon > 0\). Therefore, \(\varrho(x, x) = 0\).

(b) Obviously, \((X', \varrho)\) is a \(d\)-metric space. The assertion now follows immediately from (a).

We proceed with the investigation of dislocated metrics from a topological point of view.

1.4.9 Definition Let \(X\) be a set. A relation \(\vartriangleleft \subseteq X \times \mathcal{P}(X)\) (written infix) is called a \(d\)-membership relation (on \(X\)) if it satisfies the following property for all \(x \in X\) and \(A, B \subseteq X\):

\[
x \vartriangleleft A \text{ and } A \subseteq B \text{ implies } x \vartriangleleft B.
\]

We say “\(x\) is below \(A\)” if \(x \vartriangleleft A\).

The “below”-relation is a generalization of the membership relation from set-theory, which will allow us to define a suitable notion of neighbourhood.

1.4.10 Definition Let \(X\) be a set, let \(\vartriangleleft\) be a \(d\)-membership relation on \(X\) and let \(\mathcal{U}_x \neq \emptyset\) be a collection of subsets of \(X\) for each \(x \in X\). We call \((\mathcal{U}_x, \vartriangleleft)\) a \(d\)-neighbourhood system (\(d\)-nbhood system) for \(x\) if it satisfies the following conditions.

(Ni) If \(U \in \mathcal{U}_x\), then \(x \vartriangleleft U\).

(Nii) If \(U, V \in \mathcal{U}_x\), then \(U \cap V \in \mathcal{U}_x\).

(Niii) If \(U \in \mathcal{U}_x\), then there is a \(V \subseteq U\) with \(V \in \mathcal{U}_x\) such that for all \(y \vartriangleleft V\) we have \(U \in \mathcal{U}_y\).

(Niv) If \(U \in \mathcal{U}_x\) and \(U \subseteq V\), then \(V \in \mathcal{U}_x\).

Each \(U \in \mathcal{U}_x\) is called a \(d\)-neighbourhood (\(d\)-nbhood) of \(x\). Finally, let \(X\) be a set, let \(\vartriangleleft\) be a \(d\)-membership relation on \(X\) and, for each \(x \in X\), let \((\mathcal{U}_x, \vartriangleleft)\) be a \(d\)-nbhood system for \(x\). Then \((X, \mathcal{U}, \vartriangleleft)\) (or simply \(X\)) is called a \(d\)-topological space, where \(\mathcal{U} = \{\mathcal{U}_x \mid x \in X\}\).
Note that points may have empty d-nbhoods and that Definition 1.4.10 is exactly the definition of a topological neighbourhood system if \( \prec \) is the membership relation \( \in \).

Proposition 1.4.11, next, shows that d-nbhood systems arise naturally from d-metrics.

**1.4.11 Proposition** Let \( (X, \rho) \) be a d-metric space. Define the d-membership relation \( \prec \) as the relation \( \{(x, A) \mid \text{there exists } \varepsilon > 0 \text{ for which } B_{\varepsilon}(x) \subseteq A\} \). For each \( x \in X \), let \( \mathcal{U}_x \) be the collection of all subsets \( A \) of \( X \) such that \( x \prec A \). Then \( (\mathcal{U}_x, \prec) \) is a d-nbhood system for \( x \) for each \( x \in X \).

**Proof:** It is easy to see that \( \prec \) is indeed a d-membership relation.

(i) is obvious. Note that we also have the reverse property: if \( x \prec U \), then \( U \in \mathcal{U}_x \).

(ii) If \( x \prec U, V \), then there are balls \( A, B \) with centre \( x \) such that \( A \subseteq U \) and \( B \subseteq V \). Without loss of generality let \( A \) be the smaller of the balls \( A \) and \( B \). Then \( A = A \cap B \subseteq U \cap V \).

(iii) Let \( U \in \mathcal{U}_x \), that is, \( x \prec U \). Then there is a ball \( B \) with centre \( x \) such that \( B \subseteq U \) and \( B \in \mathcal{U}_x \). Now let \( y \prec B \) be arbitrary. We have to show that \( y \prec U \). But \( y \prec B \) implies that there is a ball \( B' \) with centre \( y \) such that \( y \prec B' \subseteq B \subseteq U \). So \( y \prec U \).

(iv) This is obvious since \( x \prec U \subseteq V \) implies \( x \prec V \). \( \blacksquare \)

We note that if \( (X, \rho) \) is a metric space, then the above construction yields the usual topology associated with a metric.

The set of balls of a d-metric does not in general yield a conventional topology. In this respect, the axioms defining a dislocated metric are different from those defining a partial metric in [Mat92, Mat94], which are as follows.

**1.4.12 Definition** Let \( X \) be a set and let \( p : X \times X \to \mathbb{R}_0^+ \) be a function. We call \( p \) a **partial metric** on \( X \) if it satisfies the following axioms.

1. **(Pi)** For all \( x, y \in X \), \( x = y \) if and only if \( p(x, x) = p(x, y) = p(y, y) \).
2. **(Pii)** For all \( x, y \in X \), \( p(x, x) \leq p(x, y) \).
3. **(Piii)** For all \( x, y \in X \), \( p(x, y) = p(y, x) \).
4. **(Piv)** For all \( x, y, z \in X \), \( p(x, z) \leq p(x, y) + p(y, z) - p(y, y) \).

A **weak partial metric** is a distance function satisfying conditions (Pi), (Piii) and (Piv) of Definition 1.4.12, i.e., condition (Pii) of small self-distances is not required. These spaces were studied e.g. in [EH98, Hec99, O’N95], and we note that [O’N95] works with partial metrics where negative distances are allowed. It is easy to see that any (weak) partial metric is a d-metric. Furthermore, the set of balls with respect to a (weak) partial metric does indeed yield a topology, and strong relationships between the topologies arising from partial metrics and topologies discussed in domain theory can be established. We refer the reader to
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[Mat92, Mat94, EH98, Wac00] for a comprehensive discussion of these matters since our main concern here is with the more general notion of dislocated metric.

We will not follow the lines mentioned in this paragraph since dislocated metrics will suffice for the purpose of our applications.

1.4.13 Proposition Any d-ultrametric satisfies (Pii), (Piii) and (Piv), but not necessarily (Pi).

Proof: Let \((X, d)\) be a d-ultrametric space and let \(x, y, z \in X\).

(Pii) By the strong triangle inequality, we obtain \(d(x, x) \leq \max\{d(x, y), d(y, x)\}\)
and by symmetry we obtain the desired inequality.

(Piii) follows from (Mii).

(Piv) By the strong triangle inequality, we obtain \(d(x, z) \leq \max\{d(x, y), d(y, z)\}\).

Without loss of generality, we can assume that \(d(x, y) \geq d(y, z)\). Since by (Pii) we have \(d(y, y) \leq d(y, z)\), we obtain \(d(x, z) \leq d(x, y) \leq d(x, y) + d(y, z) - d(y, y)\).

Let \(X\) be a set and define \(d\) on \(X \times X\) to be identically 1. Then \(d\) is a d-ultrametric on \(X\) which does not satisfy (Pi).

Convergence and Continuity

Once the notion of d-nbhhood is defined, it is straightforward to adapt the notion of convergence to d-topological spaces.

1.4.14 Definition Let \((X, d, \prec)\) be a d-topological space and let \(x \in X\). A (topological) net \((x_\lambda)\) d-converges to \(x \in X\) if for each d-nbhhood \(U\) of \(x\) we have that \(x_\lambda\) is eventually in \(U\), that is, there exists some \(\lambda_0\) such that \(x_\lambda \in U\) for each \(\lambda > \lambda_0\).

Note that if for some \(x \in X\) we have \(\emptyset \in \mathcal{U}_x\), then the constant sequence \((x)\) does not d-converge. In fact, if \(\emptyset \in \mathcal{U}_x\), then no net in \(X\) d-converges to \(x\).

Note also that the notion of convergence obtained in Definition 1.4.14 is a natural generalization of convergence with respect to a d-metric, and we investigate this next.

1.4.15 Proposition Let \((X, d)\) be a d-metric space and let \((X, d, \prec)\) be the d-topological space obtained from it via the construction in Proposition 1.4.11. Let \((x_n)\) be a sequence in \(X\). Then \((x_n)\) converges in \(d\) if and only if \((x_n)\) d-converges in \((X, d, \prec)\).

Proof: Let \((x_n)\) be convergent in \(d\) to some \(x \in X\), so that \(d(x_n, x) \to 0\) as \(n \to \infty\), and let \(U\) be a d-nbhhood of \(x\). Then there exists \(\varepsilon > 0\) such that \(B_\varepsilon(x) \subseteq U\). Since \(d(x_n, x) \to 0\), there exists \(n_0\) such that \(x_n \in B_\varepsilon(x) \subseteq U\) for all \(n > n_0\) and hence \((x_n)\) d-converges to \(x\).

Conversely, let \((x_n)\) be d-convergent to some \(x \in X\), that is, for each d-nbhhood \(U\) of \(x\) there exists \(n_0\) such that \(x_n \in U\) for each \(n > n_0\). For each \(\varepsilon > 0\), \(B_\varepsilon(x)\) is a
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d-nbhood of \( x \). Since \( \varepsilon \) can be chosen arbitrarily small, we must have \( g(x_n, x) \to 0 \) as \( n \to \infty \), as required. □

We proceed with defining continuity on d-topological spaces.

1.4.16 Definition Let \( X \) and \( Y \) be d-topological spaces and let \( f : X \to Y \) be a function. Then \( f \) is d-\textit{continuous} at \( x_0 \in X \) if for each d-nbhood \( V \) of \( f(x_0) \) in \( Y \) there is a d-nbhood \( U \) of \( x_0 \) in \( X \) such that \( f(U) \subseteq V \). We say \( f \) is d-\textit{continuous} on \( X \) if \( f \) is d-continuous at each \( x_0 \in X \).

The following theorem shows that the notion of d-convergence can be characterized via nets, by analogy with conventional topology.

1.4.17 Theorem Let \( X \) and \( Y \) be d-topological spaces and let \( f : X \to Y \) be a function. Then \( f \) is d-continuous if and only if for each net \( (x_\lambda) \) in \( X \) which d-converges to some \( x_0 \in X \), \( (f(x_\lambda)) \) is a net in \( Y \) which d-converges to \( f(x_0) \in Y \).

Proof: Let \( f \) be d-continuous at \( x_0 \) and let \( x_\lambda \) be a net which d-converges to \( x_0 \). Let \( V \) be a d-nbhood of \( f(x_0) \). Then there exists a d-nbhood \( U \) of \( x_0 \) such that \( f(U) \subseteq V \). Since \( x_\lambda \) is eventually in \( U \), we obtain that \( f(x_\lambda) \) is eventually in \( V \), and hence \( f(x_\lambda) \) d-converges to \( f(x_0) \).

Conversely, if \( f \) is not d-continuous at \( x_0 \), then for some d-nbhood \( V \) of \( f(x_0) \) and for all \( U \in \mathcal{U}_{x_0} \) we have \( f(U) \not\subseteq V \). Thus for each \( U \in \mathcal{U}_{x_0} \) there is an \( x_U \in U \) with \( f(x_U) \not\in V \). Then \( (x_U) \) is a net in \( X \) which d-converges to \( x_0 \) whilst \( f(x_U) \) does not d-converge to \( f(x_0) \). □

We have generalized convergence from d-metrics to d-topologies. However, we still lack a notion of continuity in terms of d-metrics. We will investigate this next, and this will enable us to give a proof of the Matthews theorem 1.4.6 which is analogous to the standard proof of the Banach contraction mapping theorem.

1.4.18 Proposition Let \( (X, \rho) \) and \( (Y, \rho') \) be d-metric spaces, let \( f : X \to Y \) be a function and let \( (X, \mathcal{U}, \prec) \) and \( (Y, \mathcal{Y}, \prec') \) be the d-topological spaces obtained from \( (X, \rho) \), respectively \( (Y, \rho') \), via the construction in Proposition 1.4.11. Then \( f \) is d-continuous at \( x_0 \in X \) if and only if for each \( \varepsilon > 0 \) there exists a \( \delta > 0 \) such that \( f(B_\delta(x_0)) \subseteq B_\varepsilon(f(x_0)) \).

Proof: Let \( f \) be d-continuous at \( x_0 \in X \) and let \( \varepsilon > 0 \). Then \( B_\varepsilon(f(x_0)) \) is a d-nbhood of \( f(x_0) \). By definition of d-continuity, there exists a d-nbhood \( U \) of \( x_0 \) with \( f(U) \subseteq B_\varepsilon(f(x_0)) \). But since \( U \) is a d-nbhood of \( x_0 \), there exists a ball \( B_\delta(x_0) \subseteq U \) and therefore \( f(B_\delta(x_0)) \subseteq f(U) \subseteq B_\varepsilon(f(x_0)) \).

Conversely, assume that the \( \varepsilon-\delta \)-condition on \( f \) holds and let \( V \) be a d-nbhood of \( f(x_0) \). Then there exists \( \varepsilon > 0 \) with \( B_\varepsilon(f(x_0)) \subseteq V \) and \( \delta > 0 \) with \( f(B_\delta(x_0)) \subseteq B_\varepsilon(f(x_0)) \subseteq V \). Since \( B_\delta(x_0) \) is a d-nbhood of \( x_0 \) we obtain d-continuity of \( f \). □

1.4.19 Proposition Let \( (X, \rho) \) be a d-metric space, let \( f : X \to X \) be a contraction with contractivity factor \( \lambda \) and let \( (X, \mathcal{U}, \prec) \) be the d-topological space
obtained from \((X, \varrho)\) via the construction in Proposition 1.4.11. Then \(f\) is \(d\)-continuous.

**Proof:** Let \(x_0 \in X\) and let \(\varepsilon > 0\) be arbitrarily chosen. For \(\delta = \frac{\varepsilon}{\lambda + 1}\), we obtain \(d(f(x), f(x_0)) \leq \lambda d(x, x_0) \leq \lambda \frac{\varepsilon}{\lambda + 1} < \varepsilon\) for all \(x \in B_\delta(x_0)\), and therefore \(f(B_\delta(x_0)) \subseteq B_\varepsilon(f(x_0))\) as required. \(\blacksquare\)

**Proof of Theorem 1.4.6:** With our preparations, the proof follows the proof of the Banach contraction mapping theorem on metric spaces, and we only sketch the details here.

Let \(x \in X\) be arbitrarily chosen. Then the sequence \((f^n(x))_{n \in \mathbb{N}}\) is a Cauchy sequence and converges in \((X, \varrho)\) to some point \(y\). Since \(f\) is a contraction, it is also \(d\)-continuous by Proposition 1.4.19 from which we obtain \(y = \lim f^n(x) = f(\lim f^{n-1}(x)) = f(y)\) by Theorem 1.4.17. Uniqueness follows since if \(z\) is a fixed point of \(f\), then \(\varrho(x, z) = \varrho(f(x), f(z)) \leq \lambda \varrho(x, z)\) and therefore \(\varrho(x, z) = 0\), and hence \(x = z\) by (Mii). \(\blacksquare\)

### 1.5 Dislocated Generalized Ultrametrics

The following theorem gives a partial unification of the Matthews theorem 1.4.6 and the Prieß-Crampe and Ribenboim theorem 1.3.4. The proof of the latter theorem given in [PCR93] in fact carries over directly to our more general setting of \(d\)-gums.

#### 1.5.1 Theorem

Let \((X, \varrho, \Gamma)\) be a spherically complete \(d\)-gum space and let \(f : X \rightarrow X\) be non-expanding and strictly contracting on orbits. Then \(f\) has a fixed point. If \(f\) is strictly contracting on \(X\), then the fixed point is unique.

**Proof:** Assume that \(f\) has no fixed point. Then for all \(x \in X\) we have \(\varrho(x, f(x)) \neq 0\). We define the set \(B\) by \(B = \{B_{\varrho(x, f(x))}(x) \mid x \in X\}\), and note that each ball in this set is non-empty. We also note that \(B_{\varrho(x, f(x))}(x) = B_{\varrho(x, f(x))}(f(x))\) by Lemma 1.3.3. Now let \(C\) be a maximal chain in \(B\). Since \(X\) is spherically complete, there exists \(z \in \bigcap C\). We show that \(B_{\varrho(z, f(z))}(z) \subseteq B_{\varrho(x, f(x))}\) for all \(x \in X\) and hence, by maximality, that \(B_{\varrho(z, f(z))}(z)\) is the smallest ball in the chain. Let \(B_{\varrho(x, f(x))}(x) \in C\). Since \(z \in B_{\varrho(x, f(x))}(x)\), and noting our earlier observation that \(B_{\varrho(x, f(x))}(x) = B_{\varrho(x, f(x))}(f(x))\) for all \(x\), we get \(\varrho(z, x) \leq \varrho(x, f(x))\) and \(\varrho(z, f(x)) \leq \varrho(x, f(x))\). By non-expansiveness of \(f\), we get \(\varrho(f(z), f(x)) \leq \varrho(z, f(x))\). It follows by (Univ) that \(\varrho(z, f(z)) \leq \varrho(x, f(x))\) and therefore that \(B_{\varrho(z, f(z))}(z) \subseteq B_{\varrho(x, f(x))}(x)\) by Lemma 1.3.3 for all \(x \in X\), since \(x\) was chosen arbitrarily. Now, since \(f\) is strictly contracting on orbits, \(\varrho(f(z), f^2(z)) < \varrho(z, f(z))\), and therefore \(z \not\in B_{\varrho(f(z), f^2(z))}(f(z)) \subseteq B_{\varrho(z, f(z))}(f(z))\). By Lemma 1.3.3, this is equivalent to \(B_{\varrho(f^2(z), f^3(z))}(f(z)) \subseteq B_{\varrho(z, f(z))}(f(z))\), which is a contradiction to the maximality of \(C\). So \(f\) has a fixed point.

Now let \(f\) be strictly contracting on \(X\) and assume that \(x, y\) are two distinct fixed points of \(f\). Then we get \(\varrho(x, y) = \varrho(f(x), f(y)) < \varrho(x, y)\) which is impossible. So the fixed point of \(f\) is unique in this case. \(\blacksquare\)
We next give a constructive proof of a special case of Theorem 1.5.1.

**1.5.2 Theorem** Let \((X, d, \Gamma)\) be a spherically complete dislocated generalized ultrametric space with \(\Gamma = \{2^{-\alpha} \mid \alpha \leq \gamma\}\) for some ordinal \(\gamma\). We order \(\Gamma\) by \(2^{-\alpha} < 2^{-\beta}\) iff \(\beta < \alpha\), and denote \(2^{-\gamma}\) by 0. If \(f : X \to X\) is any strictly contracting function on \(X\), then \(f\) has a unique fixed point.

**Proof:** Let \(x \in X\). Then \(f(x) \in f(X)\) and \(d(f(x), x) \leq 2^{-\gamma}\) since \(2^{-\gamma}\) is the maximum distance possible between any two points in \(X\). Now, \(d(f(f(x)), f(x)) \leq 2^{-\gamma} \leq 2^{-\gamma}\) since \(f\) is strictly contracting, and by \((\text{Uiv})\) it follows that \(d(f^2(x), x) \leq 2^{-\gamma}\). By the same argument, we obtain \(d(f^3(x), f^2(x)) \leq 2^{-2\gamma} \leq 2^{-\gamma}\) and therefore \(d(f^3(x), f(x)) \leq 2^{-\gamma}\). In fact, an easy induction argument along these lines shows that \(d(f^{n+1}(x), f^n(x)) \leq 2^{-m}\) for \(m \leq n\). Again by \((\text{Uiv})\), we obtain that the sequence of balls of the form \(B_{2^{-\gamma}}(f^n(x))\) is a descending chain (with respect to set-inclusion) if \(n\) is increasing, and therefore has non-zero intersection \(B_\omega\) since \(X\) is spherically complete. We therefore conclude that there is \(x_\omega \in B_\omega\) with \(d(x_\omega, f^n(x_\omega)) \leq 2^{-n}\) for each \(n \in \mathbb{N}\).

For each \(n \in \mathbb{N}\) we argue as follows. Since \(d(f(x_\omega), f^{n+1}(x_\omega)) < d(x_\omega, f^n(x_\omega)) \leq 2^{-n}\) and \(d(x_\omega, f^{n+1}(x_\omega)) \leq 2^{-2n+1} \leq 2^{-n}\), we obtain \(d(f(x_\omega), x_\omega) \leq 2^{-n}\). Since this is the case for all \(n \in \mathbb{N}\), we obtain \(d(f(x_\omega), x_\omega) \leq 2^{-\omega}\).

It is straightforward to cast the above observations into a transfinite induction argument, and we obtain the following construction:

Choose \(x \in X\) arbitrarily. For each ordinal \(\alpha \leq \gamma\), we define \(f^\alpha(x)\) as follows. If \(\alpha\) is a successor ordinal, then \(f^\alpha(x) = f(f^{\alpha-1}(x))\) as usual. If \(\alpha\) is a limit ordinal, then we choose \(f^\alpha(x)\) as some \(x_\alpha\) which has the property that \(d(x_\alpha, f^\beta(x)) \leq 2^{-\beta}\), and the existence of such an \(x_\alpha\) is guaranteed by spherical completeness of \(X\).

The resulting transfinite sequence \(f^\alpha(x)\) has the property that \(d(f^{\alpha+1}(x), f^\alpha(x)) \leq 2^{-\alpha}\) for all \(\alpha \leq \gamma\). Consequently, \(d(f^{\gamma+1}(x), f^\gamma(x)) = 2^{-\gamma} = 0\), and therefore \(f^\gamma(x)\) must be a fixed point of \(f\).

Finally, \(x_\gamma = f^\gamma(x)\) can be the only fixed point of \(f\). To see this, suppose \(y \neq x_\gamma\) is another fixed point of \(f\). Then we obtain \(f(y, x_\gamma) < f(y, x_\gamma)\), from the fact that \(f\) is strictly contracting, which is impossible.

Another alternative proof of this theorem will be given at the end of Section 3.4.

### 1.6 Quasimetrics

Quasimetrics are a convenient way of reconciling metric and order structures. We give the relevant definitions in order to state the Rutten-Smyth theorem 1.6.3, in the form in which it appears in [Rut96]. A more general version was given in [Smy87] on quasi-uniformities.

**1.6.1 Definition** A sequence \((x_n)\) in a quasimetric space \((X, d)\) is a (forward) Cauchy sequence if, for all \(\varepsilon > 0\), there exists \(n_0 \in \mathbb{N}\) such that for all \(n \geq m \geq n_0\)
we have $d(x_m, x_n) < \varepsilon$. A Cauchy sequence $(x_n)$ converges to $x \in X$ if, for all $y \in X$, $d(x, y) = \lim d(x_n, y)$. Finally, $X$ is called CS-complete if every Cauchy sequence in $X$ converges.

Note that limits of Cauchy sequences in quasimetric spaces are unique. Given a quasimetric space $(X, d)$, $d$ induces a partial order $\leq_d$ on $X$ by setting $x \leq_d y$ if and only if $d(x, y) = 0$. If $(X, d)$ is a quasimetric space, then $(X, d^*)$ is a metric space, where $d^*(x, y) = \max\{d(x, y), d(y, x)\}$.

1.6.2 Definition Let $X$ be a quasimetric space. A function $f : X \to X$ is called

1. CS-continuous if, for all Cauchy sequences $(x_n)$ in $X$ with $\lim x_n = x$, $(f(x_n))$ is a Cauchy sequence and $\lim f(x_n) = f(x)$,

2. non-expanding if $d(f(x), f(y)) \leq d(x, y)$ for all $x, y \in X$, and

3. contractive if there exists some $0 \leq c < 1$ such that $d(f(x), f(y)) \leq c \cdot d(x, y)$ for all $x, y \in X$.

Contractive mappings are not necessarily CS-continuous as was pointed out in [Rut96], where also a proof of the following theorem can be found.

1.6.3 Theorem (Rutten-Smyth theorem) Let $(X, d)$ be a CS-complete quasimetric space and let $f : X \to X$ be non-expanding.

1. If $f$ is CS-continuous and there exists $x \in X$ with $x \leq_d f(x)$, then $f$ has a fixed point, and this fixed point is least above $x$ with respect to $\leq_d$.

2. If $f$ is CS-continuous and contractive, then $f$ has a unique fixed point.

Moreover, in both cases the fixed point can be obtained as the limit of the Cauchy sequence $(f^n(x))$, where in (1) $x$ is the given point, and in (2) $x$ can be chosen arbitrarily.

Let $(X, \leq)$ be a partially ordered set. Define a function $d_{\leq} : X \times X \to \mathbb{R}_0^+$ by

$$d_{\leq}(x, y) = \begin{cases} 0 & \text{if } x \leq y \\ 1 & \text{otherwise.} \end{cases}$$

Then it is easily checked that $(X, d_{\leq})$ is a quasi-ultrametric space, and $d_{\leq}$ is called the discrete quasimetric on $X$. Note that $\leq_{d_{\leq}}$ and $\leq$ coincide for a given partial order $\leq$.

By virtue of this definition and the definition of $\leq_d$ for a given quasimetric $d$, Part (1) of Theorem 1.6.3 generalizes the Kleene theorem 1.1.3. Part (2) generalizes the Banach contraction mapping theorem 1.2.2, cf. also [Rut96, Smy87] and Proposition 2.4.4.
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<table>
<thead>
<tr>
<th>space</th>
<th>name of theorem</th>
<th>reference number</th>
<th>symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>ω-cpo</td>
<td>Kleene</td>
<td>1.1.3</td>
<td>K</td>
</tr>
<tr>
<td>chain-complete</td>
<td>Knaster-Tarski</td>
<td>1.1.7</td>
<td>KT</td>
</tr>
<tr>
<td>partial order</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>complete metric</td>
<td>Banach</td>
<td>1.2.2</td>
<td>B</td>
</tr>
<tr>
<td>compact metric</td>
<td>—</td>
<td>1.2.3</td>
<td>cp</td>
</tr>
<tr>
<td>gum</td>
<td>Priëß-Crampe and Ribenboim</td>
<td>1.3.4</td>
<td>PCR</td>
</tr>
<tr>
<td>d-metric</td>
<td>Matthews</td>
<td>1.4.6</td>
<td>M</td>
</tr>
<tr>
<td>d-gum</td>
<td>—</td>
<td>1.5.1</td>
<td>dPCR</td>
</tr>
<tr>
<td>quasimetric</td>
<td>Rutten-Smyth</td>
<td>1.6.3</td>
<td>RS</td>
</tr>
</tbody>
</table>

Table 1.3: Summary of single-valued fixed-point theorems.

Figure 1.1: Dependencies between fixed-point theorems from Chapter 1. If a theorem is depicted lower in the diagram, this means that it is more general. See Table 1.3 for the abbreviations.

1.7 Summary and Further Work

We have presented a number of theorems on different order structures and generalized metrics, which are collected in Table 1.3.

The dependencies between these theorems are depicted in Figure 1.1, where the letters abbreviate the theorems as listed in Table 1.3. The abbreviation “cpu” stands for the fact that strictly contracting functions on compact ultrametric spaces have unique fixed points, which is an easy corollary of Theorem 1.2.3.

We note that the Priëß-Crampe and Ribenboim theorem 1.3.4 can be proven using the Knaster-Tarski theorem 1.1.7, analogous to a proof in [EH98] of the Banach contraction mapping theorem 1.2.2 from the Kleene theorem 1.1.3, see Section 3.3. Also, the dislocated Priëß-Crampe and Ribenboim theorem 1.5.1, respectively the Matthews theorem, can be proven using the non-dislocated version, i.e. the Priëß-Crampe and Ribenboim theorem 1.3.4, respectively the Banach contraction mapping theorem 1.2.2, see Sections 3.4 and 3.1, respectively.

We list a number of questions arising from our results.
Question 1.1 Is there a reasonable notion of \textit{d-open set} corresponding to the notions of d-neighbourhood, d-convergence and d-continuity as in Section 1.4?

Question 1.2 What are necessary and sufficient conditions such that a spherically complete gum is compact?

Question 1.3 Is there a quasimetric version of the Prieß-Crampe and Ribenboim theorem 1.3.4?

Question 1.4 Which of the theorems in Figure 1.1 allow for common generalizations?
Chapter 2

Fixed-point Theorems for
Multivalued Mappings

We briefly present fixed-point theorems for multivalued mappings on partial orders and generalized metrics, and study some of the relationships between them. It turns out that many fixed-point theorems from Chapter 1 can be carried over to a multivalued setting. In Section 2.1, we carry over the Knaster-Tarski theorem 1.1.7. In Section 2.2, we present a multivalued version of the Banach contraction mapping theorem 1.2.2. Section 2.3 is concerned with multivalued variants of the Priëß-Crampe and Ribenboim theorem and Section 2.4 introduces a theorem for multivalued mappings on quasimetrics which reconciles the theorems on partial orders and metrics analogous to the Rutten-Smyth theorem 1.6.3.

2.1 Partial Orders

We review a multivalued version of the Knaster-Tarski theorem 1.1.7 due to [KM98]. A multivalued Kleene theorem will be presented in Section 2.4.

2.1.1 Definition Let \( T : X \to 2^X \) be a multivalued mapping defined on \( X \). An orbit of \( T \) is a net \((x_i)_{i \in \alpha}\) in \( X \), where \( \alpha \) denotes an ordinal, such that \( x_{i+1} \in T(x_i) \) for all \( i \in \alpha \). An orbit \((x_i)_{i \in \alpha}\) of \( T \) is called an \( \omega \)-orbit if \( \alpha \) is the first limit ordinal, \( \omega \). An orbit \((x_i)_{i \in \alpha}\) of \( T \) will be said to be eventually constant if there is a tail \((x_i)_{\beta \leq i} \) of \((x_i)_{i \in \alpha}\) which is constant in that \( x_i = x_j \) for all \( i, j \in \alpha \) satisfying \( \beta \leq i, j \).

If \( T : X \to 2^X \) is a multivalued mapping and \( x \) is a fixed point of \( T \), then we obtain an orbit of \( T \) which is eventually constant by setting \( x = x_0 = x_1 = x_2 \ldots \). Conversely, suppose that \((x_i)_{i \in \alpha}\) is an orbit of \( T \) with the property that \( x_{i+1} = x_i \) for all \( i \in \alpha \) satisfying \( \beta \leq i \), for some ordinal \( \beta \in \alpha \). Then \( x_\beta = x_{\beta+1} \in T(x_\beta) \) and we have a fixed point \( x_\beta \) of \( T \). Thus, having a fixed point and having an orbit which is eventually constant are essentially equivalent conditions on \( T \).
2.1.2 Definition A multivalued mapping $T$ defined on a partially ordered set $X$ will be said to be monotonic if, for all $x, y \in X$ satisfying $x \leq y$ and for all $a \in T(x)$, there exists $b \in T(y)$ such that $a \leq b$.

2.1.3 Definition An orbit $(x_i)_{i \in \alpha}$ of $T$ is said to be increasing if we have $x_i \leq x_j$ for all $i, j \in \alpha$ satisfying $i \leq j$, and is said to be eventually increasing if some tail of the orbit is increasing. Finally, an increasing orbit $(x_i)_{i \in \alpha}$ of $T$ is said to be tight if, for all limit ordinals $\beta \in \alpha$, we have $x_\beta = \sup\{x_i \mid i < \beta\}$.

Suppose that $(x_i)_{i \in \alpha}$ is an increasing orbit of $T$ and that $\beta \in \alpha$ is a limit ordinal. Then $x_{\beta+1}$ is an element of $T(x_\beta)$ such that $x_i \leq x_{\beta+1}$ for all $i < \beta$, and of course $\sup\{x_i \mid i < \beta\} \leq x_\beta \leq x_{\beta+1}$ if the supremum exists. In particular, any increasing orbit $(x_i)_{i \in \alpha}$ which is tight (if such exists) must satisfy the following condition:

For any limit ordinal $\beta$, there exists $x = x_{\beta+1} \in T(\sup\{x_i \mid i < \beta\})$ such that $\sup\{x_i \mid i < \beta\} \leq x$. \hfill (2.1)

This condition is a slight variant of a condition which was identified in [KM98] as a sufficient condition for the existence of fixed points of monotonic multivalued mappings. In fact, the following result was established in [KM98], except that it was formulated for decreasing orbits and infima and we have chosen to work with the dual notions instead, to maintain consistency.

2.1.4 Theorem (Knaster-Tarski multivalued) Let $X$ be a complete partial order and let $T : X \to 2^X$ be a multivalued mapping which is non-empty, monotonic and satisfies (2.1). Then $T$ has a fixed point.

We omit details of the proof of this result except to observe that, starting with the bottom element $x_0 = \bot$ of $X$, the condition (2.1) permits the construction, transfinitely, of a tight orbit $(x_i)$ of $T$. Since this can be carried out for ordinals whose underlying cardinal is greater than that of $X$, we are forced to conclude that $(x_i)$ is eventually constant and therefore that $T$ has a fixed point.

Noting that $\sup\{x_i \mid i < \beta\} = \sup\{x_{i+1} \mid i < \beta\}$, one can view (2.1) schematically as the statement “$\sup\{T(x_i) \mid i < \beta\} \leq T(\sup\{x_i \mid i < \beta\})$” and it can therefore be thought of as a rather natural, weak continuity condition on $T$ which is automatically satisfied by any monotonic single-valued mapping $T$ on a cpo. The question of when the orbit constructed in the previous paragraph becomes constant in $\omega$ steps as in the single-valued Kleene theorem 1.1.3 is a question of continuity and will be taken up in Section 2.4.

Theorem 2.1.4 was established in [KM98] in order to show the existence of (consistent) answer sets for a class of disjunctive programs called signed programs, see Section 7.3. At the end of Section 7.3, we will give examples which show that it sometimes is necessary to work transfinitely in practice, a point which justifies the name “Knaster-Tarski theorem” applied to Theorem 2.1.4.
Thus, to summarize, monotonicity of $T$ together with (2.1) appears to give, for multivalued mappings, an exact analogue of the fixed-point theory for monotonic single-valued mappings due to Knaster-Tarski. Moreover, there are applications to the semantics of disjunctive programs which parallel those made in the standard, non-disjunctive case.

### 2.2 Metrics

We present a result due to [KKM93] which is a multivalued version of the Banach contraction mapping theorem 1.2.2.

#### 2.2.1 Definition

Let $(X, d)$ be a metric space. A multivalued mapping $T : X \rightarrow 2^X$ is called a contraction if there exists a real number $k < 1$ such that for every $x \in X$, for every $y \in X$, and for all $a \in T(x)$, there exists $b \in T(y)$ such that $d(a, b) \leq kd(x, y)$.

The following result is taken from [KKM93]. An alternative proof will be given in Section 2.4.

#### 2.2.2 Theorem (Banach multivalued)

Assume that $X$ is a complete metric space, and that $T$ is a multivalued contraction on $X$ such that, for every $x \in X$, the set $T(x)$ is closed and non-empty. Then $T$ has a fixed point.

This theorem was established with a specific objective in view, namely, to show the existence of answer sets for disjunctive logic programs which are countably stratified [KKM93].

### 2.3 Generalized Ultrametrics

We present multivalued versions of the Prieß-Crampe and Ribenboim theorem 1.3.4.

#### 2.3.1 Definition

Let $(X, d, \Gamma)$ be a generalized ultrametric space (so that $\Gamma$ is a partially ordered set). A multivalued mapping $T$ on $X$ is called strictly contracting, respectively, non-expanding if, for all $x, y \in X$ with $x \neq y$ and for every $a \in T(x)$, there exists an element $b \in T(y)$ such that $d(a, b) < d(x, y)$, respectively, $d(a, b) \leq d(x, y)$.

The mapping $T$ is called strictly contracting on orbits, if for every $x \in X$ and for every $a \in T(x)$ with $a \neq x$, there exists an element $b \in T(a)$ with $d(a, b) < d(a, x)$.

For $T : X \rightarrow 2^X$, let $\Pi_x = \{d(x, y) \mid y \in T(x)\}$ and, for a subset $\Delta \subseteq \Gamma$, denote by $\text{Min} \Delta$ the set of all minimal elements of $\Delta$.

The following theorem was proved in [PCR00c]. Although we know of no specific application of it, we believe it will prove to be useful by virtue of the general nature of the set $\Gamma$.
2.3.2 Theorem (Prieß-Cramps and Ribenboim multivalued) Let $(X, d)$ be a spherically complete generalized ultrametric space. Let $T : X \to 2^X$ be non-empty, non-expanding and strictly contracting on orbits. Moreover, assume that for every $x \in X$, $\text{Min} \Pi_x$ is finite and that every element of $\Pi_x$ has a lower bound in $\text{Min} \Pi_x$. Then $T$ has a fixed point.

The following ideas were considered in [KKM93]. We show that the notions defined there basically coincide with those from generalized ultrametrics.

2.3.3 Definition A *semigroup* is a set $V$ together with an associative binary operation $+: V \times V \to V$. If $+$ is also commutative, then the semigroup is called *commutative* or *Abelian*. A semigroup is called a *semigroup with 0* if there exists an element $0 \in V$ such that $0 + u = u + 0 = u$ for all $u \in V$.

By an *ordered semigroup with 0* we mean a semigroup with 0 on which there is an ordering $\leq$ satisfying: $0 \leq v$ for all $v \in V$, and if $v_1 \leq v_2$ and $v'_1 \leq v'_2$, then $v_1 + v'_1 \leq v_2 + v'_2$.

2.3.4 Definition Let $V$ be an ordered Abelian semigroup with 0 and let $X$ be an arbitrary set. A *g-metric* on $X$ is a mapping $d : X \times X \to V$ which satisfies the following conditions for all $x, y, z \in X$.

1. $d(x, y) = 0$ if and only if $x = y$.
2. $d(x, y) = d(y, x)$.
3. $d(x, y) \leq d(x, z) + d(z, y)$.

A pair $(X, d)$ consisting of a set $X$ and a g-metric $d$ on $X$ is called a *g-metric space*.

In [KKM93], g-metrics were called generalized metrics, but we have changed the notation since the notion of generalized metric is used differently in this thesis. We will in fact not work with g-metrics in the sequel since the strongly related generalized ultrametrics will suffice for our purposes. We investigate this relationship next; the following definitions are again taken from [KKM93].

2.3.5 Definition Let $V$ denote the set of all expressions of the type $0$ or $2^{-\alpha}$, where $\alpha$ is a countable ordinal. An order is defined on $V$ by: $0 \leq v$ for every $v \in V$, and $2^{-\alpha} \leq 2^{-\beta}$ if and only if $\beta \leq \alpha$. As a semigroup operation $u + v$, we will use the maximum $\max(u, v)$. It will be convenient to write $\frac{1}{2}2^{-\alpha} = 2^{-[\alpha + 1]}$.

2.3.6 Definition Assume that $\alpha$ is either a countable ordinal or $\omega_1$, the first uncountable ordinal, and that $v = (v_\beta)_{\beta < \alpha}$ is a decreasing family of elements of $V$. Let $X$ be a g-metric space, and let $(x_\beta)_{\beta < \alpha}$ be a family of elements of $X$.

(i) $(x_\beta)$ is said to be a *v-cluster* to $x \in X$ if, for all $\beta$, we have $d(x_\beta, x) < v_\beta$ whenever $\beta < \alpha$.
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(ii) \((x_\beta)\) is said to be \(v\)-Cauchy if, for all \(\beta\) and \(\gamma\), we have \(d(x_\beta, x_\gamma) < v_\beta\) whenever \(\beta < \gamma < \alpha\).

(iii) \(X\) is said to be complete if for every \(v\), every \(v\)-Cauchy family \(v\)-clusters to some element in \(X\).

(iv) A set \(A \subseteq X\) will be called complete if for every \(v\), whenever a \(v\)-Cauchy family consists of elements of \(A\), it \(v\)-clusters to some element of \(A\).

A strong relationship between the notion of completeness of \(g\)-metrics with the notion of trans-completeness, Definition 1.3.6, for generalized ultrametrics is obvious. We show that they coincide by showing equivalence between completeness for \(g\)-metrics and spherical completeness for generalized ultrametrics, cf. Proposition 1.3.8.

\textbf{2.3.7 Definition} A mapping \(T : X \to 2^X\) is called a \((\frac{1}{2})\)-contraction if, for every \(x \in X\), for every \(y \in X\) and for every \(a \in T(x)\), there exists \(b \in T(y)\) such that \(d(a, b) \leq \frac{1}{2}d(x, y)\).

The following theorem was proved in [KKM93].

\textbf{2.3.8 Theorem} Let \(X\) be a complete \(g\)-metric space, let \(T\) be a multivalued \((\frac{1}{2})\)-contraction on \(X\) such that \(T(x)\) is not empty for some \(x \in X\) (i.e. \(T\) is not identically empty), and suppose that for every \(x \in X\) the set \(T(x)\) is complete. Then \(T\) has a fixed point.

We present some results relating the results just given to the notion of spherical completeness we discussed earlier.

Let \((X, d)\) be a \(g\)-metric space with respect to \(V\) as given in Definition 2.3.5. Then \(d\) is in fact a generalized ultrametric space and vice-versa.

\textbf{2.3.9 Proposition} Let \((X, d)\) be a complete \(g\)-metric space with respect to \(V\). Then \(X\) is spherically complete as an ultrametric space.

\textbf{Proof:} Let \(B = \{B_\beta(x_\beta)\}_{\beta < \alpha}\) be a decreasing chain of balls in \(X\), and without loss of generality assume that it is strictly decreasing and that \(\alpha\) is a limit ordinal. We have to show that \(\bigcap B \neq \emptyset\). Let \(v = (v_\beta)_\beta\). Since \(B\) is a chain, it is easy to see that \((x_{\beta+1})_\beta\) is \(v\)-Cauchy and therefore, by completeness of \(X\), \((x_{\beta+1})_\beta\) \(v\)-clusters to some \(x \in X\). By definition, this means that \(d(x_{\beta+1}, x) < v_\beta\) and therefore that \(x \in B_\beta(x_{\beta+1}) = B_\beta(x_\beta)\) for all \(\beta\). Thus, \(x \in \bigcap B\).

\textbf{2.3.10 Proposition} Let \((X, d, V)\) be a spherically complete generalized ultrametric space. Then \(X\) is complete as a \(g\)-metric space.
Proof: Let \( v = (v_\beta) \) be a decreasing family of elements of \( V \) which is, without loss of generality, strictly decreasing, and let \((x_\beta)\) be \( v \)-Cauchy. For \( v \in v \), e.g. \( v = 2^{-\alpha} \), let \( v' \) denote \( 2^{-|\alpha+1|} \). Then \( B = \left( B_{v'_\beta}(x_\beta) \right)_\beta \) is a decreasing chain of balls in \( X \). By spherical completeness, it has non-empty intersection. Choose \( x \in \bigcap B \). Then for all \( \beta \) we obtain \( d(x_\beta, x) \leq v'_\beta < v_\beta \), i.e. \((x_\beta)\) \( v \)-clusters to \( x \).

This means, by virtue of Theorem 2.3.2, that we can reformulate the assumptions in Theorem 2.3.8 and thereby obtain the following theorem which in fact is a special case of [PCR00c, (3.4)].

2.3.11 Theorem Let \( X \) be a spherically complete generalized ultrametric space (with respect to \( V \)) and let \( T \) be multivalued, non-empty and strictly contracting on \( X \) and s.t. \( T(x) \) is spherically complete for all \( x \in X \). Then \( T \) has a fixed point.

2.4 Quasimetrics

We study a multivalued version of the Rutten-Smyth theorem 1.6.3, which will lead to a multivalued version of the Kleene theorem 1.1.3.

2.4.1 Definition Let \((X, d)\) be a quasimetric space. A multivalued mapping \( T : X \to 2^X \) is called a **contraction** if there exists a \( \lambda \) with \( 0 \leq \lambda < 1 \) such that, for all \( x, y \in X \) and for all \( a \in T(x) \), there exists \( b \in T(y) \) satisfying \( d(a, b) \leq \lambda d(x, y) \). We say that \( T \) is **non-expanding** if, for all \( x, y \in X \) and for all \( a \in T(x) \), there exists \( b \in T(y) \) satisfying \( d(a, b) \leq d(x, y) \).

These definitions are clearly extensions of well-known definitions made for single-valued mappings, and indeed collapse to them in the case that \( T \) is single-valued. An obvious and natural definition of continuity of \( T \) is the following: for every Cauchy sequence \((x_n)\) in \( X \) with limit \( x \) and for every choice of \( y_n \in T(x_n) \), we have that \((y_n)\) is a Cauchy sequence and \( \lim y_n \in T(x) \). In fact, the weaker definition following, which is implied by the one just given, suffices for our purposes and will be used throughout.

2.4.2 Definition Let \( T : X \to 2^X \) be a multivalued mapping defined on a quasimetric space \((X, d)\). We say that \( T \) is **continuous** if we have \( \lim x_n \in T(\lim x_n) \) for every \( \omega \)-orbit \((x_n)\) of \( T \) which is a Cauchy sequence.

Again, this definition collapses to a natural one in the case that \( T \) is single-valued. In fact, if \( T \) is single-valued, it simply states the condition that \( \lim T(x_n) = \lim x_{n+1} = \lim x_n = T(\lim x_n) \) for every \( \omega \)-orbit which is a Cauchy sequence, which is a weaker condition than that of CS-continuity as in Definition 1.6.2(1).

Finally, if \((X, d)\) is a quasimetric space, we define the associated partial order \( \leq_d \) on \( X \) by \( x \leq_d y \) if and only if \( d(x, y) = 0 \), cf. Section 1.6.
The main result of this section is the following theorem, which generalizes the Rutten-Smyth theorem 1.6.3.

2.4.3 Theorem (Rutten-Smyth multivalued) Let \((X, d)\) be a CS-complete quasimetric space and let \(T : X \to 2^X\) denote a non-empty and continuous multivalued mapping on \(X\). Then \(T\) has a fixed point if either of the following two conditions holds:

(a) \(T\) is a contraction.

(b) \(T\) is non-expanding and there is \(x_0 \in X\) and \(x_1 \in T(x_0)\) such that \(d(x_0, x_1) = 0\) i.e. \(x_0 \leq_d x_1\).

Proof: (a) Let \(x_0 \in X\). Since \(T(x_0) \not= \emptyset\), we can choose \(x_1 \in T(x_0)\). Since \(T\) is a contraction, there is \(x_2 \in T(x_1)\) such that \(d(x_1, x_2) \leq kd(x_0, x_1)\). Applying this argument repeatedly, we obtain a sequence \((x_n)\) such that for all \(n \geq 0\) we have \(x_{n+1} \in T(x_n)\) and \(d(x_{n+1}, x_{n+2}) \leq kd(x_n, x_{n+1})\). Thus, \((x_n)\) is an \(\omega\)-orbit. Using the triangle inequality, we obtain

\[
d(x_n, x_{n+m}) \leq \sum_{i=0}^{m-1} d(x_{n+i}, x_{n+i+1}) \leq \sum_{i=0}^{m-1} k^{n+i} d(x_0, x_1) \leq \frac{k^n}{1 - k} d(x_0, x_1).
\]

Thus, \((x_n)\) is a (forward) Cauchy sequence in \(X\) and therefore is an \(\omega\)-orbit of \(T\) which is Cauchy. Since \(X\) is complete, \((x_n)\) has a limit \(x_\omega\). Now, by continuity of \(T\), we obtain \(x_\omega \in T(x_\omega)\) and \(x_\omega\) is a fixed point of \(T\), as required.

(b) Let \(x_0 \in X\) and \(x_1 \in T(x_0)\) satisfy \(d(x_0, x_1) = 0\). Since \(T\) is non-expanding, there is \(x_2 \in T(x_1)\) with \(d(x_1, x_2) \leq d(x_0, x_1) = 0\). Inductively, we obtain a sequence \((x_n)\) such that \(x_{n+1} \in T(x_n)\) and \(d(x_n, x_{n+k}) \leq \sum_{i=0}^{k-1} d(x_{n+i}, x_{n+i+1}) = 0\). Hence, \((x_n)\) is an orbit of \(T\) which is forward Cauchy and therefore has a limit \(x_\omega\). By continuity of \(T\) again, we see that \(x_\omega\) is a fixed point of \(T\). 

The proof given here of Part (a) of Theorem 2.4.3 is, up to the last step, exactly the same as the first half of the proof of the multivalued Banach contraction mapping theorem 2.2.2 established in [KKM93], except that we are working with a quasimetric rather than with a metric and therefore care needs to be taken that no use is made of symmetry. On the other hand, the proof we give next of Theorem 2.2.2, which roughly corresponds to the second half of the proof given in [KKM93], is shorter and technically somewhat simpler than the proof given in [KKM93].

We show next that Theorem 2.4.3 includes both the multivalued Banach contraction mapping theorem of [KKM93] just mentioned, and also a natural extension of the Kleene theorem 1.1.3 to multivalued mappings, see Theorem 2.4.6. As stated earlier, this unification is in direct analogy with the single-valued case.

Proof of Theorem 2.2.2 We show that the condition that \(T(x)\) is closed for every \(x\) together with that of \(T\) being a contraction implies that \(T\) is continuous, and the result then follows from Part (a) of Theorem 2.4.3.
First note that \((X,d)\) being a complete metric space means that \((X,d)\) is complete as a quasimetric space, and obviously \(T\) satisfies (a) of Theorem 2.4.3. Now suppose that \((x_n)\) is an orbit of \(T\) which is a forward Cauchy sequence and hence a Cauchy sequence; we want to show that \(x_\omega \in T(x_\omega)\), where \(x_\omega\) is the limit of \((x_n)\).

Since \(T\) is a contraction, for every \(n\) there exists \(y_n \in T(x_\omega)\) such that \(d(x_{n+1}, y_n) \leq kd(x_n, x_\omega)\). Therefore, \(d(y_n, x_\omega) \leq d(y_n, x_{n+1}) + d(x_{n+1}, x_\omega) \leq kd(x_n, x_\omega) + d(x_{n+1}, x_\omega)\). Hence, we have \(y_n \to x_\omega\). But each \(y_n \in T(x_\omega)\), and \(T(x)\) is closed for every \(x\). Consequently, the limit \(x_\omega\) of the sequence \(y_n\) also belongs to \(T(x_\omega)\). So, \(x_\omega \in T(x_\omega)\), and it follows that \(T\) is continuous as required.

We next turn our attention to demonstrating that Theorem 2.4.3 contains a version of the Kleene theorem for multivalued mappings. It will be necessary to make some preliminary observations, as follows, concerning partially ordered sets and the quasimetrics they carry. We refer to [Rut96] for these results.

\[\begin{align*}
2.4.4 \textbf{Proposition} \quad \text{Let } (X, \leq) \text{ be a partial order and let } (X, d) \text{ denote the associated quasimetric space, i.e. } d = d_\leq \text{ as in Section 1.6. Then the following hold.} \\
&\text{(i) A non-empty multivalued mapping } T : X \to 2^X \text{ is monotonic if and only if it is non-expanding.} \\
&\text{(ii) A sequence } (x_n) \text{ in } X \text{ is eventually increasing in } (X, \leq) \text{ if and only if it is a Cauchy sequence in } (X, d). \\
&\text{(iii) The partially ordered set } (X, \leq) \text{ is } \omega\text{-complete if and only if } (X, d) \text{ is complete as a quasimetric space. Furthermore, in the presence of either form of completeness, the limit of any Cauchy sequence is the least upper bound of any increasing tail of the sequence.} \\
\end{align*}\]

Notice that neither Part (iii) of this result nor the next definition assumes the presence of a bottom element.

\[\begin{align*}
2.4.5 \textbf{Definition} \quad \text{Let the partial order } (X, \leq) \text{ be } \omega\text{-complete and let } T : X \to 2^X \text{ be a non-empty multivalued mapping on } X. \text{ We say that } T \text{ is } \omega\text{-continuous if } T \\
\text{is monotonic and, for any } \omega\text{-orbit } (x_n) \text{ of } T \text{ which is eventually increasing, we have } \sup(x_n) \in T(\sup(x_n)), \text{ where the supremum is taken over any increasing tail of } (x_n). \\
\end{align*}\]

We obtain finally the following Kleene theorem for multivalued mappings as an easy corollary of our Theorem 2.4.3. Some of its applications will be discussed in Section 7.3.

\[\begin{align*}
2.4.6 \textbf{Theorem (Kleene multivalued)} \quad \text{Let } (X, \leq) \text{ be an } \omega\text{-complete partial order (with bottom element) and let } T : X \to 2^X \text{ be a non-empty, } \omega\text{-continuous multivalued mapping on } X. \text{ Then } T \text{ has a fixed point.} \\
\end{align*}\]
## 2.5 Summary and Further Work

We summarize the fixed-point theorems presented in this chapter in Table 2.1, and note that these theorems have corresponding versions in the single-valued case which have been carried over. The obvious task of carrying over further single-valued fixed-point theorems along the same lines remains and should pose no particular difficulties.

We note that in the applications in Part II of the thesis, all gums will always have some ordinal, in reverse order, as distance set as in Definition 2.3.5, see also Sections 3.2 and 3.3. This is caused by the fact that the gums arising in our applications are derived from level mappings which are themselves mappings into ordinals.
We will employ multivalued mappings in the context of disjunctive logic programs in Section 7.3, where multivalued mappings naturally arise as semantic operators. In [ZR97a, ZR97b, ZR98], the authors avoid using multivalued mappings in the same context by using operators on powerdomains instead. And indeed, the monotonicity notions used in this chapter correspond to powerdomain constructions, more specifically to the Hoare powerdomain [SHLG94], which is an alternative to the Smyth powerdomain employed in [ZR98]. Details of these relationships remain to be worked out.
Chapter 3

Conversions between Spaces

We study relationships between the different spaces from Chapters 1 and 2. In particular, we will focus on the representation of some of the spaces by others, which will in some cases lead to alternative proofs for the respective fixed-point theorems.

In Section 3.1, we will establish relationships between conventional metrics and dislocated metrics. We will obtain several methods of obtaining dislocated metrics from metrics, some of which will be applied in Part II of the thesis, and we will show how the Matthews theorem 1.4.6 can be derived from the Banach contraction mapping theorem 1.2.2. In Section 3.2, we will see how Scott-Ershov domains can be cast into generalized ultrametric spaces, which will also be applied in Part II of the thesis. In Section 3.3 we will cast generalized ultrametric spaces into domains and derive another alternative proof of the Prieß-Crampe and Ribenboim theorem. Finally, in Section 3.4, we will study relationships between gums and d-gums analogous to Section 3.1.

We would like to note that quasimetrics are strongly related to partial orders, and we refer to [Smy87, Smy91, BvBR96, Rut96] for these matters since we will not make any specific use of these relationships in the sequel.

3.1 Metrics and Dislocated Metrics

In this section, we will investigate relationships between conventional metrics and d-metrics. First note that if $f$ is a contraction with contractivity factor $\lambda$ on a d-metric $X$, we have $\rho(f(x), f(x)) \leq \lambda \rho(x, x)$ for all $x \in X$. Since the requirement $\rho(x, x) = 0$ for all $x \in X$ renders a d-metric to be a metric, we are interested in understanding the function $u_\rho : X \rightarrow \mathbb{R}$ defined by $u_\rho(x) = \rho(x, x)$.

3.1.1 Definition Let $(X, \rho)$ be a d-metric space. The function $u_\rho : X \rightarrow \mathbb{R} : x \mapsto \rho(x, x)$ is called the dislocation function of $\rho$.

Depending on the context, dislocation functions are sometimes called weight functions, e.g. in [Mat94, Wac00].
3.1.2 Lemma Let \((X, \varrho)\) be a \(d\)-metric space. Then \(u_\varrho : X \to \mathbb{R}\) is \(d\)-continuous.

**Proof:** Recalling the observations following Definition 1.4.14, let \(x \in X\) and let \((x_\lambda)\) be a net in \(X\) which \(d\)-converges to \(x\), that is, for each \(\varepsilon > 0\) there exist \(\lambda_0\) such that \(\varrho(x_\lambda, x) < \varepsilon\) for all \(\lambda > \lambda_0\). Since \(u_\varrho(x_\lambda) = \varrho(x_\lambda, x_\lambda) \leq 2\varrho(x_\lambda, x)\) for all \(\lambda\), we obtain \(u_\varrho(x_\lambda) \to 0\) for increasing \(\lambda\). It remains to show that \(u_\varrho(x) = 0\), and this follows from \(u_\varrho(x) = \varrho(x, x) \leq 2\varrho(x_\lambda, x)\), since the latter term tends to 0 for increasing \(\lambda\).

The following is a general result which shows how \(d\)-metrics can be obtained from conventional metrics.

3.1.3 Proposition Let \((X, d)\) be a metric space, let \(u : X \to \mathbb{R}_0^+\) be a function and let \(T : \mathbb{R}_0^+ \times \mathbb{R}_0^+ \to \mathbb{R}_0^+\) be a symmetric operator which satisfies the triangle inequality. Then \((X, \varrho)\) with

\[
\varrho(x, y) = d(x, y) + T(u(x), u(y))
\]

is a \(d\)-metric space and \(u_\varrho(x) = T(u(x), u(x))\) for all \(x \in X\). In particular, if \(T(x, x) = x\) for all \(x \in \mathbb{R}_0^+\), then \(u_\varrho \equiv u\).

**Proof:** (Mi) If \(\varrho(x, y) = 0\), then \(d(x, y) + T(u(x), u(y)) = 0\). Hence \(d(x, y) = 0\) and \(x = y\).

(Mii) Obvious by symmetry of \(d\) and \(T\).

(Miii) Obvious since \(d\) and \(T\) satisfy the triangle inequality.

Completeness also carries over if some continuity conditions are imposed.

3.1.4 Proposition Using the notation of Proposition 3.1.3, let \(u\) be continuous as a function from \((X, d)\) to \(\mathbb{R}_0^+\) (endowed with the usual topology), and let \(T\) be continuous as a function from the topological product space \((\mathbb{R}_0^+)^2\) to \(\mathbb{R}_0^+\), satisfying the additional property \(T(x, x) = x\) for all \(x\). If \((X, d)\) is a complete metric space, then \((X, \varrho)\) is a complete \(d\)-metric space.

**Proof:** Let \((x_n)\) be a Cauchy sequence in \((X, \varrho)\). Thus, for each \(\varepsilon > 0\), there exists \(n_0 \in \mathbb{N}\) such that for all \(m, n \geq n_0\) we have \(d(x_m, x_n) \leq d(x_m, x_n) + T(u(x_m), u(x_n)) < \varepsilon\). So \((x_n)\) is also a Cauchy sequence in \((X, d)\) and therefore has a unique limit \(x\) in \((X, d)\). In particular, we have \(x_n \to x\) in \((X, d)\) and also \(u(x_n) \to u(x)\) and \(T(u(x_n), u(x)) \to T(u(x), u(x)) = u(x)\). We have to show that \(\varrho(x_n, x)\) converges to 0 as \(n \to \infty\). For all \(n \in \mathbb{N}\) we obtain \(\varrho(x_n, x) = d(x_n, x) + T(u(x_n), u(x)) \to u(x) = u_\varrho(x)\), and it remains to show that \(\varrho(x, x) = 0\). But this follows from the fact that \((x_n)\) is a Cauchy sequence, since this implies that \(u(x_n) = u_\varrho(x_n) = \varrho(x_n, x_n) \to 0\) as \(n \to \infty\), hence by continuity of \(u\) we obtain \(u(x) = 0\).

We can also obtain a partial converse of Proposition 3.1.3.
3.1.5 Proposition Let \((X, \rho)\) be a d-metric space which satisfies condition (Piv) from Definition 1.4.12 and let \(T : \mathbb{R}_0^+ \times \mathbb{R}_0^+ \to \mathbb{R}_0^+\) be a symmetric operator such that \(T(x, x) = x\) for all \(x \in \mathbb{R}_0^+\) and which satisfies the inequality
\[
T(x, y) \geq T(x, z) + T(z, y) - T(z, z)
\]
for all \(x, y, z \in \mathbb{R}_0^+\). Then \((X, d)\) with
\[
d(x, y) = \rho(x, y) - T\left(u_\rho(x), u_\rho(y)\right)
\]
is a pseudometric space.

Proof: (Mi) For all \(x \in X\) we have \(d(x, x) = \rho(x, x) - u_\rho(x) = 0\).
(Miii) Obvious by symmetry of \(\rho\) and \(T\).
(Miv) For all \(x, y \in X\) we obtain
\[
d(x, y) = \rho(x, y) - T(u_\rho(x), u_\rho(y)) \\
\leq \rho(x, z) + \rho(z, y) - \rho(z, z) - (T(u_\rho(x), u_\rho(z)) + T(u_\rho(z), u_\rho(y)) - u_\rho(z)) \\
= \rho(x, z) - T(u_\rho(x), u_\rho(z)) + \rho(z, y) - T(u_\rho(z), u_\rho(y)) \\
= d(x, z) + d(z, y)
\]

An example of a natural operator \(T\) which satisfies the requirements of Propositions 3.1.3, 3.1.4 and 3.1.5 is
\[
T : \mathbb{R}_0^+ \times \mathbb{R}_0^+ \to \mathbb{R}_0^+ : (x, y) \mapsto \frac{1}{2}(x + y),
\]
cf. [Mat92].

We discuss a few more examples of d-metrics which are partly taken from [Mat92].

3.1.6 Example Let \(d\) be the metric \(d(x, y) = \frac{1}{2}|x - y|\) on \(\mathbb{R}_0^+\), let \(u : \mathbb{R}_0^+ \to \mathbb{R}_0^+\) be the identity function, and define \(T(x, y) = \frac{1}{2}(x + y)\). Then \(\rho\) as defined in Proposition 3.1.3 is a d-metric and \(\rho(x, y) = \frac{1}{2}|x - y| + \frac{1}{2}(x + y) = \max\{x, y\}\) for all \(x, y \in \mathbb{R}_0^+\).

3.1.7 Example Let \(\mathcal{I}\) be the set of all closed intervals on \(\mathbb{R}\). Then \(d : \mathcal{I} \times \mathcal{I} \to \mathbb{R}_0^+\) defined by
\[
d([a, b], [c, d]) = \frac{1}{2}(|a - c| + |b - d|)
\]
is a metric on \(\mathcal{I}\). Let \(u : \mathcal{I} \to \mathbb{R}^+\) be defined by
\[
u([a, b]) = b - a
\]
and let \(T\) be defined as in Example 3.1.6. Then the construction in Proposition 3.1.3 yields a d-metric \(\rho\) such that
\[
\rho([a, b], [c, d]) = \max\{b, d\} - \min\{a, c\}
\]
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for all \([a, b], [c, d] \in \mathcal{I}\).

Indeed, we obtain

\[
\varrho([a, b], [c, d]) = d([a, b], [c, d]) + \frac{1}{2} b - \frac{1}{2} a + \frac{1}{2} d - \frac{1}{2} c
\]

\[
= \frac{1}{2} (|b - d| + b + d + |a - c| - a - c)
\]

\[
= \frac{1}{2} (|b - d| + (b + d)) + \frac{1}{2} (|a - c| - (a + c))
\]

\[
= \max\{b, d\} - \min\{a, c\}.
\]

3.1.8 Example \((\mathbb{R}_0^+, \varrho)\) where \(\varrho : (x, y) \mapsto x + y\) is a dislocated metric space.

The following proposition gives an alternative way of obtaining \(d\)-ultrametrics from ultrametrics. We will apply this in Section 5.2.

3.1.9 Proposition Let \((X, d)\) be an ultrametric space and let \(u : X \to \mathbb{R}_0^+\) be a function. Then \((X, \varrho)\) with

\[
\varrho(x, y) = \max\{d(x, y), u(x), u(y)\}
\]

is a \(d\)-ultrametric and \(\varrho(x, x) = u(x)\) for all \(x \in X\). If \(u\) is continuous as a function from \((X, d)\), then completeness of \((X, d)\) implies completeness of \((X, \varrho)\).

Proof: (Miü) and (Miıı) are obvious.

(Miv') We obtain for all \(x, y, z \in X\)

\[
\varrho(x, y) = \max\{d(x, y), u(x), u(y)\}
\]

\[
\leq \max\{d(x, z), d(z, y), u(x), u(y)\}
\]

\[
\leq \max\{d(x, z), u(x), u(z), d(z, y), u(y)\}
\]

\[
= \max\{\varrho(x, z), \varrho(z, y)\}.
\]

For completeness, let \((x_n)\) be a Cauchy sequence in \((X, \varrho)\). Then \((x_n)\) is a Cauchy sequence in \((X, d)\) and converges to some \(x \in X\). We then obtain \(\varrho(x_n, x) = \max\{d(x_n, x), u(x_n), u(x)\} \to u(x)\) as \(n \to \infty\). As in the proof of Proposition 3.1.4 we obtain \(u(x) = 0\) which completes the proof.

We investigate the relationship between the Matthews theorem 1.4.6 and the Banach contraction mapping theorem 1.2.2.

3.1.10 Proposition Let \((X, \varrho)\) be a \(d\)-metric space and define \(d : X \times X \to \mathbb{R}\) by \(d(x, y) = \varrho(x, y)\) for \(x \neq y\) and \(d(x, x) = 0\) for all \(x \in X\). Then \(d\) is a metric.

Proof: We obviously have \(d(x, x) = 0\) for all \(x \in X\). If \(d(x, y) = 0\) then either \(x = y\) or \(\varrho(x, y) = 0\), and from the latter we also obtain \(x = y\). Symmetry is clear. We want to show that \(d(x, y) \leq d(x, z) + d(z, y)\) for all \(x, y, z \in X\). If \(d(x, z) = \varrho(x, z)\) and \(d(z, y) = \varrho(z, y)\) then the inequality is clear. If \(d(x, z) = 0\) then \(x = z\) and the inequality reduces to \(d(x, y) \leq d(x, y)\) which holds. If \(d(z, y) = 0\) then \(z = y\) and the inequality reduces to \(d(x, y) \leq d(x, y)\) which holds.
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3.1.11 Proposition Let \((X, \rho)\) be a d-metric space and define \(d : X \times X \to \mathbb{R}\) by \(d(x, y) = \rho(x, y)\) for \(x \neq y\) and \(d(x, x) = 0\) for all \(x \in X\). If the metric \(d\) is complete, so is \(\rho\), and if \(f\) is a contraction relative to \(\rho\) then \(f\) is also a contraction relative to \(d\).

**Proof:** If \((x_n)\) is a Cauchy sequence in \(\rho\), then for all \(\varepsilon > 0\) there exists \(n_0\) such that \(\rho(x_k, x_m) < \varepsilon\) for all \(k, m \geq n_0\). Consequently, we also obtain \(d(x_k, x_m) < \varepsilon\) for all \(k, m \geq n_0\), and since \(d\) is complete, the sequence \((x_n)\) converges in \(d\) to some \(x\) and \(d(x_n, x) \to 0\) as \(n \to \infty\). It remains to show that \(\rho(x_n, x) \to 0\) as \(n \to \infty\).

We consider two cases.

1. Assume that the sequence \((x_n)\) is such that there exists \(n_0\) with \(x_m \neq x\) for all \(m \geq n_0\). Then \(\rho(x_m, x) = d(x_m, x)\) for all \(m \geq n_0\), i.e. \(\rho(x_m, x) \to 0\), and hence \(\rho(x_n, x) \to 0\).

2. Assume that there exist infinitely many \(n_k \in \mathbb{N}\) such that \(x_{n_k} = x\). Since \((x_n)\) is a Cauchy sequence with respect to \(\rho\) we obtain \(\rho(x_{n_k}, x) < \varepsilon\) for all \(\varepsilon > 0\), i.e. \(\rho(x, x) = 0\). Hence \(\rho(x_n, x) = d(x_n, x)\) for all \(n \in \mathbb{N}\) as required.

Let \(x, y \in X\) and assume \(\rho(f(x), f(y)) \leq \lambda \rho(x, y)\) for some \(0 \leq \lambda < 1\). If \(f(x) = f(y)\) then \(d(f(x), f(y)) = 0\), hence \(d(f(x), f(y)) \leq \lambda d(x, y)\). If \(f(x) \neq f(y)\) then \(x \neq y\) and so \(d(f(x), f(y)) = \rho(f(x), f(y)) \leq \lambda \rho(x, y) = \lambda d(x, y)\) as required.

3.1.12 Proposition Let \((X, \rho)\) be a complete d-metric space and define \(d : X \times X \to \mathbb{R}\) by \(d(x, y) = \rho(x, y)\) for \(x \neq y\) and \(d(x, x) = 0\) for all \(x \in X\). Then the metric \(d\) is complete, and if \(f\) is a contraction relative to \(d\) then \(f\) is not necessarily a contraction relative to \(\rho\).

**Proof:** Let \((x_n)\) be a Cauchy sequence in \(d\). If \((x_n)\) eventually becomes constant, the sequence obviously converges in \(d\). So assume this is not the case, and it can be noted that then the sequence \((x_n)\) contains infinitely many mutually distinct points. Indeed it is easy to see that otherwise \((x_n)\) would not be a Cauchy sequence. Now define a subsequence \((y_n)\) which is obtained from \((x_n)\) by removing multiple occurrences of points in \((x_n)\): For each \(n \in \mathbb{N}\) let \(y_n = x_k\) where \(k\) is minimal with the property that for all \(m < n\) we have \(x_k \neq y_m\). Since \((y_n)\) is a subsequence of the Cauchy sequence \((x_n)\) we obtain that \((y_n)\) is also a Cauchy sequence. Now for any two elements \(y, z\) in the sequence \((y_n)\) we have that \(d(y, z) = \rho(y, z)\) by definition of \(d\), and hence \((y_n)\) converges in \(\rho\) to some \(y_\omega \in X\). Hence \((y_n)\) also converges in \(d\) to \(y_\omega\). We show next that \((x_n)\) converges to \(y_\omega\) in \(d\). Let \(\varepsilon > 0\) be arbitrarily chosen. Since \(x_n\) is a Cauchy sequence with respect to \(d\) there exists an index \(n_1\) such that \(d(x_k, x_m) < \frac{\varepsilon}{2}\) for all \(k, m \geq n_1\). Since \((y_n)\) converges to \(y_\omega\) in \(\rho\), we also know that there is an index \(n_2\) with \(y_{n_2} = x_{n_3}\) for some index \(n_3\) such that \(n_3 \geq n_1\) and \(d(y_{n_2}, y_\omega) < \frac{\varepsilon}{2}\). For all \(x_n\) with \(n \geq n_3\) we then obtain \(d(x_n, y_\omega) \leq d(x_{n}, x_{n_3}) + d(x_{n_3}, y_\omega) < \varepsilon\) as required.

Let \(X = \{0, 1\}\) and define a mapping \(f : X \to X\) by \(f(x) = 0\) for all \(x \in X\). Let \(\rho\) be constant equal to 1. Then \(\rho\) is a complete d-metric and \(f\) is a contraction.
relative to \( d \). However \( \sigma(f(0), f(1)) = \sigma(0, 1) \), so \( f \) is not a contraction relative to \( \sigma \).

We can now prove the Matthews theorem 1.4.6 by using the Banach contraction mapping theorem 1.2.2.

**Alternative proof of Theorem 1.4.6** Let \((X, \sigma)\) be a complete \( d \)-metric space and \( f \) a contraction relative to \( \sigma \). Define \( d \) as above. Then \( d \) is a complete metric and \( f \) is a contraction relative to \( d \). So \( f \) has a unique fixed point by the Banach contraction mapping theorem.

### 3.2 Domains as Generalized Ultrametric Spaces

It is our intention here to cast domains into ultrametric spaces. Usually, domains are endowed with the Scott topology, which is one of the \( T_0 \) (but not \( T_1 \)) topologies of interest in theoretical computer science. However, as we will see, domains can be endowed with the structure of a spherically complete ultrametric space. This is not something normally considered in domain theory. However, given that there are many ultrametrics which are useful in theoretical computer science, it suggests that a study of the properties of generalized ultrametric spaces, as carried out e.g. in [Kuh99, Rib96, BMPC99, PC90, PCR93, PCR00c, PCR00b, PCR00a], from this viewpoint is worth of consideration.

We now cast an arbitrary domain into an ultrametric space. For this purpose, let \( \gamma \) denote an arbitrary countable ordinal, and let \( \Gamma_\gamma \) denote the set \( \{2^{-\alpha} \mid \alpha < \gamma \} \) of symbols \( 2^{-\alpha} \) ordered by \( 2^{-\alpha} < 2^{-\beta} \) if and only if \( \beta < \alpha \).

**3.2.1 Definition** Let \( r : D_c \to \gamma \) be a function, called a rank function, form \( \Gamma_{\gamma+1} \) and denote \( 2^{-\gamma} \) by 0. Define \( d_r : D \times D \to \Gamma_{\gamma+1} \) by \( d_r(x, y) = \inf\{2^{-\alpha} \mid c \sqsubseteq x \text{ if and only if } c \sqsubseteq y \text{ for every } c \in D_c \text{ with } r(c) < \alpha \} \).

Then \((D, d_r)\) is an ultrametric space said to be induced by \( r \). The definition of \( d_r \) is a variation of a construction made by M.B. Smyth in [Smy91, Example 5], and applied to level mappings in logic programming in [Sed97]. Indeed, the intuition behind \( d_r \) is that two elements \( x \) and \( y \) of the domain \( D \) are “close” if they dominate the same compact elements up to a certain rank (and hence agree in this sense up to this rank); the higher the rank giving agreement, the closer are \( x \) and \( y \). Furthermore, \((D, d_r)\) is spherically complete. The proof of this claim does not make use of the existence of a bottom element of \( D \), so this requirement can be omitted. The main idea of the proof is captured in the following lemma which shows that chains of balls give rise to chains of elements in the domain. It depends on the following elementary facts, see also Lemma 1.3.3.

**3.2.2 Fact** (1) If \( \gamma \leq \delta \) and \( x \in B_\delta(y) \), then \( B_\gamma(x) \subseteq B_\delta(y) \). Hence every point of a ball is also its centre.

(2) If \( B_\gamma(x) \subset B_\delta(y) \), then \( \delta \not\leq \gamma \) (thus \( \gamma < \delta \), if \( \Gamma \) is totally ordered).
It will simplify notation in the following proof to denote the ball $B_{2^{-\beta}}(x)$ by $B^\alpha(x)$.

3.2.3 Lemma Let $B^\beta(y)$ and $B^\alpha(x)$ be arbitrary balls in $(D, d_r)$. Then the following statements hold.

1. For any $z \in B^\beta(y)$, we have $\{ c \in \text{approx}(z) \mid r(c) < \beta \} = \{ c \in \text{approx}(y) \mid r(c) < \beta \}$.

2. $B_\beta = \sup \{ c \in \text{approx}(y) \mid r(c) < \beta \}$ and $B_\alpha = \sup \{ c \in \text{approx}(x) \mid r(c) < \alpha \}$ both exist.

3. $B_\beta \in B^\beta(y)$ and $B_\alpha \in B^\alpha(x)$.

4. Whenever $B^\alpha(x) \subseteq B^\beta(y)$, we have $B_\beta \subseteq B_\alpha$.

Proof: (1) Since $d_r(z, y) \leq 2^{-\beta}$, the first statement follows immediately from the definition of $d_r$.

(2) Since the set $\{ c \in \text{approx}(z) \mid r(c) < \beta \}$ is bounded by $z$, for any $z$ and $\beta$, the second statement follows immediately from the consistent completeness of $D$.

(3) By definition, we obtain $B_\beta \subseteq y$. Since $B_\beta$ and $y$ agree on all $c \in D_c$ with $r(c) < \beta$, the first statement in (3) holds, and the second similarly.

(4) First note that $x \in B^\beta(y)$, so that $B^\beta(y) = B^\beta(x)$ and the hypothesis can be written as $B^\alpha(x) \subseteq B^\beta(x)$. We consider two cases.

(i) If $\beta \leq \alpha$, then using (1) and noting again that $x \in B^\beta(y)$ we get $B_\beta = \sup \{ c \in \text{approx}(y) \mid r(c) < \beta \} \subseteq \sup \{ c \in \text{approx}(x) \mid r(c) < \beta \} = B_\alpha$ as required.

(ii) If $\alpha < \beta$, then we cannot have $B^\alpha(x) \subseteq B^\beta(x)$ and we therefore obtain $B^\alpha(x) = B^\beta(x)$ and consequently $B^\alpha(B_\beta) = B^\beta(B_\beta) = B^\beta(B_\alpha)$ using (3). With the argument of (i) and noting this time that $y \in B^\alpha(x)$, it follows that $B_\alpha \subseteq B_\beta$. We want to show that $B_\alpha = B_\beta$. Assume in fact that $B_\alpha \subset B_\beta$. Since any point of a ball is its centre, we can take $z = B_\beta$ in (2), twice, to obtain $B_\beta = \sup \{ c \in \text{approx}(B_\beta) \mid r(c) < \beta \}$ and $B_\alpha = \sup \{ c \in \text{approx}(B_\beta) \mid r(c) < \alpha \}$. Thus, the supposition $B_\alpha \subset B_\beta$ means that $\sup \{ c \in \text{approx}(B_\beta) \mid r(c) < \alpha \} \subset \sup \{ c \in \text{approx}(B_\beta) \mid r(c) < \beta \}$. Since $\{ c \in \text{approx}(B_\beta) \mid r(c) < \alpha \} \subseteq \{ c \in \text{approx}(B_\beta) \mid r(c) < \beta \}$, there must be some $d \in \{ c \in \text{approx}(B_\beta) \mid r(c) < \beta \}$ with $d \not\subseteq \sup \{ c \in \text{approx}(B_\beta) \mid r(c) < \alpha \} = B_\alpha$. Thus, there is an element $d \in D_c$ with $r(d) < \beta$ satisfying $d \not\subseteq B_\alpha$ and $d \subseteq B_\beta$. This contradicts the fact that $d_r(B_\alpha, B_\beta) \leq 2^{-\beta}$. Hence, $B_\alpha \not\subseteq B_\beta$, and since $B_\alpha \subseteq B_\beta$, it follows that $B_\alpha = B_\beta$ and therefore that $B_\beta \subseteq B_\alpha$ as required.

3.2.4 Theorem The ultrametric space $(D, d_r)$ is spherically complete.

Proof: By the previous lemma, every chain $(B^\alpha(x_\alpha))$ of balls in $D$ gives rise to a chain $(B_\alpha)$ in $D$ in reverse order. Let $B = \sup B_\alpha$. Now let $B^\alpha(x_\alpha)$ be an arbitrary ball in the chain. It suffices to show that $B \in B^\alpha(x_\alpha)$. Since $B_\alpha \in B^\alpha(x_\alpha)$, we
have \( d_r(B_\alpha, x_\alpha) \leq 2^{-\alpha} \). But \( d_r \) is a generalized ultrametric and so it suffices to show that \( d_r(B, B_\alpha) \leq 2^{-\alpha} \). For every compact element \( c \subseteq B_\alpha \), we have \( c \subseteq B \) by construction of \( B \). Now let \( c \subseteq B \) with \( c \in D_k \) and \( r(c) < \alpha \). We have to show that \( c \subseteq B_\alpha \). Since \( c \) is compact and \( c \subseteq B \), there exists \( B_\beta \) in the chain with \( c \subseteq B_\beta \). If \( B_\alpha(x_\alpha) \subseteq B_\beta(x_\beta) \), then \( B_\beta \subseteq B_\alpha \) by Lemma 3.2.3 and therefore \( c \subseteq B_\alpha \). If \( B_\beta(x_\beta) \subseteq B_\alpha(x_\alpha) \), then \( \alpha < \beta \), and since \( c \subseteq B_\beta \), \( c \) is an element of the set \( \{ c \in \text{approx}(x_\beta) \mid r(c) < \alpha \} = \{ c \in \text{approx}(x_\alpha) \mid r(c) < \alpha \} \). Since \( B_\alpha \) is the supremum of the latter set, we have \( c \subseteq B_\alpha \) as required.

This result will be applied in Section 5.1.

### 3.3 Generalized Ultrametric Spaces as Domains

We will give an alternative proof of the Priess-Crampe and Ribenboim theorem which is inspired by [EH98], where the Banach contraction mapping theorem 1.2.2 was proven from the Kleene theorem 1.1.3. We will prove the Priess-Crampe and Ribenboim theorem using the Knaster-Tarski theorem 1.1.7. For this purpose, we will again impose the condition on the generalized ultrametric space \((X, d, \Gamma)\), that \( \Gamma \) is of the form \( \{2^{-\alpha} \mid \alpha \leq \gamma \} \) for some ordinal \( \gamma \), ordered as in Section 3.2 and in Definition 2.3.5 by \( 2^{-\alpha} \leq 2^{-\beta} \) if \( \beta \leq \alpha \). Such a generalized ultrametric space will henceforth be called a gum with ordinal distances. Recall that we denote \( 2^{-\gamma} \) by 0.

The main technical tool which was employed in [EH98] is the space of formal balls associated with a given metric space. We will extend this notion to generalized ultrametrics.

Let \((X, d, \Gamma)\) be a generalized ultrametric space with ordinal distances and let \( \mathcal{B}'X \) be the set of all pairs \((x, \alpha)\) with \( x \in X \) and \( \alpha \in \Gamma \). We define an equivalence relation \( \sim \) on \( \mathcal{B}'X \) by setting \((x_1, \alpha_1) \sim (x_2, \alpha_2)\) if and only if \( \alpha_1 = \alpha_2 \) and \( d(x_1, x_2) \leq \alpha_1 \). The quotient space \( \mathcal{B}X = \mathcal{B}'X / \sim \) will be called the space of formal balls associated with \((X, d, \Gamma)\), and carries an ordering \( \sqsubseteq \) which is well-defined (on representatives of equivalence classes) by \((x, \alpha) \sqsubseteq (y, \beta)\) if and only if \( d(x, y) \leq \alpha \) and \( \beta \leq \alpha \). We denote the equivalence class of \((x, \alpha)\) by \([x, \alpha]\), and note of course that the use of the same symbol \( \sqsubseteq \) between equivalence classes and their representatives should not cause confusion.

#### 3.3.1 Proposition

The set \( \mathcal{B}X \) is partially ordered by \( \sqsubseteq \). Moreover, \( X \) is spherically complete if and only if \( \mathcal{B}X \) is chain-complete.

**Proof:** Let \( X \) be spherically complete and let \([x_\beta, \beta]\) be an ascending chain in \( \mathcal{B}X \). Then \( B_\beta(x_\beta) \) is a chain of balls in \( X \) with non-empty intersection, and let \( x \in \bigcap B_\beta(x_\beta) \). Then \( d(x_\beta, x) \leq \beta \) for all \( \beta \). Hence the chain \([x_\beta, \beta]\) in \( \mathcal{B}X \) has \([x, 0]\) as an upper bound. Now consider the set \( A \) of all \( \alpha \in \Gamma \) such that \([x, \alpha]\) is an upper bound of \([x_\beta, \beta]\). Since we are working with ordinal distances only, the set \( A \) has a supremum \( \gamma \), and hence \([x, \gamma]\) is a least upper bound of the chain \([x_\beta, \beta]\).
Now let $BX$ be chain-complete and let $(B_\beta(x_\beta))_{\beta \in \Lambda}$, where $\Lambda \subseteq \Gamma$, be a chain of balls in $X$. Then $[(x_\beta, \beta)]$ is an ascending chain in $BX$ and has a least upper bound $(x, \gamma)$, and hence $B_\gamma(x) \subseteq \bigcup B_\beta(x_\beta)$.

3.3.2 Proposition The function $\iota : X \to BX : x \mapsto [(x, 0)]$ is injective and $\iota(X)$ is the set of all maximal elements of $BX$.

Proof: Injectivity of $\iota$ follows from (Ui). The observation that the maximal elements of $BX$ are exactly the elements of the form $[(x, 0)]$ completes the proof.

Given a strictly contracting mapping $f$ on a generalized ultrametric space $(X, d, \Gamma)$ with ordinal distances, we define a function $Bf : BX \to BX$ by

$$(x, 2^{-\alpha}) \mapsto \begin{cases} (f(x), 2^{-(\alpha+1)}) & \text{if } 2^{-\alpha} \neq 0 \\ (f(x), 0) & \text{if } 2^{-\alpha} = 0. \end{cases}$$

3.3.3 Proposition If $f$ is strictly contracting, then $Bf$ is monotonic.

Proof: Let $(x, 2^{-\alpha}) \subseteq (y, 2^{-\beta})$, so that $d(x, y) \leq 2^{-\alpha}$ and $\alpha \leq \beta$. If $2^{-\alpha} = 0$, there is nothing to show, so assume $2^{-\alpha} \neq 0$. It only remains to show that $d(f(x), f(y)) \leq 2^{-(\alpha+1)}$, which holds since $f$ is strictly contracting, and that $\alpha + 1 \leq \beta + 1$ if $2^{-\beta} \neq 0$, and that $\alpha + 1 \leq \beta$ if $2^{-\beta} = 0$ and $\alpha \neq \beta$, which are easy to see.

Alternative proof of Theorem 1.3.4 Let $(X, d, \Gamma)$ be a spherically complete generalized ultrametric space with ordinal distances, and let $f : X \to X$ be strictly contracting. Then $BX$ is a chain-complete partially ordered set, and $Bf$ is a monotonic mapping on $BX$. For $B_0 \in BX$, we denote by $\uparrow B_0$ the upper cone of $B_0$, that is, the set of all $B \in BX$ with $B_0 \subseteq B$.

Let $x \in X$ be arbitrarily chosen, assume without loss of generality that $x \neq f(x)$, and let $\alpha$ be an ordinal such that $d(x, f(x)) = 2^{-\alpha}$. Then $(x, 2^{-\alpha}) \subseteq (f(x), 2^{-(\alpha+1)})$, and by monotonicity of $Bf$ we obtain that $Bf$ maps $\uparrow [(x, 2^{-\alpha})]$ into itself. Since $\uparrow [(x, 2^{-\alpha})]$ is a chain-complete partial order with bottom element $[(x, 2^{-\alpha})]$, we obtain by the Knaster-Tarski theorem 1.1.7 that $Bf$ has a least fixed point in $\uparrow [(x, 2^{-\alpha})]$ which we will denote by $B_0$.

It is clear by definition of $Bf$ that $B_0$ must be maximal in $BX$, and hence of the form $[(x_0, 0)]$. From $Bf [(x_0, 0)] = [(x_0, 0)]$ we obtain $f(x_0) = x_0$, so that $x_0$ is a fixed point of $f$.

Now assume that $y \neq x_0$ is another fixed point of $f$. Then $d(x_0, y) = d(f(x_0), f(y)) < d(x_0, y)$ since $f$ is strictly contracting. This contradiction establishes that $f$ has no fixed point other than $x_0$. 
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3.4 Generalized Ultrametrics and Dislocated Generalized Ultrametrics

We investigate the relationship between the Priëß-Crampe and Ribenboim theorem 1.3.4 and its dislocated version, Theorem 1.5.2.

3.4.1 Proposition Let \((X, \rho)\) be a dislocated generalized ultrametric space and define \(d : X \times X \to \mathbb{R}\) by \(d(x, y) = \rho(x, y)\) for \(x \neq y\) and \(d(x, x) = 0\) for all \(x \in X\). Then \(d\) is a generalized ultrametric.

Proof: The proof is straightforward following Proposition 3.1.10.

3.4.2 Proposition Let \((X, \rho)\) be a dislocated generalized ultrametric space and define \(d : X \times X \to \mathbb{R}\) by \(d(x, y) = \rho(x, y)\) for \(x \neq y\) and \(d(x, x) = 0\) for all \(x \in X\). If \(d\) is spherically complete then \(\rho\) is spherically complete, and if \(f\) is strictly contracting relative to \(\rho\) then \(f\) is also strictly contracting relative to \(d\).

Proof: We first show that non-empty balls in \(\rho\) contain all their midpoints. So let \(\{y \mid \rho(x, y) \leq \alpha\}\) be some non-empty ball in \(\rho\) with midpoint \(x\). Then there exists some \(z \in \{y \mid \rho(x, y) \leq \alpha\}\) and we obtain \(\rho(x, z) \leq \rho(x, y)\) by \((\text{UV})\) and since \(\rho(x, z) \leq \alpha\) we have \(x \in \{y \mid \rho(x, y) \leq \alpha\}\). Hence, every non-empty ball in \(\rho\) is also a ball with respect to \(d\).

Now let \(\mathcal{B}\) be a chain of non-empty balls in \(\rho\). Then \(\mathcal{B}\) is also a chain of balls in \(d\) and has non-empty intersection by spherical completeness of \(d\) as required.

Let \(x, y \in X\) with \(x \neq y\) and assume \(\rho(f(x), f(y)) < \rho(x, y)\). If \(f(x) = f(y)\) then \(d(f(x), f(y)) = 0\), hence \(d(f(x), f(y)) < d(x, y)\). If \(f(x) \neq f(y)\) then \(x \neq y\) and so \(d(f(x), f(y)) = \rho(f(x), f(y)) < \rho(x, y) = d(x, y)\) as required.

3.4.3 Proposition Let \((X, \rho)\) be a spherically complete dislocated generalized ultrametric space and define \(d : X \times X \to \mathbb{R}\) by \(d(x, y) = \rho(x, y)\) for \(x \neq y\) and \(d(x, x) = 0\) for all \(x \in X\). Then \(d\) is spherically complete, and if \(f\) is strictly contracting relative to \(d\) then \(f\) is not necessarily strictly contracting relative to \(\rho\).

Proof: Let \(\mathcal{B}\) be a chain of balls in \(d\). If \(\mathcal{B}\) contains a ball \(B = \{x\}\) for some \(x \in X\), then \(x\) is in the intersection of the chain. So assume that all balls in \(\mathcal{B}\) contain more than one point.

Now let \(B_{\gamma}(x_m) = \{x \mid d(x, x_m) \leq \gamma\}\) be a ball in \(\mathcal{B}\) and let \(x_m \neq z \in B_{\gamma}(x_m)\). Then \(\rho(x_m, z) \leq \rho(x_m, y) = d(x_m, y) \leq \alpha\), hence \(B_{\gamma}(x_m) = \{x \mid \rho(x, x_m) \leq \gamma\}\).

It follows that \(\mathcal{B}\) is also a chain of balls in \(\rho\) and has non-empty intersection as required.

Let \(X = \{0, 1\}\) and define a mapping \(f : X \to X\) by \(f(x) = 0\) for \(x \in X\). Let \(\rho\) be constant equal to 1. Then \((X, \rho, \{0, 1\})\), where \(0 < 1\) is spherically complete and \(f\) is strictly contracting relative to \(d\). However \(\rho(f(0), f(1)) = \rho(0, 1)\), so \(f\) is not strictly contracting relative to \(\rho\).
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We can now use Theorem 1.3.4 to give an easy proof of Theorem 1.5.2.

**Alternative proof of Theorem 1.5.2** Using Proposition 3.4.1, we obtain a
generalized ultrametric space \((X, d)\), which is spherically complete by Proposition
3.4.3. By Proposition 3.4.2, the function \(f\) is strictly contracting relative to \(d\).
Hence, by Theorem 1.3.4, \(f\) has a unique fixed point. \(\blacksquare\)

We close by giving two constructions of d-gums from gums.

**3.4.4 Proposition** Let \((X, d, \Gamma)\) be a generalized ultrametric space with ordinal
distances and let \(u : X \to \Gamma\) be a function. Then the distance function
\[
\varrho(x, y) = \sup\{d(x, y), u(x), u(y)\} = \max\{d(x, y), u(x), u(y)\}
\]
is a dislocated generalized ultrametric on \(X\).

**Proof:** (Ui) and (Uiisi) are trivial. For (Uiv) see the proof of Proposition 3.1.9. \(\blacksquare\)

This result will be applied in Section 5.4.

**3.4.5 Proposition** Let \((X, d, \Gamma)\) be a generalized ultrametric space with ordinal
distances, let \(z \in X\), and define a function
\[
\varrho : X \times X \to \Gamma : (x, y) \mapsto \max\{d(x, z), d(y, z)\}.
\]
Then \((X, \varrho, \Gamma)\) is a dislocated generalized ultrametric space. Furthermore, if
\((X, d)\) is spherically complete, then so is \((X, \varrho)\).

**Proof:** Clearly, \(\varrho\) is a d-gum. For spherical completeness, note that every non-
empty ball in \((X, \varrho)\) contains \(z\) which suffices. \(\blacksquare\)

This result will be applied in Section 5.5.

### 3.5 Summary and Further Work

We have covered two main themes in this chapter, which are (1) the relationships
between the dislocated and non-dislocated versions of the Banach contraction
mapping theorem 1.2.2 and the Prieß-C ramps and Ribenboim theorem 1.3.4, re-
resulting in alternative proofs of the Matthews theorem 1.4.6 and Theorem 1.5.1,
covered in Sections 3.1 and 3.4 and (2) relationships between Scott-Ershov do-
 mains and generalized ultrametric spaces, covered in Sections 3.2 and 3.3.

The proof of the Matthews theorem 1.4.6 in Section 3.1 involved the casting of
a d-metric into a metric, hence implicitly allows to introduce a metrizable topo-
logy on the d-metric space. In Section 1.4, in the paragraph after Definition 1.4.12,
we noted that partial and weak partial metrics, which are also d-metrics, allow for
a natural topology obtained from open balls. Thus we have two natural topologies
on partial and weak partial metrics, and an obvious question is how these two
relate. Further investigations on (weak) partial metric spaces are currently being undertaken by different authors, e.g. in [EH98, Wac00], and domain-theoretic arguments naturally come into view in this context.

Generalized ultrametrics have, to the best of our knowledge, not been studied in the context of domain theory beforehand. Sections 3.2 and 3.3 provide a first step towards such investigations. The domain-theoretic proof of the Prieß-Crampe and Ribenboim theorem 1.3.4 in Section 3.3, for example, suggests the possibility of a domain-theoretic treatment of non-monotonic operators in logic programming, possibly related to the work of [RZ98, ZR97a, ZR97b, ZR98], where the operator corresponding to the stable model semantics [GL88], cf. Chapter 7, is studied from a domain-theoretic point of view. In the publications just mentioned, operators in three-valued logic as in [Fit85] play an important role, and they will also be considered in this thesis in Chapter 6.

We finally note that the constructions used for casting domains into generalized ultrametrics as in Section 3.2, and for casting generalized ultrametrics into chain-complete partial orders as in Section 3.3, are not inverse to each other, and it remains to be investigated under what conditions inverses can be found.
Part II

Logic Programming Semantics
Chapter 4

Topologies for Logic Programming Semantics

If $P$ is a definite logic program, then the operator $T_P$ is continuous in the Scott topology on $I_P$, and has a least fixed point due to the Kleene theorem 1.1.3. This fixed point corresponds very well to the procedural semantics of the program under logic programming systems like Prolog [Llo88]. In the case of normal programs, the single-step operator is no longer monotonic, and the Scott topology is insufficient for analyzing its behaviour. An alternative to the Scott topology in this case is the Cantor topology on $I_P$, also called the atomic topology $Q$. The results presented in this part of the thesis support the claim that $Q$ is the major alternative choice of a topology for logic programming semantics.

In Section 4.1, we will shortly review the Scott topology on $I_P$ in the form in which it was presented in [Sed95]. In Section 4.2, we discuss the atomic topology and present some first results which support the claim that it is a highly suitable topology for our analysis. In Section 4.3, we will introduce a generalization of the atomic topology for multi-valued logics.

In this chapter, we will work under fixed but arbitrary preinterpretations.

4.1 Scott Topology (Positive Atomic Topology)

We shortly review the Scott topology on the space of all interpretations of a program. For proofs of the results in this section, see [Sed95].

4.1.1 Definition Let $P$ be a logic program. The set $\{\mathcal{G}(A) \mid A \in B_P\}$ with $\mathcal{G}(A) = \{I \in I_P \mid A \in I\}$ is a subbase of a topology, the positive atomic topology $Q^+$ on $I_P$.

Note that a basic open set in $Q^+$ is of the form $\mathcal{G}(A_1) \cap \cdots \cap \mathcal{G}(A_n)$, which we will write as $\mathcal{G}(A_1, \ldots, A_n)$. If $B_P$ is countable, e.g. in the case when the preinterpretation is Herbrand, we note that $Q^+$ is second countable.

The topology $Q^+$ can be characterized by convergence using the following proposition.
4.1.2 Proposition A net \((I_\lambda)\) converges in \(Q^+\) to \(I \in I_P\) if and only if every element of \(I\) is eventually an element of \(I_\lambda\), i.e., if and only if for each \(A \in B_P\) there exists \(\lambda_0\) such that \(A \in I_\lambda\) for all \(\lambda \geq \lambda_0\).

4.1.3 Proposition The positive atomic topology \(Q^+\) on \(I_P\) coincides with the Scott topology on \(I_P\).

4.1.4 Proposition Let \((I_n)\) be a sequence in \(I_P\). Then the following hold.

1. \((I_n)\) has a greatest limit in \(Q^+\), denoted by \(\text{gl}(I_n)\).

2. \(\text{gl}(I_n) = \{A \in B_P \mid A \in I_n\text{ eventually}\}\).

3. If \((I_n)\) is eventually monotonic increasing, say \((I_k)_{k \geq k_0}\) is monotonic increasing, then \(\text{gl}(I_n) = \bigcup_{k \geq k_0} I_k\).

If \(P\) is a definite program, then the operator \(T_P\) is Scott-continuous on \(I_P\), hence admits a least fixed point \(M_P\) by the Kleene theorem 1.1.3. The supported model \(M_P\) is also the least model of \(P\) and is interpreted as the intended meaning of \(P\), since it corresponds very well to the procedural behaviour under logic programming systems [Llo88].

In the special case of Herbrand preinterpretations, the positive atomic topology is called the positive query topology, which was introduced and analyzed in [Bat89, BS89b, BS89a], and only later on generalized to arbitrary preinterpretations.

### 4.2 Cantor Topology (Atomic Topology)

We introduce the atomic topology due to [Sed95] and prove some first results which support the claim that it is a very suitable topology for the analysis of non-monotonic semantic operators.

4.2.1 Definition Let \(P\) be a logic program. The set \(\mathcal{G}(A) \mid A \in B_P\) \(\cup\) \(\mathcal{G}(\neg A) \mid A \in B_P\), where \(\mathcal{G}(A) = \{I \in I_P \mid A \in I\}\) and \(\mathcal{G}(\neg A) = \{I \in I_P \mid A \notin I\}\), is a subbase of a topology, the atomic topology \(Q\) on \(I_P\).

The atomic topology was first developed, analyzed, and applied in the special case of Herbrand preinterpretations in [Bat89, BS89b, BS89a], where it was called the query topology, and later on generalized to arbitrary preinterpretations in [Sed95].

Note that the basic open sets of \(Q\) are of the form \(\mathcal{G}(A_1) \cap \cdots \cap \mathcal{G}(A_k) \cap \mathcal{G}(\neg B_1) \cap \cdots \cap \mathcal{G}(\neg B_l)\), which we will write as \(\mathcal{G}(A_1, \ldots, A_k, \neg B_1, \ldots, \neg B_l)\). Clearly, \(Q\) is finer than \(Q^+\) and is second countable if the domain of the preinterpretation is countable.

The atomic topology can be characterized by convergence using the following result due to [Sed95].
4.2.2 Proposition A net \((I_\lambda)\) converges in \(Q\) to \(I \in I_P\) if and only if every element in \(I\) is eventually in \(I_\lambda\) and every element not in \(I\) is eventually not in \(I_\lambda\), i.e. for each \(A \in I\) there exists \(\lambda_0\) such that for all \(\lambda \geq \lambda_0\) we have \(A \in I_\lambda\) and for each \(A \in B_P\) with \(A \not\in I\) there exists \(\lambda_1\) such that for all \(\lambda \geq \lambda_1\) we have \(A \not\in I_\lambda\).

We recall two further results on the atomic topology due to [Sed95].

4.2.3 Proposition The atomic topology on \(I_P\) coincides with the product topology on \(2^{B_P}\), where \(2 = \{0, 1\}\) is endowed with the discrete topology.

4.2.4 Theorem \((I_P, Q)\) is a totally disconnected compact Hausdorff space. It is also second countable and metrizable if the domain of the chosen preinterpretation is countable. It is homeomorphic to the Cantor set in the real line, if \(B_P\) is countably infinite.

We will now present some results which underline the importance of the atomic topology as an alternative to the Scott topology in a non-monotonic context.

4.2.5 Theorem Let \(P\) be a normal logic program.

(1) If for some \(I \in I_P\) the sequence \((T^n_P(I))\) converges in \(Q\) to some \(M\), then \(M\) is a model for \(P\).

(2) If the sequence \((T^n_P(I))\) does not converge in \(Q\) for any \(I \in I_P\), then \(P\) has no supported model.

Proof: Suppose \(T^n_P(I) \rightarrow M\) in \(Q\) for some \(I \in I_P\). We have to show that \(T_P(M) \subseteq M\). Let \(A \in T_P(M)\). By definition of \(T_P\), there exists a ground instance \(A \leftarrow A_1, \ldots, A_{k_l}, \neg B_{l_1}, \ldots, \neg B_{l_l}\) of a clause in \(P\) with \(A_k \in M\) and \(B_l \not\in M\) for \(k = 1, \ldots, k_l\), \(l = 1, \ldots, l_l\). By Proposition 4.2.2, there is an \(n_0 \in \mathbb{N}\), such that for all \(n \geq n_0\), \(A_k \in T^n_P(I)\) and \(B_l \not\in T^n_P(I)\) for all \(k, l\). By definition of \(T_P\) and the above clause we have that \(A \in T^n_P(I)\) for all \(m \geq n_0 + 1\). Hence, \(A \in T^n_P(I)\) eventually and therefore, by Proposition 4.2.2 again, \(A \in M\), which proves the first statement.

Now, if \(M\) is a supported model for \(P\), then \((T^n_P(M))\) is constant with value \(M\), so the second statement is trivially true. \(\blacksquare\)

Let \(P\) be a normal logic program and let \(I \in I_P\) be such that the sequence \((T^n_P(I))\) converges in \(Q\) to some \(M \in I_P\). Then by Theorem 4.2.5, \(M\) is a model for \(P\). If, furthermore, \(T_P\) is continuous in \(Q\), or at least continuous at \(M\), then \(M = \lim T^{n+1}_P(I) = \lim T_P(T^n_P(I)) = T_P(\lim T^n_P(I)) = T_P(M)\). So \(M\) is a supported model in this case.

Continuity of the immediate consequence operator is studied in detail in [Sed95], and we borrow the following result, which will be of use in Chapter 9.

4.2.6 Theorem Let \(P\) be a normal logic program. Then \(T_P\) is continuous in \(Q\) if and only if, for each \(I \in I_P\) and for each \(A \in B_P\) with \(A \not\in T_P(I)\), either there is no
clause in $P$ with head $A$ or there is a finite set $S(I, A) = \{A_1, \ldots, A_k, B_1, \ldots, B_{k'}\}$ of elements of $B_P$ with the following properties:

(i) $A_1, \ldots, A_k \in I$ and $B_1, \ldots, B_{k'} \notin I$.

(ii) Given any clause $C$ with head $A$, at least one $\neg A_i$ or at least one $B_j$ occurs in the body of $C$.

As a corollary, one obtains that programs without local variables have continuous single-step operators, and also that the single-step operator is not in general continuous for arbitrary programs.

4.2.7 Theorem Let $P$ be a normal logic program and let $I_0 \in I_P$ be such that the sequence $(I_n)$, with $I_n = T^n_P(I_0)$, converges in $Q$ to some $M \in I_P$. If, for every $A \in M$, no clause whose head matches $A$ contains a local variable, then $M$ is a supported model.

Proof: We have to show that $M \subseteq T_P(M)$. So let $A \in M$. By convergence in $Q$ and Proposition 4.2.2, there exists $n_0 \in \mathbb{N}$ such that $A \in T^n_P(I_0)$ for all $n \geq n_0$. By hypothesis, there are only finitely many clauses in ground($P$) with head $A$. Let $C_0$ be the (finite) set of all atoms occurring in positive body literals and $D_0$ the (finite) set of all atoms occurring in negative body literals of those clauses. Let $C_1 = C_0 \cap M$ and $D_1 = D_0 \setminus M$. Since $I_n \rightarrow M$ in $Q$, there is an $n_1 \in \mathbb{N}$ such that $C_1 \subseteq I_n$ and $D_1 \subseteq B_P \setminus I_n$ for all $n \geq n_1$. Since $A \in T_P(I_{\max\{n_0, n_1\}})$, there is a clause $A \leftarrow A_1, \ldots, A_{k_1}, \neg B_1, \ldots, \neg B_{l_1}$ in ground($P$) with $A_k \in C_1 \subseteq M$ and $B_l \in D_1 \subseteq B_P \setminus M$ for $k = 1, \ldots, k_1$, $l = 1, \ldots, l_1$. Hence $A \in T_P(M)$ as required. ■

In the sequel, it will often be necessary to tranfinitely iterate the operator $T_P$ before a fixed point is reached. The following result is an obvious, but fundamental generalization of Theorem 4.2.5.

4.2.8 Theorem Let $P$ be a normal logic program and let $I \in I_P$ and define, for each limit ordinal $\alpha$,

$$T^\alpha_P(I) = \left\{ A \in B_P \mid A \text{ is eventually in } \left( T^\beta_P(I) \right)_0^{\beta<\alpha} \right\}.$$

If, for some limit ordinal $\gamma_0$, the tranfinite sequence $(T^\gamma_P(I))_{\gamma<\gamma_0}$ converges in $Q$, then the limit of this sequence is a model of $P$.

Proof: The proof is a straightforward adaptation of the proof of Theorem 4.2.5 and is omitted. ■
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4.3 Generalized Atomic Topologies

We generalize the atomic topology to multivalued logics.

In the following, let $P$ be a normal logic program. We consider logics, underlying $P$, with finitely many truth values $t_0, t_1, \ldots, t_{n-1}$. An interpretation under such a logic is a tuple $I = (I_0, \ldots, I_{n-1})$ where each $I_i$ is a set of ground atoms from $P$ such that all $I_i$ are mutually disjoint and $\bigcup I_i = B_P$, where $B_P$ is the set of all ground atoms from the first order language underlying $P$. For every $i = 0, \ldots, n-1$, each atom in $I_i$ has truth value $t_i$ under $I$, and we write $v_I(A) = t_i$ for $A \in I_i$. The truth value $t_0$ will be abbreviated as $t$ and we say that an atom $A$ with $v_I(A) = t$ is true in $I$. The function $v : I_P \times B_P : (I, A) \mapsto v_I(A)$, expanded to formulas as second arguments using suitable truth tables for the logical connectives, is called the valuation function of the logic. The set of all interpretations of $P$ will be denoted by $I_{P,n}$.

4.3.1 Definition An interpretation $I \in I_{P,n}$ is called a model of $P$ if $v_I(C) = t$ for every ground instance $C$ of any clause in $P$.

We define a topology on $I_{P,n}$ as follows.

4.3.2 Definition Identify $I_{P,n}$ with the set $\{v_I : I \in I_{P,n}\}$. There obviously is a bijective correspondence between the two sets by each $I$ corresponding to $v_I$. Endowing $\{t_0, \ldots, t_{n-1}\}$ with the discrete topology, we obtain a product topology $Q$ on $I_{P,n}$ which will be called the generalized atomic topology.

Topological Properties

The following two propositions follow from well-known results from elementary topology [Wil70]. Note that $Q$ is a topology of pointwise convergence since it is a product topology of the discrete topology on a finite set.

4.3.3 Proposition For $A \in B_P$ and $t_i$ a truth value, let $G(A, t_i) = \{I \in I_{P,n} \mid v_I(A) = t_i\}$. Then $Q$ is the topology generated by the subbase $\{G(A, t_i) \mid A \in B_P, i \in \{0, \ldots, n-1\}\}$.

4.3.4 Proposition A net $I_\lambda$ in $I_{P,n}$ converges in $Q$ if and only if for every $A \in B_P$ there exists some $\lambda_A$ such that $v_{I_\lambda}(A)$ is constant for all $\lambda \geq \lambda_A$. In this case, the limit $I$ of the net $I_\lambda$ is given by $v_I(A) = v_{I_\lambda}(A)$ for each $A \in B_P$.

We immediately obtain that $Q$ is indeed a generalization of $Q$.

4.3.5 Proposition If the chosen logic is the classical (two-valued) logic, then $Q$ coincides with the atomic topology $Q$ on $I_{P,n} = I_{P,2} = I_P$.

The following theorem also follows from the fact that $Q$ is a product topology of the discrete topology on a finite set.
4.3.6 Theorem  The generalized atomic topology $Q$ is a totally disconnected compact Hausdorff topology. It is second countable if the domain of the chosen reinterpretation is countable.

Consequence Operators

4.3.7 Definition  An operator $T$ on $I_{P,n}$ is called a consequence operator for $P$ if for every $I \in I_{P,n}$ the following condition holds: For every ground clause $A \leftarrow \text{body}$ in $P$, where $v_{T(I)}(A) = t_i$, say, and $v_I(\text{body}) = t_j$, say, we have that the truth table for $t_i \leftarrow t_j$ yields the truth value true.

Obviously, the single-step operator $T_P$ for normal logic programs $P$ is a consequence operator.

4.3.8 Theorem  Let $T$ be a consequence operator for $P$ and let $I \in I_{P,n}$. If $T^m(I)$ converges in $Q$ to some $M \in I_{P,n}$, then $M$ is a model of $P$. If, furthermore, $T$ is continuous in $Q$, then $M$ is a fixed point of $T$.

Proof:  Let $I_m = T^m(I)$ for each $m$ and let $A \in B_P$ with $v_M(A) = t_i$. Then we obtain $v_{I_{k_0}}(A) = t_i$ for all $k_1 \geq k_0$ for some $k_0 \in \mathbb{N}$ by convergence in $Q$. Let $A \leftarrow \text{body}$ be a ground clause in $P$. Since $T$ is a consequence operator, we obtain that for any $k_2 > k_0$, $v_{I_{k_2}}(\text{body})$ must have some value $t_j$ such that $t_i \leftarrow t_j$ yields truth value true. Since $\text{body}$ is a finite conjunction of ground atoms, and since $I_m$ converges in $Q$, there must therefore exist some $l_0 \in \mathbb{N}$, chosen large enough, such that for all $l \geq l_0$, $v_{I_{k_2}}(\text{body})$ evaluates to some $t_j$ which is independent of $l$ and such that $t_i \leftarrow t_j$ yields truth value true. Consequently, again by convergence in $Q$, the clause $A \leftarrow \text{body}$ evaluates to true under $M$. Since the clause was arbitrarily chosen, $M$ is a model of $P$.

If $T$ is continuous in $Q$, we obtain $M = \lim T^{n+1}(I) = T(\lim T^n(I)) = T(M)$.

4.3.9 Corollary  Let $T$ be a consequence operator, $P$ be a normal logic program, and $M$ be a fixed point of $T$. Then $M$ is a model of $P$.

Proof:  Since the sequence $T^n(M)$ is constant, it follows by Theorem 4.3.8 that $M$ is a model of $P$.

Continuity

4.3.10 Definition  Let $A \in B_P$ and denote by $B_A$ the set of all body atoms of clauses with head $A$ that occur in ground $(P)$. A consequence operator $T$ is called local if for every $A \in B_P$ and any two interpretations $I, K \in I_{P,n}$ which agree on all atoms in $B_A$, we have $v_{T(I)}(A) = v_{T(K)}(A)$.
The restriction of being local imposed on a consequence operator is very weak and is obviously satisfied by the single-step operator in classical two-valued logic.

The following definition, which gives a condition which is weaker than the absence of local variables, can be found in [Sed95, Definition 2].

4.3.11 Definition Let $C$ be a clause in $P$ and $A \in B_P$ such that $A$ unifies with the head of $C$. The clause $C$ is said to be of finite type relative to $A$ if $C$ has only finitely many different ground instances with head $A$. The program $P$ will be said to be of finite type relative to $A$ if each clause in $P$ is of finite type relative to $A$, i.e. if the set of all clauses in ground($P$) with head $A$ is finite. Finally, $P$ will be said to be of finite type if $P$ is of finite type relative to $A$ for every $A \in B_P$.

4.3.12 Proposition Let $P$ be a normal logic program of finite type and let $T$ be a local consequence operator for $P$. Then $T$ is continuous in $Q$.

Proof: Let $I \in I_{P,n}$ be an interpretation and let $G_2 = G(A, t_i)$ be a subbasic neighbourhood of $T(I)$ in $Q$, and note that $G_2$ is the set of all $K \in I_{P,n}$ such that $v_K(A) = t_i$. We need to find a neighbourhood $G_1$ of $I$ such that $T(G_1) \subseteq G_2$.

Since $P$ is of finite type, the set $B_A$ is finite. Hence the set $G_1 = \bigcap_{B \in B_A} G(B, v_T(B))$ is a finite intersection of open sets and therefore open. Since each $K \in G_1$ agrees with $I$ on $B_A$, we obtain $v_{T[K]}(A) = v_{T[I]}(A) = t_i$ for each $K \in G_1$ by locality of $T$. Hence, $T(G_1) \subseteq G_2$. $\blacksquare$

4.4 Summary and Further Work

We have described different topologies on the space of all interpretations of a logic program: the Scott topology, the atomic topology, and generalized atomic topologies. From this point of view this space, together with some semantic operator associated with a given program, can be interpreted as a topological dynamical system, in a naive sense, and allows us to study these operators in a topological context instead of an order-theoretic one as in the classical case. Such a point of view will be put to work e.g. in Chapter 9, where we will establish some connections between logic programming and artificial neural networks.

The atomic topology provides a very natural notion of convergence on the space of all interpretations, and in fact it is difficult to imagine a reasonable notion of convergence in this context which is not closely related to the characterization in Proposition 4.2.2. As we will see in Chapter 5, if a net converges with respect to any of the generalized metrics studied in this thesis, then this net also converges with respect to $Q$, although not vice-versa in general. So all the topologies which capture the convergence notions associated with these generalized metrics will be topologies which are finer than the atomic topology.

The generalized atomic topology of Section 4.3 will not be put to much use in the sequel. The general observations made, however, open up the possibility of studying non-monotonic semantic operators on many-valued logics,
which is something which has, to our knowledge, not be done before, as semantic operators on many-valued logics are usually designed to be monotonic, as in [Myc84, Fit85, PP90, GRS91, And97, BFMS98, Nai98, CS00]. As a first step towards such investigations, it should be useful to study these monotonic operators in the context of generalized atomic topologies.
Chapter 5

Supported Model Semantics

In this chapter, we will show that some of the fixed-point theorems from Chapter 1 are applicable to the single-step operator $T_P$ under some conditions on the programs $P$. In particular, we will apply the Priess-Crampe and Ribenboim theorem 1.3.4 (Section 5.1), the Matthews theorem 1.4.6 (Section 5.3) and Theorem 1.5.1 (Sections 5.4 and 5.5). Since all these fixed-point theorems yield, if applicable, the existence of a unique fixed point for $T_P$, the conditions which will be imposed on the programs in order to apply the theorems will always have the effect that the programs under consideration have unique supported models, i.e. are uniquely determined [BS89b]. Such classes of programs for which all programs in the class have a unique supported model, will be called unique supported model classes, and examples are the acyclic programs [Cav89, Bez89, AB90], the locally hierarchical programs [Cav89, Cav91], and the acceptable programs [AP93, AP94, Mar95]. The latter class is important since it has a strong relationship to termination properties under SLDNF-resolution [AP93] and under Chan’s constructive negation [Mar96], and we will devote Section 5.2 to a more thorough study of these programs.

We begin with defining the classes of programs which will be studied in this chapter. We will work over arbitrary preinterpretations.

5.0.1 Definition A normal logic program $P$ is called locally hierarchical if there exists a level mapping $l : B_P \to \alpha$, for some ordinal $\alpha$, such that for each clause $A \leftarrow L_1, \ldots, L_n$ in ground($P$) and for all $i = 1, \ldots, n$ we have $l(A) > l(L_i)$. If $l$ can be chosen as an $\omega$-level mapping, then $P$ is called acyclic.

We note that Program 0.2.1 is acyclic.

The conditions of being locally hierarchical or acyclic are purely syntactical. In [AP93], these conditions have been relaxed to semi-syntactic requirements by employing interpretations with certain conditions. Our remaining definitions follow these lines, and the following one is taken directly from [AP93].

5.0.2 Definition Let $P$ be a normal logic program and let $p, q$ be predicate symbols occurring in $P$. 
1. \( p \) refers to \( q \) if there is a clause in \( P \) with \( p \) in its head and \( q \) in its body.

2. \( p \) depends on \( q \) if \((p, q)\) is in the reflexive, transitive closure of the relation refers to.

3. \( \text{Neg}_P \) denotes the set of predicate symbols in \( P \) which occur in a negative literal in the body of a clause in \( P \).

4. \( \text{Neg}_P^* \) denotes the set of all predicate symbols in \( P \) on which the predicate symbols in \( \text{Neg}_P \) depend.

5. \( P^- \) denotes the set of clauses in \( P \) whose head contains a predicate symbol from \( \text{Neg}_P^* \).

Let \( P \) be a normal logic program, let \( l : B_P \rightarrow \omega \) be a level mapping and let \( I \) be a model of \( P \) whose restriction to the predicate symbols in \( \text{Neg}_P^* \) is a supported model of \( P^- \). Then \( P \) is called acceptable (with respect to \( l \) and \( I \)) provided that the following condition holds.

For each ground instance \( A \leftarrow L_1, \ldots, L_n \) of a clause in \( P \)
and for all \( i \in \{1, \ldots, n\} \) we have:

\[
I \models \bigwedge_{j=1}^{i-1} L_j, \quad \text{then} \quad l(A) > l(L_i). \tag{5.1}
\]

We recall the following example program from [AP93].

5.0.3 Program Suppose that \( \mathcal{G} \) is an acyclic finite graph. Then the program

\[
\text{win}(X) \leftarrow \text{move}(X, Y), \neg \text{win}(Y)
\]

\[
\text{move}(a, b) \leftarrow \quad \text{for all } (a, b) \in \mathcal{G}
\]

is acceptable but not acyclic. Again, uppercase letters denote variable symbols, while lowercase letters denote constant symbols.

We can further relax Definition 5.0.2 as follows.

5.0.4 Definition A normal logic program \( P \) is called \( \Phi^*-\text{accessible} \) if and only if there exists a level mapping \( l \) for \( P \) and a model \( I \) for \( P \) whose restriction to the predicate symbols in \( \text{Neg}_P^* \) is a supported model of \( P^- \), such that the following condition holds. For each clause \( A \leftarrow L_1, \ldots, L_n \) in ground(\( P \)), we either have \( I \models L_1 \land \cdots \land L_n \) and \( l(A) > l(L_i) \) for all \( i = 1, \ldots, n \) or there exists \( i \in \{1, \ldots, n\} \) such that \( I \not\models L_i \) and \( l(A) > l(L_i) \).

We call \( P \) \( \Phi^*_{\omega}\)-accessible if it is \( \Phi^*-\text{accessible} \) and \( l \) is an \( \omega \)-level mapping.

\( P \) is called \( \Phi\)-accessible if and only if there exists a level mapping \( l \) for \( P \) and a model \( I \) for \( P \) such that the following condition holds. Each \( A \in B_P \) satisfies either (i) or (ii):
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(i) There exists a clause $A \leftarrow L_1, \ldots, L_n$ in $\text{ground}(P)$ with head $A$ such that $I \models L_1 \land \cdots \land L_n$ and $l(A) > l(L_i)$ for all $i = 1, \ldots, n$.

(ii) For each clause $A \leftarrow L_1, \ldots, L_n$ in $\text{ground}(P)$ with head $A$ there exists $i \in \{1, \ldots, n\}$ such that $I \not\models L_i$, $I \not\models A$ and $l(A) > l(L_i)$.

We call $P$ $\Phi_\omega$-accessible if it is $\Phi$-accessible and $l$ is an $\omega$-level mapping.

## 5.1 Acyclic Programs and Locally Hierarchical Programs

In this section, we will apply the Banach contraction mapping theorem 1.2.2 to acyclic programs and the Prieß-Crampe and Ribenboim theorem 1.3.4 to locally hierarchical programs. We will also show that the class of all locally hierarchical programs, although syntactically very restricted, is computationally adequate in the sense that each partial recursive function can be computed, under SLDNF-resolution, by such a program, if the use of safe cuts is allowed.

We begin our study of locally hierarchical programs by showing how such a program $P$ can be endowed with a canonical level mapping $l_P$ which is smallest in a certain obvious sense.

### 5.1.1 Construction

Let $P$ be a program which is locally hierarchical with respect to a level mapping $l$. We define a level mapping $l_P$ on $B_P$ as follows. For every $A \in B_P$ which does not occur as a head in $\text{ground}(P)$, let $l_P(A) = 0$. For every $A \in B_P$ which occurs as the head of a unit clause but not as the head of any non-unit clause, let $l_P(A) = 0$. Now let $A \in B_P$ be such that $A$ is the head of some non-unit clause(s) in $\text{ground}(P)$. Let $B_A$ be the collection of body-literals occurring in these clauses. Note that $B_A$ is finite for every $A$ if $P$ has no local variables. Now suppose that for every $B \in B_A$, $l_P(B)$ is already defined. Let $M_A = \sup_{B \in B_A} l_P(B)$ and set $l_P(A) = M_A + 1$, if $M_A$ is a successor ordinal, and set $l_P(A) = M_A$, if $M_A$ is a limit ordinal. Then $l_P$ is obtained by transfinitely iterating this procedure. We will refer to $l_P$, as defined above, as the canonical $\alpha$-level mapping of $P$ and, further, $\gamma_P$ will denote the smallest ordinal $\alpha$ such that $l_P(A) \in \alpha$ for all $A \in B_P$.

### 5.1.2 Proposition

Let $P$ be a program which is locally hierarchical with respect to some level mapping $l$. Then $l_P$, as defined above, is a total function on $B_P$ and $P$ is locally hierarchical with respect to $l_P$. Moreover, if $P$ has no local variables, then $\gamma_P \leq \omega$ and hence $P$ is acyclic.

**Proof:** First we show that $\text{dom}(l_P) = B_P$. Suppose there is $A \in B_P \setminus \text{dom}(l_P)$. Without loss of generality we can further suppose that $l(A)$ is minimal for $A$ with this property. Then there must be some $B \in B_A$ with $B \not\in \text{dom}(l_P)$, otherwise $l_P(A)$ is defined in the process given in Construction 5.1.1. Since $P$ is locally
hierarchical, we have \( l(B) < l(A) \) which contradicts the choice of \( A \) with \( l(A) \) minimal. Therefore, \( l_P \) is a (total) level mapping, and obviously \( P \) is locally hierarchical with respect to it. Finally, if \( P \) has no local variables, then the set \( \mathcal{B}_A \) is finite for every \( A \in B_P \), and so \( l_P \) maps into \( \omega \). Hence, \( \gamma_P \leq \omega \). 

The construction above of the level mapping \( l_P \) can be used to determine whether or not a given program \( P \) is locally hierarchical, and the following corollary is immediate.

**5.1.3 Corollary** Let \( P \) be an arbitrary normal logic program. Then \( P \) is locally hierarchical if and only if \( \text{dom}(l_P) = B_P \), where \( l_P \) is constructed as in Construction 5.1.1. Furthermore, if \( P \) is locally hierarchical, it is locally hierarchical with respect to \( l_P \).

**5.1.4 Proposition** Let \( P \) be a program which is locally hierarchical with respect to a level mapping \( l \). Then for every \( A \in B_P \), we have \( l_P(A) \leq l(A) \).

**Proof:** Suppose the conclusion is false. Thus, there is \( A \in B_P \) with \( l(A) < l_P(A) \), and such that \( l(A) \) is minimal. Then, for all \( B \in \mathcal{B}_A \), we have \( l(B) < l(A) \) because \( P \) is locally hierarchical. Therefore, by minimality of \( l(A) \), we have \( l(B) \geq l_P(B) \) for all \( B \in \mathcal{B}_A \). By definition of \( l_P \), we see that \( l_P(A) = \min\{ \alpha \mid \alpha > l_P(B), B \in \mathcal{B}_A \} \leq \min\{ \alpha \mid \alpha > l(B), B \in \mathcal{B}_A \} \leq l(A) \). From this we obtain \( l_P(A) \leq l(A) \), giving the required contradiction.

**Application of the Prieß-Crampe and Ribenboim Theorem**

We regard \( I_P \) as a domain, under set inclusion, whose set of compact elements is the set \( I_c \) of all finite subsets of \( B_P \), see Section 3.2.

**5.1.5 Definition** Let \( P \) be a normal logic program and let \( l : B_P \rightarrow \gamma \) be a level mapping. We define the rank function \( r_I \) induced by \( l \) by setting \( r_I(I) = \max\{ l(A) \mid A \in I \} \) for every \( I \in I_c \), with \( I \) non-empty, and taking \( r_I(\emptyset) = 0 \). The generalized ultrametric obtained from a rank function in this way, see Definition 3.2.1, will be denoted by \( d_l \) and called the gum induced by \( l \).

Note that \( d_l \) is spherically complete by Theorem 3.2.4.

The following proposition will make it easier to calculate distances which depend on \( r_I \). To simplify notation, define \( \mathcal{L}_\alpha = \{ A \in B_P \mid l(B) < \alpha \} \) for each ordinal \( \alpha \).

**5.1.6 Proposition** Let \( P \) be a normal logic program, let \( l : B_P \rightarrow \gamma \) be a level mapping for \( P \) and let \( I, J \in I_P \). Then \( d_l(I, J) = \inf\{ 2^{-\alpha} \mid I \cap \mathcal{L}_\alpha = J \cap \mathcal{L}_\alpha \} \), i.e. \( d_l(I, J) = 2^{-\alpha} \), where \( \alpha \) is the least ordinal such that \( I \) and \( J \) differ on some atom of level \( \alpha \).
**Proof:** Immediate by the observation that, for every \( I \in I_P, I = \sup\{A \mid A \in I\}. \]

We note that we could have used the characterization in Proposition 5.1.6 in order to define \( d_l \) more directly. The generalized metric \( d_l \) is in fact fundamental for the remaining chapter and will be the basis for the definitions of the generalized metrics employed in the sequel.

Our main result in this section is the following theorem.

**5.1.7 Theorem** Let \( P \) be a normal logic program which is locally hierarchical with respect to a level mapping \( l : B_P \to \gamma \). Then \( T_P \) is strictly contracting with respect to the generalized ultrametric \( d_l \) induced by \( l \), and \( T_P \) has a unique fixed point and hence \( P \) has a unique supported model.

**Proof:** Let \( I_1, I_2 \in I_P \) and suppose that \( d_l(I_1, I_2) = 2^{-\alpha}. \)

Case 1. \( \alpha = 0. \)

Let \( A \in T_P(I_1) \) with \( l(A) = 0 \). Since \( P \) is locally hierarchical, \( A \) must be the head of a unit clause in ground(\( P \)). From this it follows that \( A \in T_P(I_2) \) also. By the same argument, if \( A \in T_P(I_2) \) with \( l(A) = 0 \), then \( A \in T_P(I_1) \). Therefore, \( T_P(I_1) \cap \mathcal{L}_1 = T_P(I_2) \cap \mathcal{L}_1 \), and hence we have

\[
d_l(T_P(I_1), T_P(I_2)) \leq 2^{-1} < 2^{-0} = d_l(I_1, I_2)
\]
as required.

Case 2. \( \alpha > 0. \)

In this case, \( I_1 \) and \( I_2 \) differ on some element of \( B_P \) with level \( \alpha \), but agree on all ground atoms of lower level. Let \( A \in T_P(I_1) \) with \( l(A) \leq \alpha \). Then there is a clause \( A \leftarrow A_1, \ldots, A_k, \neg B_1, \ldots, \neg B_l \) in ground(\( P \)), where \( k_1, l_1 \geq 0 \), such that for all \( k, j \) we have \( A_k \in I_1 \) and \( B_j \notin I_1 \). Since \( P \) is locally hierarchical and \( I_1 \cap \mathcal{L}_\alpha = I_2 \cap \mathcal{L}_\alpha \), it follows that for all \( k, j \) we have \( A_k \in I_2 \) and \( B_j \notin I_2 \). Therefore, \( A \in T_P(I_2) \). By the same argument, if \( A \in T_P(I_2) \) with \( l(A) \leq \alpha \), then \( A \in T_P(I_1) \). Hence we have \( T_P(I_1) \cap \mathcal{L}_{\alpha+1} = T_P(I_2) \cap \mathcal{L}_{\alpha+1} \), and it follows that

\[
d_l(T_P(I_1), T_P(I_2)) \leq 2^{-(\alpha+1)} < 2^{-\alpha} = d_l(I_1, I_2)
\]
as required.

Thus, \( T_P \) is strictly contracting. Therefore, by the Prieß-Crampe and Ribenboim theorem 1.3.4, \( T_P \) has a unique fixed point and therefore \( P \) has a unique supported model as claimed.

In the case that \( l \) is an \( \omega \)-level mapping, \( d_l \) is a conventional ultrametric and the Banach contraction mapping theorem 1.2.2 can be applied analogously to Theorem 5.1.7.

**5.1.8 Theorem** Suppose \( P \) is acyclic with level mapping \( l \). Then \( T_P \) is a contraction with respect to the ultrametric \( d_l \) with contractivity factor \( \frac{1}{2} \). Therefore, \( T_P \) has a unique fixed point by the Banach contraction mapping theorem 1.2.2, and hence \( P \) has a unique supported model.
We note also that it was shown in [Sod97] that the conventional ultrametric 
\( d_l \) for an \( \omega \)-level mapping \( l \), generates the atomic topology on \( I_P \) in the case that 
\( \mathcal{L}_n \) is finite for each \( n \in \omega \). If this finiteness condition is not imposed on the level 
mapping, then the topology generated by \( d_l \) is finer than the atomic topology, which means that the sequence \( (T_p^n(I)) \), for each \( I \in I_P \), which converges in 
\( d_l \) to the unique supported model of \( P \) by the proof of the Banach contraction 
mapping theorem 1.2.2 and Theorem 5.1.8, also converges with respect to the 
atomic topology.

In the case of a locally hierarchical program \( P \), we can obtain a similar result 
by considering ordinal powers of \( T_P \) by setting \( T_P^α(I) \), for each limit ordinal \( α \) to 
be the set of all \( A \in B_P \) such that \( A \) is eventually in \( (T_P^β(I))_{β<α} \), and obtain, 
by the alternative proof of the Priess-Crampe and Ribenboim theorem given in 
Theorem 1.3.9, that the transfinite sequence consisting of the ordinal powers of 
\( T_P \) at any given \( I \in I_P \) converges in \( Q \) to the unique supported model of \( P \); in 
fact this follows easily from the fact given in the proof of Theorem 1.3.9 that 
the transfinite sequence \( (T_P^n) \) is pseudo-convergent with respect to \( d_l \), and that 
\( d_l(T_P^n, T_P^{n+1}) \) is strictly decreasing and eventually 0 for increasing \( α \).

### Computational Adequacy of Locally Hierarchical Programs

We will show next that every partial recursive function can be implemented by a 
locally hierarchical program with cuts, and we will return to this in Chapter 6 
from a different perspective. For details about SLDNF-resolution and about cuts, see [Llo88].

For convenience, we establish the following notation for every locally hierar-
chical program \( P \). For \( A \in B_P \), we say that \( P \models A \) if and only if \( A \in M_P \). We say that 
\( P \vdash_{SLDNF} A \) if and only if there is an SLDNF-derivation for \( P \cup \{← A \} \). Recall that an 
SLDNF-derivation flounders [AP93] if a non-ground negative literal is selected at some stage in the derivation.

#### 5.1.9 Theorem

Let \( P \) be a locally hierarchical program and let \( A \in B_P \) with 
\( P \vdash_{SLDNF} A \). Then \( P \models A \). If \( γ_P = ω \), and the SLDNF-derivation of \( P \cup \{← A \} \) 
does not flounder, then \( P \vdash_{SLDNF} A \) if and only if \( P \models A \). In particular, if \( P \) is 
without local variables, then \( P \models A \) if and only if \( P \vdash_{SLDNF} A \).

**Proof:** By [Llo88, Proposition 14.2], \( M_P \) is the unique model of the Clark com-
pletion \( \operatorname{comp}(P) \) [Cla78, ABW88] of \( P \). By [Llo88, Theorem 15.4], the first statement 
immediately holds. Now let \( γ_P = ω \) and \( P \models A \) be such that the SLDNF-
derivation of \( P \cup \{← A \} \) does not flounder. Then, by [AP93, Corollary 4.11], all 
SLDNF-derivations of \( P \cup \{← A \} \) are finite and, therefore, \( P \vdash_{SLDNF} A \) which 
proves the second statement. If \( P \) is without local variables, then \( P \) is acyclic 
by Proposition 5.1.2 and obviously does not flounder on any ground goal, which 
completes the proof using the second statement.

We establish next that every partial recursive function can be com-
puted by a locally hierarchical program with cuts. We take the point of view (following [Llo88]) that a cut does not affect the declarative semantics of a program. When talking about SLDNF-resolution for locally hierarchical programs with cuts, we assume that the selection function always selects the leftmost literal and, as discussed in [Llo88], that the cut “prunes” the search tree. To obtain a well-defined procedural semantics of a given program, we assume that the topmost clause whose head unifies with a current goal is always selected first, as implemented in standard Prolog systems. So, for what follows, SLDNF-resolution is performed in the way just described.

For convenience, we will denote ground terms by lowercase letters and variables by uppercase letters when refering to a predicate. Thus, \( p(x_1, \ldots, x_n, Y) \) means that all \( x_i \) are ground and \( Y \) is a variable. We write \( (P, A) \vdash_{SLDNF} B \) if \( P \cup \{ \leftarrow A \} \) has an answer substitution \( \theta \) (via SLDNF-resolution) such that \( A\theta = B \).

5.1.10 Theorem Identify \( \mathbb{N} \) with the set of terms \( \{ s^n(0) \mid n \in \mathbb{N} \} \) by identifying \( s \) with the successor function. Let \( f \) be an \( n \)-ary partial recursive function. Then there exists a locally hierarchical program \( P_f \) with cuts and an \((n+1)\)-ary predicate symbol \( p_f \) such that the following hold:

1. A call to \( P_f \) with goal \( p_f(x_1, \ldots, x_n, Y) \) or \( p_f(x_1, \ldots, x_n, y) \) terminates via SLDNF-resolution if \( (x_1, \ldots, x_n) \in \text{dom}(f) \) and backtracking over the goal fails immediately.

2. \( (P_f, p_f(x_1, \ldots, x_n, Y)) \vdash_{SLDNF} p_f(x_1, \ldots, x_n, y) \) if and only if \( (x_1, \ldots, x_n) \in \text{dom}(f) \) and \( f(x_1, \ldots, x_n) = y \).

3. For every \( p_f(x_1, \ldots, x_n, y) \in B_f \) the following are equivalent:

   (a) \( P \models p(x_1, \ldots, x_n, y) \)

   (b) \( P \vdash_{SLDNF} p(x_1, \ldots, x_n, y) \)

   (c) \( f(x_1, \ldots, x_n) = y \).

Proof: We follow [SS82] and [Llo88] with modifications where necessary. The proof is by induction on the number \( q \) of applications of composition, primitive recursion, and minimization needed to define \( f \).

Suppose first that \( q = 0 \). Thus \( f \) must be either the zero function, the successor function, or a projection function.

Zero function

Suppose that \( f \) is the zero function defined by \( f(x) = 0 \). Define \( P_f \) to be the program \( p_f(X, 0) \leftarrow \).

Successor function

Suppose that \( f \) is the successor function defined by \( f(x) = x + 1 \). Define \( P_f \) to be the program \( p_f(X, s(X)) \leftarrow \).

Projection function
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Suppose that \( f \) is the projection function defined by \( f(x_1, \ldots, x_n) = x_j \) for some \( j \in \{1, \ldots, n\} \). Define \( P_j \) to be the program \( p_f(X_1, \ldots, X_n, x_j) \rightarrow \).

Clearly, for each of the basic functions, the program \( P_f \), as defined, is locally hierarchical with the desired properties.

Next, suppose that the partial recursive function \( f \) is defined by \( q > 0 \) applications of composition, primitive recursion, and minimalization.

**Composition**

Suppose that \( f \) is defined by

\[
f(x_1, \ldots, x_n) = h(g_1(x_1, \ldots, x_n), \ldots, g_m(x_1, \ldots, x_n))
\]

where \( g_1, \ldots, g_m \) and \( h \) are partial recursive functions. By the induction hypothesis, corresponding to each \( g_i \) (or \( h \)), there is a locally hierarchical program \( P_{g_i} \) (or \( P_h \)) with cuts and a predicate symbol \( p_{g_i} \) (or \( p_h \)) satisfying the conclusions of the theorem. We can suppose that the programs \( P_{g_1}, \ldots, P_{g_n}, P_h \) do not have any predicate symbols in common. Define \( P_f \) to be the union of these programs together with the clause

\[
p_f(X_1, \ldots, X_n, Z) \leftarrow p_{g_1}(X_1, \ldots, X_n, Y_1), \ldots, p_{g_m}(X_1, \ldots, X_n, Y_m), h(Y_1, \ldots, Y_m, Z), !.
\]

Obviously, \( P_f \) is a locally hierarchical program with cuts. Statement 1 is immediate under the assertion of the induction hypothesis, as is the ‘if’-part of statement 2. The ‘only-if’ part is shown as in [Llo88]. For statement 3, the equivalence of 3a and 3c is immediate and the equivalence of 3b and 3c is shown in a manner analogous to that employed in [ŠŠ82].

**Primitive recursion**

Suppose that \( f \) is defined by

\[
f(x_1, \ldots, x_n, 0) = h(x_1, \ldots, x_n)
\]

\[
f(x_1, \ldots, x_n, y+1) = g(x_1, \ldots, x_n, y, f(x_1, \ldots, x_n, y))
\]

where \( h \) and \( g \) are partial recursive functions. By the induction hypothesis, corresponding to \( h \) (resp. \( g \)), there is a locally hierarchical program \( P_h \) (resp. \( P_g \)) with cuts and a predicate symbol \( p_h \) (resp. \( p_g \)) satisfying the conclusions of the theorem. We can also suppose that \( P_h \) and \( P_g \) do not have any predicate symbols in common. Define \( P_f \) to be the union of \( P_h \) and \( P_g \) together with the clauses

\[
p_f(X_1, \ldots, X_n, 0, Z) \leftarrow p_h(X_1, \ldots, X_n, Z), !.
\]

\[
p_f(X_1, \ldots, X_n, s(Y), Z) \leftarrow p_f(X_1, \ldots, X_n, Y, U), p_g(X_1, \ldots, X_n, Y, U, Z), !.
\]

Obviously, \( P_f \) is a locally hierarchical program with cuts. The desired properties are proven along the same lines as for composition.

**Minimalization**

Suppose that \( f \) is defined by \( f(x_1, \ldots, x_n) = \mu y (g(x_1, \ldots, x_n, y) = 0) \) where \( g \) is a partial recursive function. By the induction hypothesis, corresponding to
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g there is a locally hierarchical program \( P_g \) with cuts and a predicate symbol \( p_g \) satisfying the conclusions of the theorem. Define \( P_f \) to be \( P_g \) together with the clauses

\[
\begin{align*}
p_f(X_1, \ldots, X_n, 0) & \leftarrow p_g(X_1, \ldots, X_n, 0), !. \\
p_f(X_1, \ldots, X_n, s(Z)) & \leftarrow r(X_1, \ldots, X_n, Z), p_g(X_1, \ldots, X_n, s(Z), 0), !. \\
r(X_1, \ldots, X_n, 0) & \leftarrow \neg p_g(X_1, \ldots, X_n, 0) \\
r(X_1, \ldots, X_n, s(Z)) & \leftarrow \neg p_g(X_1, \ldots, X_n, s(Z), 0).
\end{align*}
\]

Obviously, \( P_f \) is a locally hierarchical program with cuts. Again, statements 1 and 2 are proven along the same lines as for composition by taking into account the fact that, if \( p_g \) occurs in a subgoal of the computation, it is always ground. Note that \( r(x_1, \ldots, x_n, z) \in M_{P_f} \) if and only if \((x_1, \ldots, x_n, k) \in \text{dom}(g) \) and \( g(x_1, \ldots, x_n, k) \neq 0 \) for every \( k < z \), and that the goal \( r(x_1, \ldots, x_n, Z) \) subsequently yields all answer substitutions \( Z / z \ (z = 0, 1, 2, \ldots) \) with \((x_1, \ldots, x_n, k) \in \text{dom}(g) \) and \( g(x_1, \ldots, x_n, k) \neq 0 \) for all \( k < z \), which yields the equivalence of 3b and 3c. To show the equivalence of 3a and 3c, note that \( P \models r(x_1, \ldots, x_n, z) \) if and only if \( P \not\models p_g(x_1, \ldots, x_n, k, 0) \) for all \( k < z \). So \( P \models p_f(x_1, \ldots, x_n, z) \) if and only if \( P \not\models p_g(x_1, \ldots, x_n, z, 0) \) and \( P \not\models p_g(x_1, \ldots, x_n, k, 0) \) for all \( k < z \). Now suppose \( f(x_1, \ldots, x_n) = z \). Then by the induction hypothesis, the above yields that \( P \models p_f(x_1, \ldots, x_n, z). \) Now suppose \( f(x_1, \ldots, x_n) \neq z \). We consider three cases:

1. \( g(x_1, \ldots, x_n, z) \neq 0 \). Then \( P \not\models p_f(x_1, \ldots, x_n, z) \) immediately.
2. \( g(x_1, \ldots, x_n, k) = 0 \) for some \( k < z \). Again \( P \not\models p_f(x_1, \ldots, x_n, z) \) immediately.
3. \((x_1, \ldots, x_n, k) \not\in \text{dom}(g) \) for some \( k < z \). Then \( r(x_1, \ldots, x_n, k) \) occurs as a subgoal of the computation and, therefore, so does \( p_g(x_1, \ldots, x_n, k, 0) \). Note that \( g \) cannot be one of the basic functions since they are total. For the same reason, \( g \) cannot be defined by using composition and primitive recursion on the basic functions only. Consequently, at some point in the computation, a subgoal \( p_{f_0}(x_1, \ldots, x_n, y) \) or \( p_{f_0}(x_1, \ldots, x_n, Y) \) occurs with \( f_0(x_1, \ldots, x_n) = py(g_0(x_1, \ldots, x_n, y) = 0) \) and \((x_1, \ldots, x_n) \not\in \text{dom}(f_0) \). There are two subcases to consider:

   i. \( g_0(x_1, \ldots, x_n, m) \neq 0 \) for all \( m \in \mathbb{N} \). It is easily seen that in this case \( P_{f_0} \) will not terminate on the subgoal \( p_{f_0}(x_1, \ldots, x_n, Y) \) and will fail on the subgoal \( p_{f_0}(x_1, \ldots, x_n, y) \).

   ii. \((x_1, \ldots, x_n, m) \not\in \text{dom}(g_0) \) for some \( m \in \mathbb{N} \). The condition of this case is exactly as in case (3).

Thus, the argument can be repeated. Since every partial recursive function is defined by using minimalization only finitely often, the conclusion follows by induction.

\[\square\]

Theorem 5.1.10 shows that locally hierarchic programs with cuts are computationally adequate with respect to SLDNF-resolution as interpreter. We note that the cuts occurring in the proof are safe in the sense that they cut only branches of the search tree which do not contain any success branches.
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5.2 Acceptable Programs

Acceptable programs were first studied in detail in [AP93] where they were shown to coincide, basically, with the programs which are left-terminating. In [AP94, Apt95], they were further examined in the context of formal verification under Prolog. The acceptable programs therefore form an important class. However, in order to show from the definition that a given program \( P \) is acceptable, it is necessary to determine a level mapping and a model for \( P \) which satisfy the conditions of the definition, see Definition 5.0.2. But this may be difficult to do, and it is therefore desirable to simplify this task, if possible, and we will now take some steps in this simplification process by shedding light on the behaviour of the single-step operator in this case.

Most of the methods and results in this section can easily be carried over to the more general classes of programs which will be studied in the remaining part of the chapter. We have decided to present them for the more special case of acceptable programs due to the importance of this class of programs.

A first attempt at studying acceptable programs from a topological perspective was made in [Fit94]. In this paper, a distance function \( d_3 \) associated with a given acceptable program was defined, which acts on \( I_P \). This distance function turns out to be a dislocated metric, and our approach builds heavily on this distance function, showing that it can be put to good use for studying, and characterizing, acceptability.

The single-step operator \( T_P \) is in fact a contraction with respect to \( d_3 \) if \( P \) is acceptable, and we will see that convergence of iterates of \( T_P \) in the atomic topology follows from this, and the limit \( M_P \) of the sequence of iterates of \( T_P \) will be seen to be the unique supported model of \( P \) (Theorem 5.2.10). The existence of a unique supported model of an acceptable program was already established in [AP93], in the case of Herbrand preinterpretations. It was obtained as the supremum of the iterates of the monotonic three-valued operator \( \Phi_P \) from [Fit85], cf. Chapter 6. Our characterization by means of \( T_P \) and \( Q \) simplifies this process since the single-step operator is easier and more natural to apply.

The topological characterization of \( M_P \) just described, will also easily allow us to establish the fact that a program \( P \), which is acceptable with respect to some model \( I \) and level mapping \( l \), is also acceptable with respect to \( M_P \) and \( l \) (Theorem 5.2.12). Even more, we will show that \( M_P \) is the smallest of all models with respect to which acceptability of \( P \) can be established (Corollary 5.2.13).

At this stage, we know that convergence in \( Q \) of iterates of \( T_P \) is a neccessary condition for acceptability of \( P \). If this condition is met, the limit \( M_P \) thus obtained is suitable for establishing acceptability if a corresponding level-mapping is found. And in fact, every level mapping which renders \( P \) acceptable with respect to some model, will also allow one to establish acceptability of \( P \) with respect to \( M_P \) (Theorem 5.2.12). The set of all these possible level mappings will finally turn out to contain a pointwise least element (Theorem 5.2.21). For this level mapping, which will be called the canonical acceptable-level mapping \( I_P \) for \( P \), we will give an iterative construction, provided \( M_P \) is known (Construction
5.2.16). This construction, in fact, is applicable to all programs and depends on a given model of the program. In this general case, however, the construction may only lead to a partial mapping. From this, again, we derive a necessary condition for acceptability of $P$, namely that the construction of $l_P$, using the model $M_P$, yields a level mapping which is not partial (Proposition 5.2.17).

The iterative methods for obtaining $M_P$ and $l_P$ then provide a means for characterizing, and establishing, acceptability of a program in question. This is done by subsequently conducting the following steps (Theorem 5.2.19), (1) Obtain iterates of $T_P$. If they converge in $Q$, call the limit $M_P$. If they don’t converge, then $P$ is not acceptable. (2) Obtain $l_P$ using $M_P$. If $l_P$ is not total, then $P$ is not acceptable. (3) Check whether condition (5.1) of Definition 5.0.2 holds. If it holds, then $P$ is acceptable. If it does not hold, then $P$ is not acceptable.

Conducting steps (1) and (2) above is by no means a trivial task and in fact is an undecidable problem. Our characterization, however, sheds more light on the concept of acceptability and might be an aid for determining acceptability if straightforward attempts fail. Simplification of this process is achieved by a result which allows to partition the program in question into subprograms in a way that subsequent establishment of acceptability of the subprograms suffices for determining acceptability (Lemma 5.2.25 and Theorem 5.2.26).

Finally, the results obtained will be applied in order to show that both $M_P$ and $l_P$ are suitable for establishing termination of general non-ground queries.

In order to simplify notation in this section, we will abbreviate $\neg\mathbf{e}_P$ by $N$.

Remarks on Domains of Preinterpretation

The choice of a suitable domain of preinterpretation is essential in the sense that a program might be acceptable under some chosen domain, and not be acceptable under another. We will illustrate this and the difficulties involved by means of a few example programs.

5.2.1 Program Let $P_1$ be the following program.

\[
\begin{align*}
r(0) & \leftarrow \neg p(0), \neg r(0) \\
p(0) & \leftarrow \neg q(X) \\
q(0) & \leftarrow
\end{align*}
\]

Here, $P_1^\neg = P_1$ and $P$ is acceptable with respect to the supported model $\{p(0), q(0)\}$, whose domain is the set $\{0, 1\}$, and the level mapping given by $l(q(0)) = l(q(1)) = 0$, $l(p(0)) = l(p(1)) = 1$, $l(r(0)) = l(r(1)) = 2$. However, $P$ fails to have any supported models if the domain of preinterpretation contains only the constant and function symbols occurring in the program.

5.2.2 Program Let $P_2$ be the following program.

\[
\begin{align*}
r(0) & \leftarrow \neg q(X), \neg r(0) \\
q(0) & \leftarrow
\end{align*}
\]
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The program $P_2$ is acceptable with respect to the domain \{0\}. However, it has no supported model with respect to the set \{0, 1\} as domain of preinterpretation. Note that the programs $P_1$ and $P_2$ flounder on some goals.

Constructive negation in the sense of [Cha88] (cf. also [Mar96]), as a way to resolve floundering, does not cover the general case either, due to the following two assumptions made in the cited papers: Chan in [Cha88, p. 113] assumes, throughout, the consistency of the completed database, and also assumes [Cha88, p. 116] that the underlying language (i.e. the domain of preinterpretation) contains infinitely many constant symbols and function symbols.

Consistency of the completed database is dependent on the chosen domain of preinterpretation (restricted here through the presence of infinitely many constant and function symbols) and, in fact, under the assumption concerning the underlying language as above, we see that the completed database for program $P_2$ is not consistent.

Furthermore, consider the following program.

5.2.3 Program Let $P_3$ be the following program.

\[
\begin{align*}
    r(0) & \leftarrow \neg q(X), r(0) \\
    q(0) & \leftarrow
\end{align*}
\]

For program $P_3$, the unique supported Herbrand model \{q(0)\} is certainly the desired model. The program is also acceptable with respect to this model.

However, the goal \( \leftarrow r(0) \), which is bounded, does not terminate under Chan’s constructive negation. In [Mar96], however, it was shown that the set of all programs which are acceptable with respect to some preinterpretation $J$ whose domain contains infinitely many constants and functions, coincides with the set of all programs which terminate under Chan’s constructive negation. Nevertheless, the result does not account for programs which are acceptable with respect to a domain containing finitely many constants and functions, but not with respect to a domain which is constrained as for constructive negation. The Program $P_3$ displays this fact.

In all previous examples, the Herbrand preinterpretation was too small to allow determination of acceptability. Our final program shows that in some cases it may even be too large.

5.2.4 Program Let $P_4$ be the following program.

\[
\begin{align*}
    r(0) & \leftarrow \neg q(X), r(0) \\
    q(f(0)) & \leftarrow
\end{align*}
\]

Under the domain \{f^n(0) \mid n \in \mathbb{N}\}, this program is not acceptable due to the existence of the function symbol $f$, giving an instance of $q(X)$ which is false. However, $P_4$ is acceptable with respect to a preinterpretation whose domain is the one-point set \{0\} and where $f$ is interpreted as the identity function on \{0\}.
In fact, this example shows that the result from [AP93] which states that every program which is acceptable with respect to a Herbrand preinterpretation has a unique supported Herbrand model, cannot be generalized to arbitrary preinterpretations in general.

On the other hand, [AP93, Corollary 4.12] shows that every acceptable program is left terminating, whilst [AP93, Theorem 4.18] contains the result that every left terminating non-floundering program is acceptable. Moreover, the proof given of this latter fact shows that one has acceptability with respect to some Herbrand model, where the underlying domain of preinterpretation is constructed using only the variable and constant symbols occurring in the program — for such programs, we suggest the terminology Herbrand-acceptable. Thus, an acceptable program which fails to be Herbrand-acceptable must flounder on some ground query. Moreover, all the examples considered in [AP93] are Herbrand-acceptable.

In the following, as already noted, we will work over arbitrary preinterpretations.

**Fitting’s Approach**

As already noted, it was first shown in [AP93] that every (Herbrand-) acceptable program has a unique supported model. In [Fit94], Fitting considered proving the same result by using metrics and the Banach contraction mapping theorem. His method depends on the following definitions. A partial level mapping is a partial mapping \( l : B_P \to \alpha \), where \( \alpha \) is an ordinal. Recall the notation \( \mathcal{L}_\beta \) for the set of all atoms \( A \) of level \( l(A) \) less than \( \beta \). For the remainder of this section, we will consider only \( \omega \)-level mappings, i.e. \( \alpha = \mathbb{N} \).

**5.2.5 Definition** Let \( P \) be a normal logic program with partial level mapping \( l \). The pseudometric \( d \) associated with \( l \) on \( I_P \) is defined as follows. For \( J, K \in I_P \) let

\[
d(J, K) = \inf \{ 2^{-n} \mid \mathcal{L}_m \cap \text{dom}(l) \cap J = \mathcal{L}_m \cap \text{dom}(l) \cap K \ \text{for all} \ m \leq n \},
\]

where \( \mathcal{L}_m \), for all \( m \in \mathbb{N} \), is taken with respect to a (total) level mapping \( l' \) which extends \( l \).

By [Fit94], any pseudometric associated with a (partial) level mapping is complete.

If the level mapping is *total*, i.e. not a partial mapping, Definition 5.2.5 coincides with the metric \( d_l \) of Proposition 5.1.6.

**5.2.6 Definition** Let \( P \) be acceptable with respect to a level mapping \( l \) and a model \( I \). We define the partial level mappings \( l_1 \) and \( l_2 \) as follows; recall that we write \( N \) instead of \( \text{Neg}_P \).

1. \( \text{dom}(l_1) = N, \ l_1(A) = l(A) \) for all ground literals \( A \) in \( N \).

2. \( \text{dom}(l_2) = ^cN, \ l_2(A) = l(A) \) for all ground literals \( A \) not in \( N \).
The associated pseudometrics are denoted by $d_1$ and $d_2$, respectively. Furthermore, we define a function $\rho : I_P \to \mathbb{R}$ by

$$\rho(J) = \inf \{2^{-n} \mid J \cap \mathcal{L}_n \subseteq I \}. $$

This form of $\rho$ differs only slightly from that used in [Fit94] and can easily be shown to be equivalent. Finally, following [Fit94] again, we define for all $J, K \in I_P$

$$d_3(J, K) = \max \{d_1(J, I), d_1(K, I), d_2(J, K), \rho(J), \rho(K) \}. \quad (5.2)$$

We note that this distance function $d_3$ depends both on the level mapping $l$ and on the interpretation $I$. We will discuss the intuition behind the definition of $d_3$ after Proposition 5.2.8, which will provide us with some understanding of this distance function. For the moment, we note that $d_3$ is a dislocated metric, but that it is not in fact a metric. Indeed, let $P$ be the program consisting of the three unit clauses $p(0) \leftarrow q(0) \leftarrow q(1) \leftarrow$, where 0 and 1 are constant symbols. Then $P$ is acceptable with respect to the Herbrand model $I = \{p(0), q(0), q(1)\}$ and the zero level mapping $l$. A straightforward calculation shows that $d_3(J, cI) = 1$ for all $J \in I_P$ so that, in particular, one has $d_3(cI, cI) = 1$. Nevertheless, it will turn out to be a useful tool in formulating some of our results. In fact, the following proposition, [Fit94, Proposition 7.1], does not need the assumption that $d_3$ is a metric and will be useful later.

**5.2.7 Proposition** Let $P$ be acceptable with respect to a level mapping $l$ and a model $I$. Then for all $J, K \in I_P$ we have $d_3(T_P(J), T_P(K)) \leq \frac{1}{2}d_3(J, K)$.

**Applying the Matthews Theorem**

We start by examining the relationship between the atomic topology $Q$ and Fitting’s dislocated metric $d_3$. The following result will clarify the behaviour of sequences which converge in $d_3$.

**5.2.8 Proposition** Let $P$ be acceptable with respect to a level mapping $l$ and a model $I$. Let $J_n$ be a sequence which converges in $d_3$ to some $J \in I_P$. Then the sequence $J_n$ converges to $J$ in $Q$, and the following two conditions hold.

(i) $J_n \cap N$ converges in $Q$ to the model $I \cap N$ of $\text{comp}(P^-)$.

(ii) $J_n \cap \mathcal{L}_n$ converges in $Q$ to some $K \subseteq I$.

Furthermore, we obtain $J = (I \cap N) \cup K$.

**Proof:** By hypothesis, we have $d_3(J_n, J) \to 0$ as $n \to \infty$. By definition of $d_3$ this implies that $d_1(J_n, I)$, $d_1(J, I)$ and $d_2(J_n, J)$ all tend to 0 as $n \to \infty$. Hence, by definition of $d_1$ and $d_2$, it follows that for all $m \in \mathbb{N}$ there exists some $n_0 \in \mathbb{N}$ such that for all $n \geq n_0$ we have

$$J_n \cap N \cap \mathcal{L}_m = I \cap N \cap \mathcal{L}_m,$$

$$J \cap N \cap \mathcal{L}_m = I \cap N \cap \mathcal{L}_m \quad \text{and} \quad$$

$$J_n \cap \mathcal{L}_m = J \cap \mathcal{L}_m.$$
From these equations, it follows that for all \( m \in \mathbb{N} \) there exists some \( n_0 \in \mathbb{N} \) such that for all \( n \geq n_0 \) we have \( J_n \cap \mathcal{L}_m = J \cap \mathcal{L}_m \) which proves convergence of the sequence \( J_n \) to \( J \) in \( Q \).

We also obtain that \( J_n \cap N \) and \( J_n \cap \mathcal{C}N \) converge in \( Q \) to \( J \cap N \) respectively \( J \cap \mathcal{C}N \). By definition of \( d_3 \) we have \( d_1(J, I) = 0 \) which implies that \( J \cap N = I \cap N \). From the same definition we obtain \( \rho(J) = 0 \) and therefore \( K = J \cap \mathcal{C}N \subseteq I \) which completes the proof.

As a corollary from the proof of Proposition 5.2.8, we obtain that convergence in \( d_3 \) is independent of the choice of level mapping.

We are now in a position to better understand the intuition underlying the definition of \( d_3 \) given in equation (5.2). Essentially, the terms \( d_1(J, I) \) and \( d_1(K, I) \) in this equation ensure that if \( d_3(J, K) \) is small, then both \( J \) and \( K \) are “close” (with respect to the pseudometric \( d_1 \)) to the chosen interpretation \( I \), and this closeness depends only on the atoms contained in \( N \). Convergence in \( d_3 \) means that the sequence in question must tend towards the unique supported model \( I \cap N \) of \( \mathcal{P}^- \). The remainder of the definition constrains what “closeness” means on \( \mathcal{C}N \). The term \( d_2(K, J) \) ensures that \( K \) and \( J \) share “enough” elements (of suitable level), and the \( \rho \)-function forces both \( K \) and \( J \) to be largely a subset of \( I \) on \( \mathcal{C}N \). In terms of convergence in \( d_3 \), the distance function \( d_3 \) could be understood as “filtering” a sequence towards a suitable subset of \( I \), namely a subset which coincides with \( I \) on \( N \).

5.2.9 Proposition The d-metric \( d_3 \) is complete.

Proof: Let \( J_n \) be a Cauchy sequence with respect to \( d_3 \). By definition of \( d_3 \), this implies that \( d_1(J_{m_1}, I), d_1(J_{m_2}, I), d_2(J_{m_1}, J_{m_2}), \rho(J_{m_1}) \) and \( \rho(J_{m_2}) \) all tend to 0 for \( m_1, m_2 > m \) and increasing \( m \), and we obtain, as in the proof of Proposition 5.2.8, that \( J_n \) converges in \( Q \) to some \( J \). An argument similar to that in the proof of Proposition 5.2.8 again shows that \( J \) is also the limit of \( J_n \) with respect to \( d_3 \).

5.2.10 Theorem Let \( P \) be acceptable with respect to a level mapping \( l \) and a model \( I \), and let \( K \in I_P \) be arbitrary. Then \( T^n_P(K) \) converges in \( Q \) to the unique supported model \( M_P \) of \( P \).

Proof: The d-metric \( d_3 \) is complete by Proposition 5.2.9, and \( T_P \) is a contraction with respect to \( d_3 \) by Proposition 5.2.7. So we can apply the Matthews theorem 1.4.6, which yields that the sequence \( T^n_P(K) \) converges in \( d_3 \) to the unique supported model of \( P \). Since convergence in \( d_3 \) implies convergence in \( Q \) by Proposition 5.2.8, the proof is complete.

Minimality of the Unique Supported Model

We will now provide an alternative characterization of the model \( M_P \). Recall that we are working under a fixed but arbitrary preinterpretation.
5.2.11 Lemma Let $P$ be acceptable and let $\mathcal{I}$ be the set of all models with respect to which $P$ can be established to be acceptable. Then $M_P \cap N = I \cap N$ for all $I \in \mathcal{I}$. In particular, $I \cap N = J \cap N$ for all $I, J \in \mathcal{I}$. Furthermore, we have the minimality property $M_P \subseteq \bigcap \mathcal{I}$.

Proof: The sequence $J_n = T^n(\emptyset)$ converges with respect to $d_3$ and satisfies conditions (i) and (ii) of Proposition 5.2.8 for all $I \in \mathcal{I}$. The first statement follows then immediately from condition (i) and the second statement from condition (ii).

The model thereby obtained will be shown to be suitable for demonstrating the acceptability of the program in question. We will need this result for our characterization of acceptability in Theorem 5.2.19, and it will also give us an alternative characterization of $M_P$ as an easy corollary.

5.2.12 Theorem Let $P$ be acceptable with respect to a level mapping $l$ and a model $I$. Then $P$ is acceptable with respect to $l$ and $M_P$.

Proof: Since $I \cap N = M_P \cap N$ by Lemma 5.2.11, it remains to show that the acceptability condition (5.1) from Definition 5.0.2 holds. Again by the same result, it remains to show the condition for all clauses which are not in $P^-$. Since $M_P \cap N = I \cap N$, and therefore these agree on all ground atoms which occur negatively in $P$, it suffices to show that $M_P \subseteq I$, which is the case by Lemma 5.2.11.

5.2.13 Corollary Let $P$ be acceptable and let $\mathcal{I}$ be the set of all models with respect to which $P$ can be established to be acceptable. Then $M_P = \bigcap \mathcal{I}$.

Proof: This follows immediately from Lemma 5.2.11 and Theorem 5.2.12.

The Canonical Level Mapping for Acceptable Programs

We show next how to obtain a level mapping for a given program which is suitable for proving its acceptability. The construction is based on Construction 5.1.1 for locally hierarchical programs. For this purpose, let $P$ be a program and $I$ a model of $P$. We will now give a program transformation which yields a locally hierarchical program from $P$ and $I$ if $P$ is acceptable with respect to $I$, allowing us to apply our earlier results. The program transformation is as follows:

5.2.14 Program Transformation Let $P$ be a normal logic program and $I$ a model of $P$. For each clause $A \leftarrow L_1, \ldots, L_n$ in $\text{ground}(P)$ determine the maximal $i$ such that $I \models L_1 \land \cdots \land L_i$. Then replace the given clause with $A \leftarrow L_{i+1}, \ldots, L_n$ if $i \neq n$ and by $A \leftarrow L_1, \ldots, L_n$ if $i = n$. The resulting ground program will be called $P_I$.

If $P$ is acceptable with respect to $I$ and $l$, then $P_I$ is locally hierarchical with respect to the $\omega$-level mapping $l'$ which is obtained by restricting $l$ to $B_{P_I}$.
Therefore, we can obtain the canonical lh-level mapping \( l_{P_2} \) of \( P_2 \) by applying Construction 5.1.1, and obtain by Corollary 5.1.3 that \( l_{P_2} \) is indeed a total function. Furthermore, by Proposition 5.1.4 we obtain that \( l_{P_2}(A) \leq l'(A) \) for all \( A \in B_{P_2} \), and since \( l' \) maps into \( \omega \), the level mapping \( l_{P_2} \) also maps into \( \omega \). This means, in particular, that Construction 5.1.1 is in fact not transfinite but closes off at \( \omega \).

5.2.15 Definition We now define a level mapping \( l_P \) for the given program \( P \): For every \( A \in B_P \setminus B_{P_2} \) let \( l_P(A) = 0 \). For every \( A \in B_{P_2} \) let \( l_P(A) = l_{P_2}(A) \).

We summarize the observations just discussed.

5.2.16 Construction Let \( P \) be a normal logic program and \( I \) a model of \( P \).

1. Obtain \( P_I \) from \( P \) and \( I \) using Program Transformation 5.2.14.

2. Obtain \( l_{P_I} \) from Construction 5.1.1.

3. Obtain \( l_P \) from Definition 5.2.15.

5.2.17 Proposition Let \( P \) be acceptable with respect to a model \( I \). Then the following statements hold.

(i) \( P_I \), obtained from step (1) in Construction 5.2.16 is locally hierarchical.

(ii) \( l_{P_I} \), obtained from step (2) in Construction 5.2.16 is total (with respect to \( B_{P_I} \)) and maps into \( \omega \).

(iii) \( l_P \), obtained from step (3) in Construction 5.2.16 is total and maps into \( \omega \).

(iv) \( P \) is acceptable with respect to \( I \) and \( l_P \).

Proof: It only remains to prove statement (iv), which is immediate from the definition of \( l_P \). ■

In the following, \( l_P \) will also denote the (partial) level mapping as given in Construction 5.2.16. It will be called the canonical (partial) acceptable-level mapping for \( P \).

The following is the key result in our characterization of acceptability.

5.2.18 Theorem Let \( P \) be acceptable. Then \( P \) is acceptable with respect to \( M_P \) and \( l_P \).

Proof: By Theorem 5.2.12, \( P \) is acceptable with respect to \( l \) and \( M_P \). By Proposition 5.2.17, \( P \) is then acceptable with respect to \( l_P \) and \( M_P \). ■

We can now state the following characterization theorem.

5.2.19 Theorem Let \( P \) be a normal logic program. Then \( P \) is acceptable if and only if the following conditions are satisfied:
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(1) The sequence \( (T^n_P(\emptyset))_{n \in \mathbb{N}} \) converges in \( Q \) to some \( M_P \).

(2) The mapping \( l_P \), constructed from \( P \) and \( I = M_P \) as in Construction 5.2.16, is total and takes values in the natural numbers.

(3) \( P \) satisfies condition (5.1) from Definition 5.0.2 with respect to \( l_P \) and \( M_P \).

**Proof:** Let \( P \) be acceptable. Then (1) follows from Theorem 5.2.10, (2) follows from Proposition 5.2.17, and (3) follows from Theorem 5.2.18. The converse is immediate. \( \blacksquare \)

**Minimality Properties**

We show that the canonical acceptable-level mapping \( l_P \) of \( P \) is least among all level mappings with respect to which acceptability can be established.

5.2.20 **Lemma** Let \( P \) be acceptable with respect to \( M_P \) and some level-mapping \( l \). Then \( l_P(A) \leq l(A) \) for all \( A \in B_P \).

**Proof:** For \( A \in B_{P_{M_P}} \), we obtain \( l_P(A) \leq l(A) \) by Proposition 5.1.4. If \( A \in B_P \setminus B_{P_{M_P}} \), then by definition of \( l_P \) we have \( l_P(A) = 0 \leq l(A) \) as desired. \( \blacksquare \)

5.2.21 **Theorem** For any acceptable program \( P \), the canonical acceptable-level mapping \( l_P \) is least among all level mappings with respect to which \( P \) can be shown to be acceptable. More precisely, if \( P \) is acceptable with respect to some model \( I \) and some level mapping \( l \), then for all \( A \in B_P \) we have \( l_P(A) \leq l(A) \).

**Proof:** Let \( P \) be acceptable with respect to some model \( I \) and some level mapping \( l \), and let \( A \in B_P \) be arbitrarily chosen. By Theorem 5.2.12, \( P \) is acceptable with respect to \( l \) and \( M_P \). By Lemma 5.2.20 we obtain \( l_P(A) \leq l(A) \) as desired. \( \blacksquare \)

**Partitioning Acceptable Programs**

In order to simplify the calculation of \( M_P \), we will use methods similar to those employed in [ABW88, Prz88, Mar95]. We will use the following definition which is similar to [Mar95, Definition 4.1]. For any given progran \( P \), recall that a predicate symbol \( p \) is said to be defined in a subprogram \( R \) of \( P \) if every clause which contains \( p \) in its head is contained in \( R \). The definition of a predicate symbol is the smallest subprogram \( R \) such that the predicate symbol is defined in \( R \). This notion extends naturally to atoms.

5.2.22 **Definition** Let \( P \) be a program and \( Q \) and \( R \) be two subprograms of \( P \). We say that \( R \) extends \( Q \), written \( R > Q \), if no predicate symbol defined in \( R \) occurs in \( Q \).
The basic idea is to partition an acceptable program in a suitable way such that \( M_P \) can be obtained by calculating the corresponding models of the subprograms in sequence.

5.2.23 Definition Let \( P \) be acceptable and \( P = P_1 \cup \ldots \cup P_k \). We call \((P_1, \ldots, P_k)\) an acceptable stratification of \( P \) if \( P_{i+1} > P_i \) for all \( i = 1, \ldots, k - 1 \).

By \texttt{true} and \texttt{false}, we will subsequently denote atoms which always evaluate to true and false, respectively. Now apply the following construction.

Replace every atom in each clause in \( \text{ground}(P_1) \) which does not occur in the head of any clause by \texttt{false}, and call the resulting program \( P'_1 \). By \( M_1 \), we will denote \( M_P \) restricted to the predicate symbols occurring in \( P_1 \), and by \( l_1 \) we will denote \( l_P \) restricted to the predicate symbols occurring in \( P_1 \). We obtain the following result.

5.2.24 Lemma Let \( P \) be acceptable with acceptable stratification \((P_1, \ldots, P_k)\). Then the following hold.

(i) \( P'_1 \) is acceptable.

(ii) The sequence \( T^n_{P'_1}(\emptyset) \) of iterates converges in the atomic topology to the unique supported model \( M_1 \) of \( P'_1 \).

Proof: (i) \( P'_1 \) obviously is acceptable with respect to \( M_1 \) and \( l_1 \).

(ii) By Theorem 5.2.10, the iterates converge to a supported model of \( P'_1 \). By uniqueness of this model it coincides with \( M_1 \). \( \blacksquare \)

Let \( M_i \), for \( i = 1, \ldots, k \), denote \( M_P \) restricted to the predicate symbols defined in \( P_i \). Now suppose that for some \( i \in \{1, \ldots, k - 1\} \) the programs \( P'_1, \ldots, P'_i \) have been defined and that the following properties have been established.

1. \( P'_1, \ldots, P'_i \) are acceptable.

2. \( M_i \) is the unique supported model of \( P'_i \) and \( M_1 \cup \cdots \cup M_i \) is the unique supported model of \( P_1 \cup \cdots \cup P_i \).

Then define \( P'_{i+1} \) by replacing all occurrences of atoms in \( \text{ground}(P_{i+1}) \) which are not defined in \( P_{i+1} \), by \texttt{true} or \texttt{false}, respectively, depending on whether the atom is true or false, respectively, with respect to \( M_1 \cup \cdots \cup M_i \). We then obtain the following result.

5.2.25 Lemma Suppose the assumptions above hold. Then the following hold.

(i) \( P'_{i+1} \) is acceptable.

(ii) The sequence \( T^n_{P'_{i+1}}(\emptyset) \) of iterates converges in the atomic topology to the unique supported model \( M_{i+1} \) of \( P'_{i+1} \).
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(iii) \( M_1 \cup \cdots \cup M_{i+1} \) is the unique supported model of \( P_1 \cup \cdots \cup P_{i+1} \).

**Proof:** (i) \( M_{i+1} \) is a supported model of \( P'_{i+1} \), since \( M_P \) is a supported model of \( P \) and \( P'_{i+1} \) was obtained from \( P_{i+1} \) by replacing atoms with \textit{true} or \textit{false} according to their value with respect to the model \( M_1 \cup \cdots \cup M_i \), and this coincides with \( M_P \) restricted to the predicate symbols defined in \( P_1 \cup \cdots \cup P_{i+1} \). Therefore, \( P'_{i+1} \) is acceptable with respect to this model and \( l_P \) restricted to the predicate symbols in \( P'_{i+1} \).

(ii) Convergence is again ensured by the acceptability of the program. Also, by Theorem 5.2.10, these iterates converge to the unique supported model of \( P'_{i+1} \) which is exactly \( M_{i+1} \) by the observations made in (i).

(iii) This is immediate by the assumption and (ii).

Putting all these results together, we obtain the following Theorem.

**5.2.26 Theorem** Let \( P \) be acceptable with acceptable stratification \( (P_1, \ldots, P_k) \). For \( i = 1, \ldots, k \) let \( M_i \) be constructed as above. Then \( M_1 \cup \cdots \cup M_k = M_P \).

**Termination of Non-Ground Queries**

We cite the following result from [Apt95, Theorem 5.7]. For a partial converse, see [AP93].

**5.2.27 Theorem** Let \( P \) be acceptable with respect to a level mapping \( l \) and a model \( I \). Then, for every literal \( L \) which is bounded with respect to \( l \), all SLDNF-derivations of \( P \cup \{ \leftarrow L \} \), using the Prolog selection rule, are finite. In particular, the goal \( \leftarrow L \) terminates under Prolog.

With our preparations, the following result is easily obtained.

**5.2.28 Theorem** Let \( P \) be acceptable with respect to a level mapping \( l \) and a model \( I \), and let \( L \) be a literal which is bounded with respect to \( l \). Then \( L \) is bounded with respect to \( l_P \).

**Proof:** This follows immediately from the minimality of \( l_P \) as established in Theorem 5.2.21.

We will now discuss termination of non-ground, i.e. general, goals. The following notions were introduced in [AP93].

A \textit{multiset} or \textit{bag} over a set \( W \) is an unordered sequence of elements of \( W \). Given a (non-reflexive) ordering \( < \) on a set \( W \), the \textit{multiset ordering} over \( (W, <) \) is an ordering of finite multisets of the set \( W \) and is defined as follows. For two finite multisets \( X \) and \( Y \) over \( W \), let \( X < Y \) if and only if \( X = (Y \setminus \{a\}) \cup Z \) for some finite multiset \( Z \) such that \( b < a \) for all \( b \in Z \). Finally, define the multiset ordering over \( (W, <) \) as the transitive closure of the relation \( < \). The multiset whose elements are \( a_1, \ldots, a_n \) will be denoted by \text{bag}(a_1, \ldots, a_n).

The following definition is to be found in [AP93, Definition 2.9].
5.2.29 Definition Let $P$ be a program, $l$ a level mapping for $P$, $I$ a model of $P$ with $I \cap N$ being a model for $P^-$, and let $k \geq 0$.

(i) With each ground goal $G$ of the form $\leftarrow L_1, \ldots, L_n$ we associate a finite multiset $l_I(G)$ of natural numbers defined by $l_I(G) = \text{bag}(l(L), \ldots, l(L_{n(G,I)}))$, where $n(G,I) = \min\{n \cup \{i \in \{1, \ldots, n\} | I \neq L_i\})$.

(ii) With each goal $G$ we associate a set of multisets $l'_I(G)$ defined by $l'_I(G) = \{l'_I(G') | G' \text{ is a ground instance of } G\}$.

(iii) A goal $G$ is called bounded by $k$ with respect to $l$ and $I$ if $k \geq j$ for all $j \in \bigcup l'_I(G)$, where $\bigcup l'_I(G)$ stands for the set-theoretic union of the elements of $l'_I(G)$.

(iv) A goal is called bounded with respect to $l$ and $I$ if it is bounded by some $k \geq 0$ with respect to $l$ and $I$.

It was observed in [Apt95] that the choice of level mapping and of the model can affect the class of (general, non-ground) goals whose termination can be established, since the choice of both the level mapping and the model affect the notion of boundedness for goals. However, we will prove that the model $M_P$ and the canonical acceptable-level mapping $l_P$ are completely general for proving termination of non-ground goals.

The following result is taken from [AP93, Corollary 4.11]. A partial converse is also given there.

5.2.30 Theorem Let $P$ be an acceptable program and $G$ a bounded goal. Then all SLDNF-derivations of $P \cup \{G\}$, using the Prolog selection rule, are finite.

Our minimality results allow us to establish the following.

5.2.31 Theorem Let $P$ be acceptable with respect to a level mapping $l$ and a model $I$, and let $G$ be a goal which is bounded with respect to $l$ and $I$. Then $G$ is bounded with respect to $l_P$ and $M_P$.

Proof: Since $l_P(A) \leq l(A)$ for all $A \in B_P$ by Theorem 5.2.21, it suffices to show that $n(G, M_P) \leq n(G, I)$. This, however, follows directly from the minimality properties given in Lemma 5.2.11 and Theorem 5.2.21. $\blacksquare$

We note, finally, that the model $M_P$ does not in general describe the procedural semantics of the program due to the possible presence of floundering intermediate goals, cf. [AP93] and [Apt95]. The exact relationship between $M_P$ and the procedural semantics of $P$ remains to be established.

5.3 $\Phi^*_w$-Accessible Programs

We associate a dislocated metric to each $\Phi^*_w$-accessible program, show that it coincides with the d-metric $d_3$ from Section 5.2, and apply the Matthews theorem 1.4.6.
In the following, $P$ is a $\Phi^*_\omega$-accessible program which satisfies the defining conditions with respect to a model $I$ and a level mapping $l$, see Definition 5.0.4.

For $J, K \in I_P$ we now define $d(K, K) = 0$ and $d(J, K) = 2^{-n}$, where $J$ and $K$ differ on some atom $A \in B_P$ of level $n$, but agree on all ground atoms of lower level, i.e. $d$ coincides with the metric $d_i$ induced by $l$. As was pointed out in [Fit94], and as we know from Theorem 3.2.4, $(I_P, d)$ is a complete metric space, in fact even an ultrametric space. We also define a function $f : I_P \to \mathbb{R}$ by $f(K) = 0$ if $K \subseteq I$ and $f(K) = 2^{-n}$, where $n$ is the smallest integer such that there is an atom $A \in B_P$ with $l(A) = n$, $K \models A$ and $I \not\models A$. Finally, we define $u : I_P \to \mathbb{R}$ by $u(K) = \max\{f(K'), d(K \setminus K', I \setminus I')\}$, where $K'$, for any $K \in I_P$, denotes $K$ restricted to the predicate symbols which are not in $\text{Neg}_{I_P}^*$, and $\rho : I_P \times I_P \to \mathbb{R}$ is defined by

$$\rho(J, K) = \max\{d(J, K), u(J), u(K)\} = \max\{d(J, K), f(K'), d(K \setminus K', I \setminus I'), f(J'), d(J \setminus J', I \setminus I')\}.$$

We call $\rho$ the d-metric associated with $P$, and we will show next that it is complete.

5.3.1 Lemma The function $u : I_P \to \mathbb{R}$ defined by $u(K) = \max\{f(K'), d(K \setminus K', I \setminus I')\}$ is continuous as a function from $(I_P, d)$ to $\mathbb{R}$.

Proof: Let $K_m$ be a sequence in $I_P$ which converges in $d$ to some $K \in I_P$. We need to show that $d(K_m \setminus K_m', I \setminus I')$ converges to $d(K \setminus K', I \setminus I')$ and $f(K_m')$ converges to $f(K')$ as $m \to \infty$. Since $(K_m)$ converges to $K$ with respect to the metric $d$, it follows that for each $n \in \mathbb{N}$ there is $m_n \in \mathbb{N}$ such that $K$ and $K_m$, for all $m \geq m_n$, agree on all atoms of level less than or equal to $n$. So, if $f(K) = 2^{-n_0}$, say, that means that $K_m$ and $K$ agree on all atoms of level less than or equal to $n_0$ if $m \geq m_{n_0}$, and hence $f(K_m) = f(K)$ for all $m \geq m_{n_0}$. Also, if $d(K \setminus K', I \setminus I') = 2^{-n_0}$, say, then $d(K_m \setminus K_m', I \setminus I') = d(K \setminus K', I \setminus I')$ for all $m \geq m_{n_0}$ as required. 

Proposition 3.1.9 yields that $\rho$ is a complete d-ultrametric on $I_P$ using Lemma 5.3.1.

5.3.2 Proposition Let $P$ be a $\Phi^*_\omega$-accessible program with respect to a level mapping $l$ and a model $I$. Let the d-metric $d_3$ be defined for $P$ as in equation (5.2) of Definition 5.2.6 for acceptable programs. Then $d_3$ coincides with $\rho$ as defined above.

Proof: Clearly, $f$ and $\rho$ coincide, and we obtain $u(K) = \max\{\rho(K), d_1(K, I)\}$ for all $K \in I_P$. Since $d_2(J, K) \leq d(J, K)$ for all $J, K \in I_P$, it now remains to show that $d(J, K) \leq d_3(J, K)$. So assume that $d(J, K) = 2^{-n}$, where $J$ and $K$ differ on some atom $A \in B_P$ or level $n$ which is contained in $\text{Neg}_{I_P}^*$. But then either $J$ and $I$ or $K$ and $I$ differ on $A$, hence either $d_1(J, I)$ or $d_1(K, I)$ is greater than or equal to $2^{-n}$. If $A \notin \text{Neg}_{I_P}^*$, then $d_2(J, K) \geq 2^{-n}$ which suffices. 
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5.3.3 Proposition Let $P$ be a $\Phi^*_\omega$-accessible program and $\varrho$ its associated $d$-metric. If $(K_n)$ is a sequence which converges in $\varrho$ to some $K$, then $(K_n)$ converges in the atomic topology on $I_P$.

**Proof:** It is easy to see that if $\varrho(K_n, K) < 2^{-k}$, then $K_n$ and $K$ agree on all atoms of level less than $k$ which suffices. 

The proof of the following proposition carries over from the treatment of acceptable programs in [Fit94], cf. also Proposition 5.4.2.

5.3.4 Proposition Let $P$ be $\Phi^*_\omega$-accessible and let $\varrho$ be defined as above. Then the associated immediate consequence operator $T_P$ is a contraction on $(I_P, \varrho)$ with contractivity factor $\frac{1}{2}$.

By the Matthews theorem 1.4.6 we can now conclude the following theorem.

5.3.5 Theorem Each $\Phi^*_\omega$-accessible program has a unique supported model which can be obtained as the limit, in the atomic topology, of iterates of the single-step operator associated with the program.

**Proof:** Let $P$ be $\Phi^*_\omega$-accessible. Then $(I_P, \varrho)$ is a complete $d$-ultrametric space and $T_P$ is a contraction relative to $\varrho$. By Theorem 1.4.6, $T_P$ has a unique fixed point which is the unique supported model of $P$, and this fixed point can be obtained as the limit, in $\varrho$, of iterates of $T_P$. By Proposition 5.3.3, the model can be obtained as stated.

We note the following relationship between $\Phi^*_\omega$-accessible and acceptable programs. If $P$ is a $\Phi^*_\omega$-accessible program, then it is possible to reorder the body literals in each clause from $\text{ground}(P)$ such that the resulting ground program is acceptable. Thus $\Phi^*_\omega$-accessible programs can be understood as “non-deterministic” acceptable programs. Note, however, that it is not in general possible to reorder the clauses in $P$ itself in order to obtain an acceptable program, which can be seen from the following example.

5.3.6 Program Let $P$ be the program consisting of the following clauses.

\[
\begin{align*}
p(0) & \leftarrow \\
p(1) & \leftarrow r(1) \\
q(1) & \leftarrow \\
q(0) & \leftarrow r(0) \\
r(x) & \leftarrow \neg p(x), \neg q(x)
\end{align*}
\]

This program is not acceptable, nor is the program obtained by swapping the two body atoms in the last clause. However, the program is $\Phi^*_\omega$-accessible with respect to the level mapping $l$ with $l(p(0)) = l(q(1)) = 0$, $l(r(0)) = l(r(1)) = 1$ and
\[ l(p(1)) = l(q(0)) = 2. \] Consequently, we are able to obtain a ground acceptable program from \( \text{ground}(P) \) as

\[
\begin{align*}
\text{\( p(0) \) \( \leftarrow \) } \\
\text{\( p(1) \) \( \leftarrow \) } r(1) \\
\text{\( q(1) \) \( \leftarrow \) } \\
\text{\( q(0) \) \( \leftarrow \) } r(0) \\
\text{\( r(1) \) \( \leftarrow \) } \neg q(1), \neg p(1) \\
\text{\( r(0) \) \( \leftarrow \) } \neg p(0), \neg q(0).
\end{align*}
\]

### 5.4 \( \Phi^* \)-Accessible Programs

We carry over the results from Section 5.3 to \( \Phi^* \)-accessible programs.

In the following, \( P \) is a \( \Phi^* \)-accessible program which satisfies the defining conditions with respect to a model \( I \) and a level mapping \( l : B_P \rightarrow \gamma \). We let \( \Gamma = \{ 2^{-\alpha} \mid \alpha \leq \gamma \} \) be ordered as in Section 3.2 and denote \( 2^{-\gamma} \) by 0.

For \( J, K \in I_P \) we define \( d(K, K) = 0 \) and \( d(J, K) = 2^{-\alpha} \), where \( J \) and \( K \) differ on some atom \( A \in B_P \) of level \( \alpha \), but agree on all ground atoms of lower level, i.e. \( d \) coincides with the sum \( d_l \) induced by \( l \), see Proposition 5.1.6.

As was pointed out in Section 5.1, \( (I_P, d) \) is a spherically complete generalized ultrametric space. We also define a function \( f \) on \( I_P \) by setting \( f(K) = 0 \) if \( K \subseteq I \) and \( f(K) = 2^{-\alpha} \), where \( \alpha \) is the smallest integer such that there is an atom \( A \in B_P \) with \( l(A) = \alpha \), \( K \models A \) and \( I \not\models A \). Finally, we define a function \( u \) on \( I_P \) by \( u(K) = \max\{ f(K'), d(K \setminus K', I \setminus I') \} \), where \( K' \), for any \( K \in I_P \), is \( K \) restricted to the predicate symbols which are not in \( \text{Neg}_P^* \), and we define a distance function \( \varrho \) by

\[
\varrho(J, K) = \sup\{ d(J, K), u(J), u(K) \} = \max\{ d(J, K), u(J), u(K) \}.
\]

#### 5.4.1 Proposition

\( (I_P, \varrho) \) is a spherically complete dislocated generalized ultrametric space.

**Proof:** (Ui), (Uiii) and (Uiv) follow from Proposition 3.4.4. For spherical completeness let \( (B_\alpha) \) be a chain of nonempty balls in \( X \) with midpoints \( J_\alpha \). Let \( J \) be the set of all atoms which are eventually in \( J_\alpha \), i.e. the set of all \( A \in B_P \) such that there exists some \( \beta \) with \( A \in J_\alpha \) for all \( \alpha \geq \beta \). It is easy to see that for each ball \( B_{2^{-\beta}} \) in the chain we have \( d(J_\beta, J) \leq 2^{-\beta} \) and hence \( J \) is in the intersection of the chain. \( \square \)

The proof of the next proposition is analogous to [Fit94, Lemma 7.1 and Proposition 7.1].

#### 5.4.2 Proposition

Let \( P \) be \( \Phi^* \)-accessible with respect to a level mapping \( l \) and a model \( I \). Then for all \( J, K \in I_P \) with \( J \neq K \) we have \( \varrho(T_P(J), T_P(K)) < \)}
\( \varrho(J, K) \). In particular we have the following, where for any \( K \in I_P \) we denote by \( K' \) the set \( K \) restricted to the predicate symbols which are not in \( \text{Neg}_P^* \):

(i) \( d(T_P(J) \setminus T_P(J'), I \setminus I') < d(J \setminus J', I \setminus I') \).

(ii) \( f(T_P(K)) < \varrho(J, K) \).

(iii) \( d(T_P(J), T_P(K)) < \varrho(J, K) \).

**Proof:** By symmetry, it suffices to prove properties (i), (ii) and (iii). For convenience, we again identify \( \text{Neg}_P^* \) with the subset of \( B_P \) containing predicate symbols from \( \text{Neg}_P^* \).

(i) First note that \( d(T_P(J) \setminus T_P(J'), I \setminus I') = d(T_P(J), I \setminus I') \) since these values only depend on the atoms in \( \text{Neg}_P^* \). Let \( d(J \setminus J', I \setminus I') = 2^{-\alpha} \). We show that \( d(T_P(J), I \setminus I') \leq 2^{-(\alpha+1)} \). So we know that \( J \setminus J' \) and \( I \setminus I' \) agree on all ground atoms of level less than \( \alpha \) and differ on an atom of level \( \alpha \). It suffices to show now that \( T_P(J) \) and \( I \setminus I' \) agree on all ground atoms of level less than or equal to \( \alpha \).

Let \( A \) be a ground atom in \( \text{Neg}_P^* \) with \( l(A) \leq \alpha \) and suppose that \( T_P(J) \) and \( I \setminus I' \) differ on \( A \). Assume first that \( A \in T_P(J) \) and \( A \notin I \setminus I' \). Then there must be a ground instance \( A \leftarrow L_1, \ldots, L_m \) of \( P^- \) such that \( J \setminus J' \models L_1, \ldots, L_m \). Since \( I \setminus I' \) is a fixed point of \( T_P(J) \), there must also be a \( k \) such that \( L_k \notin I \setminus I' \), and \( l(L_k) < l(A) \) by Definition 5.0.4. So we obtain \( I \setminus I' \neq L_k \) but \( J \setminus J' \models L_k \) with \( l(L_k) < \alpha \) which is a contradiction to the assumption that \( J \setminus J' \) and \( I \setminus I' \) agree on all atoms of level less than \( \alpha \). Now assume that \( A \in I \setminus I' \) and \( A \notin T_P(J) \). It follows that there is a clause \( A \leftarrow L_1, \ldots, L_m \) in \( P^- \) such that \( I \setminus I' \models L_1, \ldots, L_m \) and \( l(A) > l(L_1), \ldots, l(L_m) \) by Definition 5.0.4. But then \( J \setminus J' \models L_1, \ldots, L_m \) since \( J \setminus J' \) and \( I \setminus I' \) agree on all atoms of level less than \( \alpha \) and consequently \( A \in T_P(J) \). This establishes (i).

(ii) Assume \( \varrho(J, K) = 2^{-\alpha} \). We show that \( f(T_P(K)) < 2^{-\alpha} \), for which in turn we have to show that for each \( A \in T_P(K) \) not in \( \text{Neg}_P^* \), i.e. \( A \in T_P(K) \setminus \), with \( l(A) \leq \alpha \) we have \( A \in I' \). Assume that \( A \notin I' \) for such an \( A \). Since \( A \in T_P(K) \), there is a ground instance \( A \leftarrow L_1, \ldots, L_m \) of a clause in \( P \) with \( K \models L_1, \ldots, L_m \), and note that \( A \) is not in \( \text{Neg}_P^* \). Since \( A \notin I' \), we have \( A \notin I \) and there must also be a \( k \) with \( L_k \notin I \) and \( l(A) > l(L_k) \) by Definition 5.0.4. If \( L_k \) belongs to \( \text{Neg}_P^* \) then, since \( K \) and \( I \) agree on all atoms in \( \text{Neg}_P^* \) of level less than \( \alpha \), we obtain \( K \models L_k \) which contradicts \( K \models L_1, \ldots, L_m \). If \( L_k \) does not belong to \( \text{Neg}_P^* \) then it is an atom and since \( f(K) \leq 2^{-\alpha} \), we obtain \( I \models L_k \), which is again a contradiction.

(iii) Let \( \varrho(J, K) = 2^{-\alpha} \), and let \( A \in B_P \) with \( l(A) \leq \alpha \). It suffices to show that \( A \in T_P(K) \) if and only if \( A \in T_P(J) \). We consider two cases.

**Case 1** \( A \in \text{Neg}_P^* \). Since \( \varrho(J, K) \leq 2^{-\alpha} \), we know that \( J, K \) and \( I \) agree on all atoms in \( \text{Neg}_P^* \) of level less than \( \alpha \). Now if \( A \in I \), then there is a clause \( A \leftarrow L_1, \ldots, L_m \) in \( \text{ground}(P^-) \) with \( I \models L_1, \ldots, L_m \) and by Definition 5.0.4 we obtain \( J \models L_1, \ldots, L_m \) and \( K \models L_1, \ldots, L_m \), hence \( A \in T_P(K) \cap T_P(J) \). If \( A \notin I \) then for all clauses \( A \leftarrow \text{body} \) in \( \text{ground}(P) \) there is some \( L \) in \( \text{body} \) with \( I \models L \).
and \( l(L) < \alpha \), and consequently \( J \not\models L \) and \( K \not\models L \). We conclude that \( A \) is neither in \( T_P(J) \) nor in \( T_P(K) \) as required.

Case 2. \( A \not\in \text{Neg}^*_P \). Since \( \rho(J, K) \leq 2^{-\alpha} \), we know that \( J, K \) and \( I \) agree on all atoms in \( \text{Neg}^*_P \), of level less than \( \alpha \), and that for each \( B \in (J \cup K) \) not in \( \text{Neg}^*_P \) with \( l(B) < \alpha \) we have \( B \in I \). Now suppose \( A \in I \) with \( l(A) \leq \alpha \). Then there is a clause \( A \leftarrow \text{body} \) in ground \((P)\) with \( I \models \text{body} \) and \( l(B) < \alpha \) for all \( B \) occurring in \( \text{body} \). Consequently, we obtain \( J \models \text{body} \) and \( K \models \text{body} \), so \( A \in T_P(J) \) and \( A \in T_P(K) \). Assuming \( A \not\in I \), we know that for each clause \( A \leftarrow \text{body} \) in ground \((P)\) there is a literal \( L \) in \( \text{body} \) such that \( I \not\models L \) and \( l(L) < \alpha \). It suffices to show now that \( J \not\models L \) and \( K \not\models L \). Now if \( L \) is in \( \text{Neg}^*_P \), we obtain \( J \not\models L \) and \( K \not\models L \). If \( L \) is not in \( \text{Neg}^*_P \), then since \( I \not\models L \) we obtain \( J \not\models L \) and \( K \not\models L \) which suffices.

\[ \Box \]

5.4.3 Theorem Let \( P \) be \( \Phi^* \)-accessible. Then \( P \) has a unique supported model.

Proof: By Proposition 5.4.2, \( T_P \) is strictly contracting with respect to \( \rho \), which in turn is a spherically complete dislocated generalized ultrametric. By Theorem 1.5.1, the operator \( T_P \) must have a unique fixed point which yields a unique supported model for \( P \).

By the proof of Theorem 1.5.1 given in Section 3.4, together with the alternative proof of the Prieß-Crampe and Ribenboim theorem in the version of Theorem 1.3.9, we can furthermore obtain the unique model by constructing the sequence \( f^\beta(\emptyset) \) as in the proof. It remains to investigate how to obtain \( f^\beta(\emptyset) \) in the case that \( \beta \) is a limit ordinal. To this end, we employ the construction from the proof of Proposition 5.4.1, i.e. we set \( f^\beta(\emptyset) \) to be the set of all \( A \in B_P \) which are eventually in \( (f^\alpha(\emptyset))_{\alpha<\beta} \).

5.5 \( \Phi \)-Accessible Programs

Given a \( \Phi \)-accessible program \( P \), we define a dislocated generalized ultrametric on \( I_P \) which will again allow us to apply the dislocated Prieß-Crampe and Ribenboim theorem, Theorem 1.5.1.

In the following, \( P \) is a \( \Phi \)-accessible program which satisfies the defining conditions with respect to a model \( I \) and a level mapping \( l : B_P \to \gamma \). As before, we let \( \Gamma = \{2^{-\alpha} \mid \alpha \leq \gamma \} \) be ordered as above and denote \( 2^{-\gamma} \) by \( 0 \), and for \( J, K \in I_P \) we define the generalized ultrametric \( d \) on \( I_P \) to be the generalized ultrametric \( d_I \) induced by \( l \).

We note that \( T_P \) is in general not strictly contracting with respect to \( d \) for \( \Phi \)-accessible programs, even if it is definite.
5.5.1 Program Let $P$ be the following program.

\[
p(s^2(x)) \leftarrow p(x) \\
p(0) \leftarrow \\
p(s^4(0)) \leftarrow p(s^5(0)) \\
p(s^2(0)) \leftarrow p(s^3(0))
\]

For $K = \{s^5(0)\}$ and $J = \{s^3(0)\}$ we obtain $d(J, K) = 2^{-3}$. However $d(T_P(K), T_P(J) = 2^{-2})$, so $T_P$ is not strictly contracting.

We now define

\[
\varrho(J, K) = \max\{d(J, I), d(K, I)\}
\]

for all $J, K \in I_P$.

5.5.2 Proposition $(X, \varrho)$ is a spherically complete generalized dislocated ultrametric space.

Proof: If follows from Proposition 3.4.5 that $\varrho$ is a d-gum. Spherical completeness follows from the fact that every nonempty ball contains $I$. 

5.5.3 Proposition Let $P$ be $\Phi$-accessible. Then $T_P$ is strictly contracting with respect to $\varrho$.

Proof: Let $J, K \in I_P$ and assume that $\varrho(J, K) = 2^{-\alpha}$. Then $J, K, I$ agree on all ground atoms of level less than $\alpha$. We show that $T_P(J)$ and $I$ agree on all ground atoms of level less than or equal to $\alpha$. A similar argument shows that $T_P(K)$ and $I$ agree on all ground atoms of level less than or equal to $\alpha$, and this suffices.

Let $A \in T_P(J)$ with $l(A) \leq \alpha$. Then there must be a clause $A \leftarrow L_1, \ldots, L_n$ in $\text{ground}(P)$ such that $J \models L_1 \land \cdots \land L_n$. Since $I$ and $J$ agree on all ground atoms of level less than $\alpha$, condition (ii) of Definition 5.0.4 cannot hold, because if $I \not\models L_i$ with $l(A) > l(L_i)$, then $J \not\models L_i$ and consequently $J \not\models L_1 \land \cdots \land L_n$, which is a contradiction. Therefore, condition (i) of Definition 5.0.4 holds and so $A \in T_P(I) = I$. Hence, $A \in I$.

Conversely, suppose that $A \in I$. Since $I = T_P(I)$, there must be a clause $A \leftarrow L_1, \ldots, L_n$ in $\text{ground}(P)$ such that $I \models L_1 \land \cdots \land L_n$. Thus, condition (i) of Definition 5.0.4 must hold, and so we can assume that $A \leftarrow L_1, \ldots, L_n$ also satisfies $l(A) > l(L_i)$ for $i = 1, \ldots, n$. Since $I$ and $J$ agree on all ground atoms of level less than $\alpha$, we have $J \models L_1 \land \cdots \land L_n$ and hence $A \in T_P(J)$ as required.

5.5.4 Theorem Each $\Phi$-accessible program $P$ has a unique supported model.

Proof: Since $P$ is $\Phi$-accessible, the distance function $\varrho$ as defined above is a spherically complete d-gum. By Proposition 5.5.3, $T_P$ is strictly contracting, hence has a unique fixed point by Theorem 1.5.1.
<table>
<thead>
<tr>
<th>section</th>
<th>class of programs</th>
<th>space</th>
<th>theorem</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>acyclic</td>
<td>metric</td>
<td>1.2.2</td>
</tr>
<tr>
<td>5.1</td>
<td>locally hierarchical</td>
<td>gum</td>
<td>1.3.4</td>
</tr>
<tr>
<td>5.2</td>
<td>acceptable</td>
<td>d-metric</td>
<td>1.4.6</td>
</tr>
<tr>
<td>5.3</td>
<td>$\Phi_\omega^*$-accessible</td>
<td>d-metric</td>
<td>1.4.6</td>
</tr>
<tr>
<td>5.4</td>
<td>$\Phi^*$-accessible</td>
<td>d-gum</td>
<td>1.5.1</td>
</tr>
<tr>
<td>5.5</td>
<td>$\Phi$-accessible</td>
<td>d-gum</td>
<td>1.5.1</td>
</tr>
</tbody>
</table>

Table 5.1: Chapter overview: Classes of programs and applied theorems.

Figure 5.1: Dependencies between classes of programs. If a class is depicted lower in the diagram, this indicates that it is more general.

The proof of Theorem 1.5.1 furthermore yields $\varrho(M, M) = 0$ for the unique fixed point $M$ of $T_P$. Since the only point of $X$ which has non-zero distance from itself is $I$, we conclude that $I = M$ is the unique supported model of $P$. This is somewhat unfortunate since $I$ was needed in order to construct $\varrho$.

### 5.6 Summary and Further Work

Chapter 5 can be considered the central chapter in this thesis, with the previous chapters providing applicable results, and the subsequent chapters focusing on a deeper study of the classes of programs and concepts presented in this chapter.

Table 5.1 gives a summary of which fixed-point theorems were applied to which class of programs. Figure 5.1 displays dependencies between the classes described in this chapter. Note that we have not shown yet that every $\Phi^*$-accessible program is $\Phi$-accessible, which we will do in Chapter 6, Theorem 6.5.3.

The fundamental construction used in this chapter is the generalized ultrametric $d_l$ induced by a level mapping $l$, in the characterization of Proposition...
5.1.6. All generalized metric structures employed in this chapter make use of it, and refine it. Investigations remain to be done concerning the possibilities of extending this approach to other semantic operators, probably even operators on many-valued logics as in Section 4.3. Some other questions which arise out of the results in this chapter will be addressed in the rest of this thesis.
Chapter 6

Fitting-style Semantics

In this chapter, we will analyze and characterize unique supported model classes by means of certain three-valued logics. In particular, in Section 6.1 we will introduce three different three-valued logics and their associated consequence operators, and study the relationships between them. In Sections 6.2 and 6.3, we will characterize acceptable and locally hierarchical programs by means of the behaviour of these operators. We will also give alternative constructions of their canonical level mappings. Prompted by the studies of acceptable and locally hierarchical programs, we will define two classes of programs denoted by $[\Phi^*]$ and $[\Phi]$, which will later on turn out to coincide with the classes of all $\Phi^*$-accessible, respectively, $\Phi$-accessible programs. We study these classes in Sections 6.4 and 6.5. Moreover, we will show that the class $[\Phi^*]$ is computationally adequate under SLDNF-resolution.

Many-valued logics have been employed in several studies of the semantics of logic programs. In particular, they have been used to assign special truth values to atoms which possess certain computational behaviour such as being non-terminating [Fit85, Myc84], being ill-typed [Nai98], being floundering [And97], or failing when backtracking [BFMS98]. The motivation for the definitions of the three-valued logics we will be using in the sequel comes from a couple of sources. Primarily, these logics are formulated in order to allow for easy analysis and characterization of the programs or classes of programs in question by using the logic to mimic the defining property of the program or class of programs. This idea is akin to some of those considered in the papers just cited, and is a component of work presented in Section 5.2 where a program transformation which outputs a locally hierarchical program, when input an acceptable one, is used in the characterization of acceptable programs. Natural questions, partly answered here, then arise as to the different ways that different classes of programs can be characterized. On the other hand, some of the work in this chapter can also be viewed as a contribution to the asymmetric semantics proposed in [FBJ90] where it is noted that certain differences between Pascal, LISP and Prolog, for example, are easily described in terms of three-valued logic. Thus, [FBJ90] is also a source of motivation for our definitions. However, we note that all programs analyzed in this chapter do have unique supported models, therefore the third truth value
**undefined** will only be used for obtaining the unique supported two-valued model. Hence, interpretations of **undefined** from the point of view of computation (such as non-halting) are not actually necessary in this chapter.

All semantical considerations presented in this paper are with respect to arbitrary preinterpretations.

## 6.1 Three-valued Logics

A **three-valued interpretation** of a program $P$ is a pair $(T, F)$ of disjoint sets $T, F \subseteq B_P$. Note that the notation used here is different from the one of Section 4.3, but is easily seen to be equivalent. Given such an interpretation $I = (T, F)$, a ground atom $A$ is true (t) in $I$ if $A \in T$, false (f) in $I$ if $A \in F$, and undefined (u) otherwise; $\neg A$ is true in $I$ if and only if $A$ is false in $I$, $\neg A$ is false in $I$ if and only if $A$ is true in $I$ and $\neg A$ is undefined in $I$. Thus, $I = (I^+, I^-)$. If $I^+ \cup I^- = B_P$, we call $I$ a total three-valued interpretation of the program $P$. Total three-valued interpretations can be identified with elements of $I_P$.

Given a program $P$, the set $I_{P,3}$ of all three-valued interpretations of $P$ forms a complete partial order (in fact, complete semi-lattice) with the ordering $\leq$ defined by

$$I \leq K \quad \text{if and only if} \quad I^+ \subseteq K^+ \text{ and } I^- \subseteq K^-$$

with least element $(\emptyset, \emptyset)$ which we will denote by $\bot$. Notice that total three-valued interpretations are maximal elements in this ordering.

In our present context, it will be sufficient to give truth tables for conjunction and disjunction, and we will make use of three different three-valued logics which we are now going to define. It should be noted here that the truth tables for disjunction are the same in all three logics and that disjunction is commutative.

The first logic, which we will denote by $\mathcal{L}_1$, evaluates conjunction as in Fitting’s Kripke-Kleene semantics [Fit85] (in fact, as in Kleene’s strong three-valued logic, see [FBJ90]). This work built on [Myc84] and was subsequently studied in the literature e.g. in [Kun87, AP93, Nai98]. Disjunction will be evaluated differently though, as indicated by the truth table in Table 6.1.

The second three-valued logic, $\mathcal{L}_2$, will be used for studying acceptable programs and is non-commutative under conjunction. It will be sufficient to evaluate $u \land f$ to $u$ instead of $f$ and leaving the truth table for $\mathcal{L}_1$ otherwise unchanged. This way of defining conjunction was employed in [And97] and [BFMS98], see also the discussion of LISP in [FBJ90]. The truth table is again given in Table 6.1.

The third logic, $\mathcal{L}_3$, will be used for studying locally hierarchical and acyclic programs. For this purpose, we use a commutative version of $\mathcal{L}_2$ where we evaluate $f \land u$ to $u$ instead of $f$, see the discussion in [FBJ90] of Kleene’s weak three-valued logic in relation to Pascal. The truth table is shown in Table 6.1.

Let $P$ be a normal logic program, and let $\mathcal{L}_i$ denote one of the three-valued logics above, where $i = 1, 2$ or 3. Corresponding to each of these logics we define
an operator $F_P$ on $I_{P,3}$ as follows. For $I \in I_{P,3}$, let $F_P(I) = (T, F)$ where $T$ denotes the set

$$\{A \in B_P \mid \text{there is } A \leftarrow \text{body} \in \text{ground}(P) \text{ s.t. body is true}_i \text{ in } I\},$$

and $F$ denotes the set

$$\{A \in B_P \mid \text{for every } A \leftarrow \text{body} \in \text{ground}(P), \text{body is false}_i \text{ in } I\}.$$

Of course, true$_i$ and false$_i$ here denote truth respectively falsehood in the logic $L_i$. Notice that if $A$ is not the head of any clause in $P$, then $A$ is false in $F_P(I)$ for any $I$.

It is clear that $F_P$ is monotonic in all three cases. We set $F_P \uparrow 0 = \bot$,

$$F_P \uparrow \alpha = F_P(F_P \uparrow (\alpha - 1)) \text{ for } \alpha \text{ a successor ordinal, and}$$

$$F_P \uparrow \alpha = \bigcup_{\beta < \alpha} F_P \uparrow \beta \text{ for } \alpha \text{ a limit ordinal.}$$

Since $F_P$ is monotonic, it has a least fixed point by the Knaster-Tarski theorem 1.1.7 which is equal to $F_P \uparrow \alpha$ for some ordinal $\alpha$ called the closure ordinal of $P$ (for the chosen logic $L_i$).

Throughout the sequel, we will denote $F_P$ by $\Phi_{P,1}$, $\Phi_{P,2}$ or $\Phi_{P,3}$ if the chosen logic is correspondingly $L_1$, $L_2$ or $L_3$. The appropriate symbol is also included in Table 6.1 for ease of reference. Note that the behaviour of each of these operators depends only on the evaluation of conjunction. In fact, $\Phi_{P,1}$ is the very same operator as used in [Fit85]. We will also denote this operator by $\Phi_P$.

**6.1.1 Proposition** If we evaluate implication such that the partial truth table in Table 6.2 is satisfied, then for each $i = 1, 2, 3$, $\Phi_{P,i}$ is a local consequence operator.
\[ p \quad q \quad p \leftarrow q \]
\[
\begin{array}{cccc}
  t & t & t \\
  t & u & t \\
  t & f & t \\
  u & u & t \\
  u & f & t \\
  f & f & t \\
\end{array}
\]

Table 6.2: Desired implication properties for 3-valued logics.

**Proof:** Immediate by Definitions 4.3.7 and 4.3.10.

6.1.2 **Proposition** Let \( P \) be a normal logic program and let \( I, I', I'' \in I_{P,3} \) be such that \( I \leq I' \leq I'' \). Then we have
\[
\Phi_{P,3}(I) \leq \Phi_{P,2}(I') \leq \Phi_{P,1}(I'').
\]

**Proof:** The following observations are clear from the given truth tables, and indeed suffice. If a body of a clause is true (false) in \( \mathcal{L}_3 \), then it is true (false) in \( \mathcal{L}_2 \). If it is true (false) in \( \mathcal{L}_2 \), then it is true (false) in \( \mathcal{L}_1 \).

We investigate the relationship between \( \Phi_P \) and \( T_P \) for a given program \( P \), extending some results in [AP93].

6.1.3 **Lemma** Let \( P \) be a normal logic program, let \( I \in I_P \) and let \( K \) be a partial interpretation for \( P \) with \( K^+ \subseteq I \subseteq \mathcal{e}K^- \). Then \( \Phi_P(K)^+ \subseteq T_P(I) \subseteq \mathcal{e}\Phi_P(K)^- \).

Furthermore, if \( K^+ = I = \mathcal{e}K^- \), so that \( K \) is total, then \( \Phi_P(K)^+ = T_P(I) = \mathcal{e}\Phi_P(K)^- \).

**Proof:** Let \( A \in \Phi_P(K)^+ \). Then \( A \) must be the head of a clause \( A \leftarrow A_1, \ldots, A_{k_1}, \neg B_1, \ldots, \neg B_{k_2} \) in ground\((P)\) with \( A_i \in K^+ \) and \( B_j \in K^- \) for all \( i = 1, \ldots, k_1 \) and \( j = 1, \ldots, k_2 \). By assumption, it follows that for these values of \( i \) and \( j \), \( A_i \in I \) and \( B_j \notin I \), and hence \( A \in T_P(I) \).

For the second inclusion, it suffices to show that \( \Phi_P(K)^- \subseteq \mathcal{e}T_P(I) \). Let \( A \in \Phi_P(K)^- \). Then, for every clause \( A \leftarrow A_1, \ldots, A_{k_1}, \neg B_1, \ldots, \neg B_{k_2} \) in ground\((P)\), we have some \( A_i \in K^- \) or some \( B_j \in K^+ \). Hence, for every such clause, we have some \( A_i \notin I \) or some \( B_j \in I \), which implies that \( A \notin T_P(I) \).

For the last statement, it suffices to note that a conjunction \( L_1 \land \cdots \land L_n \) of literals is true in \( K \) if and only if it is true in \( I \) if and only if it is not false in \( K \).

The following straightforward corollary provides the essential link between the \( \Phi \)-operator, the single-step operator \( T_P \) and convergence in \( Q \). Intuitively speaking, iterates of \( T_P \) are “squeezed between” the iterates of \( \Phi_P \).

6.1.4 **Corollary** Let \( I_n = T_P^n(\emptyset) \) and let \( K_n = \Phi_P \uparrow n \). Then, for all \( n \in \mathbb{N} \), we obtain \( K_n^+ \subseteq I_n \subseteq \mathcal{e}K_n^- \).
The following now easily carries over from [AP93], and is in fact a direct consequence of Lemma 6.1.3.

6.1.5 Proposition Let \( P \) be a normal logic program and let \( I = (I^+, I^-) \) be a total interpretation for \( P \). Then \( I \) is a fixed point of \( \Phi_P \) if and only if \( I^+ \) is a fixed point of \( T_P \). Furthermore, if \( \Phi_P \) has exactly one total fixed point \( M \), then \( M^+ \) is the unique fixed point of \( T_P \).

Proof: Let \( I \) be a fixed point of \( \Phi_P \). Then \( I^+ \subseteq I^+ \subseteq \complement I^- \) and by Lemma 6.1.3 we obtain \( I^+ = \Phi_P(I)^+ \subseteq T_P(I^+) \subseteq \complement \Phi_P(I)^- = \complement I^- = I^+ \). Conversely, let \( I^+ \) be a fixed point of \( T_P \). By Lemma 6.1.3, we obtain \( \Phi_P(I)^+ = T_P(I^+) = I^+ = \complement I^- = \complement \Phi_P(I)^- \), and therefore \( \Phi_P(I)^+ = I^+ \) and \( \Phi_P(I)^- = I^- \). The last statement now follows immediately. \( \blacksquare \)

Collecting together the previous results now yields convergence in \( Q \) of iterates of \( T_P \).

6.1.6 Proposition Let \( P \) be a normal logic program and assume that \( M = \Phi_P \uparrow \omega \) is total. Then \( T^n_P(\emptyset) \) converges in \( Q \) to \( M^+ \), and \( M^+ \) is the unique supported model \( M_P \) of \( P \).

Proof: Using the notation from Corollary 6.1.4, we obtain \( M^+ = \bigcup K^+_n \) and \( M^- = \bigcup K^-_n \). Since \( M \) is total, we obtain from Propositions 4.2.2 and 6.1.5 that \( M^+ \) is the limit in \( Q \) of the sequence \( I_n \). Since totality of \( \Phi_P \uparrow \omega \) implies that it is the unique fixed point of \( \Phi_P \), it therefore equals \((M^+, M^-)\), so that \( M^+ \) is the unique fixed point of \( T_P \) by Proposition 6.1.5. \( \blacksquare \)

6.1.7 Proposition Let \( P \) be a normal logic program, let \( F_P \) denote \( \Phi_{P,i} \), for \( i = 1, 2, 3 \), and assume that \( M = \Phi_P \uparrow \alpha \) is total, where \( \alpha \) is the corresponding closure ordinal of \( P \). Then \( M^+ \) is the unique two-valued supported model of \( P \).

Furthermore, the transfinite sequence \( (F_P \uparrow \beta)_{\beta} \) converges in the atomic topology to \( M^+ \).

Proof: By totality of \( M \), Propositions 6.1.2 and 6.1.5 we obtain \( M^+ \) as a fixed point of \( T_P \). Since \( M \) is the least fixed point of \( F_P \) and is maximal in \( I_{P,3} \), it is the unique fixed point of \( F_P \). The convergence results follows as in Proposition 6.1.6. \( \blacksquare \)

Given a ground atom \( A \) which occurs as the head of an element \( A \leftarrow C \) of \( \text{ground}(P) \), we form the pseudo clause, or simply clause, \( A \leftarrow \bigvee_i C_i \) whose body \( \bigvee_i C_i \) is the (possibly infinite) disjunction of the bodies \( C_i \) of all clauses in \( \text{ground}(P) \) whose head is \( A \); we call \( A \) the head of the pseudo clause \( A \leftarrow \bigvee_i C_i \). The set of all such pseudo clauses will be denoted by \( P^* \). It will be convenient to assign “truth” values to \( \bigvee_i C_i \), relative to the logics \( \mathcal{L}_i \) by in fact assigning truth values to arbitrary disjunctions of literals and then employing the same sort of abuse for “disjunctions” of ground literals which was established earlier
for conjunction. This is done as follows: $\bigvee_i C_i$ will be assigned value true (t) if and only if at least one $C_i$ is true and none are undefined; it will be assigned value undefined (u) if and only if at least one $C_i$ is undefined; it will be assigned value false (f) if and only if all the $C_i$ are false. These definitions are the natural extension to possibly infinite disjunctions of the values given iteratively to finite disjunctions by the truth tables in Table 6.1.

Letting $F_P$ denote any one of the $\Phi_{P,i}$, for $i = 1, 2, 3$, we define an operator $F_{P*}$ on $I_{P3}$ as follows. For $I \in I_{P3}$, set $F_{P*}(I) = (T, F)$, where $T$ is the set of all ground atoms which occur as the head of a pseudo clause in $P^*$ whose body is true in $I$, and $F$ is the set of all ground atoms which occur as the head of a pseudo clause whose body is false in $I$. As before, $\Phi_{P*,i}$ will denote $F_{P*}$ when the chosen logic is $\mathcal{L}_i, i = 1, 2, 3$. Note that $F_{P*}$ is again monotonic for any choice of underlying logic. Ordinal powers $F_{P*} \uparrow \alpha$ are defined as for $F_P$. We will denote the operator $\Phi_{P*,i}$ also by $\Phi_{P,i}^*$, and $\Phi_{P,1}^*$ by $\Phi_P^*$.

6.1.8 Example We give an example illustrating the program transformation $P^*$. Let $P$ be the (propositional) program

\begin{align*}
a & \leftarrow b \\
a & \leftarrow c \\
b & \leftarrow \\
c & \leftarrow c
\end{align*}

then $P^*$ is

\begin{align*}
a & \leftarrow b \lor c \\
b & \leftarrow \\
c & \leftarrow c
\end{align*}

Let $I$ be the three-valued interpretation ($\{b\}, \emptyset$). Then $\Phi_{P,1}(I) = (\{a, b\}, \emptyset)$, which is also the least fixed point of $\Phi_{P,1}$. However, since $c$ is undefined in $I$, we have $\Phi_{P*,1}(I) = (\{b\}, \emptyset)$, which is the least fixed point of $\Phi_{P*,1}$. The difference between $\Phi_{P,1}$ and $\Phi_{P*,1}$ results from the way in which disjunction is defined, see the following proposition, Proposition 6.1.10. In fact, in this context it is worth noting an observation made by one of the referees of [HS99a], as follows. In classical two-valued logic, the programs $(a \leftarrow b) \land (a \leftarrow c)$ and $a \leftarrow (b \lor c)$ are equivalent simply because of the distributive laws and De Morgan’s law that $\neg b \land \neg c$ and $\neg (b \lor c)$ are equivalent. In the Logics $\mathcal{L}_i, i = 1, 2, 3$, $\neg b \land \neg c$ and $\neg (b \lor c)$ are not equivalent as can easily be verified by, for example, taking $b$ to be true and $c$ to be undefined. In fact, the rule $a \leftarrow (b \lor c)$ with disjunctive body is weaker (leaves more undefined) than the two separate rules $a \leftarrow b$ and $a \leftarrow c$.

6.1.9 Proposition If we evaluate implication such that the partial truth table in Table 6.2 is satisfied, then for each $i = 1, 2, 3$, $\Phi_{P,i}^*$ is a local consequence operator.
Proof: Immediate by Definitions 4.3.7 and 4.3.10. ■

6.1.10 Proposition Let \( P \) be a normal logic program and let \( I, I', I'' \in I_P \) be such that \( I \leq I' \leq I'' \). Then we have
\[
\Phi_{P^*3}(I) \leq \Phi_{P^*2}(I') \leq \Phi_{P^*1}(I''),
\]
and for \( F \) denoting any of the \( \Phi_i \), for \( i = 1, 2, 3 \), we have
\[
F_{P^*}(I) \leq F_P(I) \quad \text{and} \quad F_{P^*}(I) = F_P(I).
\]

Proof: The proof is along the same lines as the proof of Proposition 6.1.2 noting that in a disjunction \( \bigvee_i C_i \) which is true, no \( C_i \) is undefined. ■

6.2 Acceptable Programs

We are able to characterize acceptable programs by means of the operator \( \Phi_{P^*2} \), and we do this next. We will need the following proposition.

6.2.1 Proposition Suppose that \( P \) is acceptable with respect to a level mapping \( l \). Then \( M_P = \Phi_{P^*1} \uparrow \omega \) is total, \( M_P^+ \) is the unique supported model of \( P \) and \( P \) is acceptable with respect to \( l \) and \( M_P^+ \).

Proof: The first statement carries over directly from [AP93], where it was shown for Herbrand preinterpretations. The second statement was shown in Theorem 5.2.12. ■

6.2.2 Lemma Let \( P \) be acceptable. Then \( M = \Phi_{P^*2} \uparrow \omega \) is total. Furthermore, \( M = \Phi_{P^*2} \uparrow \omega \), and \( M^+ \) is the unique supported model \( M_P^+ \) of \( P \).

Proof: Let \( l \) be a level mapping with respect to which \( P \) is acceptable. By Proposition 6.2.1, \( P \) is acceptable with respect to \( l \) and \( M_P^+ \). Assume that there is a ground atom \( A \) which is undefined in \( M \). Without loss of generality we can assume that \( l(A) \) is minimal. Then by definition of \( L_2 \), there is precisely one pseudo clause in \( P^* \) of the form \( A \leftarrow \bigvee C_i \) in which at least one of the \( C_i \), say \( C_1 \), is undefined. Thus, there must occur a left-most ground body literal \( B \) in \( C_1 \) which is undefined in \( M \), and this ground literal is to the left in \( C_1 \) of the first ground literal which is false in \( M \). Hence, all ground literals occurring to the left of \( B \) must be true in \( M \). Since \( M \leq M_P \) by Proposition 6.1.10, all these ground literals must also be true in \( M_P^+ \). By acceptability of \( P \) we therefore conclude that \( l(B) < l(A) \), contradicting the minimality of \( l(A) \). By Proposition 6.1.10, the second statement holds. The last statement follows from Proposition 6.1.7. ■
6.2.3 Definition Let $P$ be acceptable. Define the mapping $l_P$ as follows: $l_P(A)$ is the lowest ordinal $\alpha$ such that $A$ is not undefined in $\Phi_{P^{\alpha + 2}}$. 

6.2.4 Proposition Let $P$ be acceptable. Then $l_P$ is an $\omega$-level mapping and $P$ is acceptable with respect to $l_P$ and $M_P$. Furthermore, if $l$ is another level mapping with respect to which $P$ is acceptable, then $l_P(A) \leq l(A)$ for all $A \in B_P$. In particular, $l_P$ is exactly the canonical acceptable-level mapping defined in Construction 5.2.16.

**Proof:** By Lemma 6.2.2, $l_P$ is indeed an $\omega$-level mapping.

Let $A$ be the head of a ground clause $C$ in $P$ with $l_P(A) = n$. Then the body $\bigvee_i C_i$ of the corresponding pseudo clause in $P^*$ is either true or false (i.e. is not undefined) in $\mathcal{N} = \Phi_{P^{\alpha + 2}}$. If $\bigvee_i C_i$ is true, each $C_i$ evaluates to true or false in $\mathcal{N}$. If $C_i$ evaluates to true in $\mathcal{N}$ (and at least one must), then all ground literals in $C_i$ are true in $\mathcal{N}$, and therefore have level less than or equal to $n - 1$. If $C_i$ evaluates to false in $\mathcal{N}$, then there must be a ground literal in $C_i$ which is false in $\mathcal{N}$ such that all ground literals occurring to the left of it are true in $\mathcal{N}$. Moreover all these ground literals are not undefined in $\mathcal{N}$ and hence have level less than or equal to $n - 1$. A similar argument applies if $\bigvee_i C_i$ is false in $\mathcal{N}$. Since $\mathcal{N} \leq M_P$, it is now clear that the clause $C$ satisfies condition (5.1) of acceptability given in Definition 5.0.2 with respect to $l_P$ and $M_P$.

Now let $l$ be another level mapping with respect to which $P$ is acceptable. By Proposition 6.2.1, $P$ is acceptable with respect to $l$ and $M_P$. Let $A \in B_P$ with $l(A) = n$. We show by induction on $n$ that $l(A) \geq l_P(A)$. If $n = 0$, then $A$ appears only as the head of unit clauses, and therefore $l_P(A) = 0$. Now let $n > 0$. Then in every clause with head $A$, the left prefix of the corresponding body, up to and including the first ground literal which is false in $M_P$, contains only ground literals $L$ with $l(L) < n$. By the induction hypothesis, $l_P(L) < n$ for all these ground literals $L$ and, consequently, $l_P(A) \leq l(A)$ by definition of $l_P$.

The last statement follows from Theorem 5.2.21, where it is shown that the given minimality property characterizes $l_P$. \[\boxdot\]

We are now in a position to characterize acceptable programs.

6.2.5 Theorem Let $P$ be a normal logic program. Then $P$ is acceptable if and only if $M = \Phi_{P^{\alpha + 2}}$ is total.

**Proof:** By Lemma 6.2.2 it remains to show that totality of $M$ implies acceptability. Define the $\omega$-level mapping $l_P$ for $P$ as in Definition 6.2.3. Since $M$ is total, $l_P$ is indeed an $\omega$-level mapping for $P$. We will show that $P$ is acceptable with respect to $l_P$ and $M$.

Arguing as in the proof of the previous proposition, let $A$ be the head of a ground clause $C$ in $P$ with $l_P(A) = n$. Then the corresponding body $C$ evaluates to true or false in $\mathcal{N} = \Phi_{P^{\alpha + 2}}$. If it evaluates to true in $\mathcal{N}$, then all ground literals in $C$ are true in $\mathcal{N}$, and therefore have level less than or equal to $n - 1$. If it evaluates to false in $\mathcal{N}$, then there must be a ground literal in $C$ which is false.
in \( \mathcal{N} \) such that all ground literals occurring to the left of it are true in \( \mathcal{N} \). Again, all these ground literals are not undefined in \( \mathcal{N} \) and hence have level less than or equal to \( n - 1 \). Since \( \mathcal{N} \leq \mathcal{M} \), the clause \( \mathcal{C} \) satisfies the condition of acceptability given in Definition 5.0.2. ■

In [Mar96], it was shown that the class of programs which terminate under Chan’s constructive negation [Cha88] coincides with the class of programs which are acceptable with respect to a model based on a preinterpretation whose domain is the Herbrand universe and contains infinitely many constant and function symbols, cf. Section 5.2. We therefore obtain the following result.

**6.2.6 Theorem** A normal logic program \( P \) terminates under Chan’s constructive negation if and only if \( \Phi_{P^{\cdot}2} \uparrow \omega \) is total, where \( \Phi_{P^{\cdot}2} \) is computed with respect to a preinterpretation whose domain is the Herbrand universe and contains infinitely many constant and function symbols.

We are also able to characterize acceptability as follows.

**6.2.7 Proposition** A normal logic program \( P \) is acceptable if and only if there exists an \( \omega \)-level mapping \( l \) for \( P \) and a model \( I \) for \( P \) such that the following is satisfied: Condition (5.1) of Definition 5.0.2 holds and whenever \( I \not\models \text{body} \) for all clauses \( A \leftarrow \text{body} \) in ground\((P)\), we have \( I \not\models A \).

**Proof:** Let \( P \) be a program which is acceptable with respect to a level mapping \( l \) and a model \( I \). Then \( P \) is acceptable with respect to its unique supported model \( M \) and \( l \) by Theorem 5.2.12, so condition (5.1) is satisfied with respect to \( M \). Since \( M \) is supported, the additional condition is also satisfied with respect to \( M \).

Conversely, let \( l \) and \( I \) be such that condition (5.1) and the additional condition in the statement of the proposition are satisfied. Since \( I \) is a model and the additional condition holds, we obtain that \( I \) is a supported model. So \( I \), restricted to the predicate symbols in \( \text{Neg}_P \), is a supported model of \( P^- \) which suffices. ■

### 6.3 Locally Hierarchical Programs

We will now give a new characterization of locally hierarchical and acyclic programs along the lines of Theorem 6.2.5, using the operator \( \Phi_{P^{\cdot}3} \).

**6.3.1 Lemma** Let \( P \) be locally hierarchical with respect to the level mapping \( l \) and let \( A \in B_P \) be such that \( l(A) = \alpha \). Then \( A \) is true or false in \( \Phi_{P^{\cdot}3} \uparrow (\alpha + 1) \). In particular, there exists an ordinal \( \alpha_P \) such that \( \Phi_{P^{\cdot}3} \uparrow \alpha_P \) is total.

**Proof:** The proof is by transfinite induction on \( \alpha \). The base case follows directly from the fact that if \( \alpha = 0 \), then \( A \) appears as head of unit clauses only. Now let \( \alpha = \beta + 1 \) be a successor ordinal. Then all ground literals appearing in bodies of
clauses with head \( A \) have level less than or equal to \( \beta \). By the induction hypothesis, they are all not undefined in \( \Phi_{P \cdot 3} \uparrow (\beta + 1) \) and therefore \( A \) is either true or false in \( \Phi_{P \cdot 3} \uparrow (\alpha + 1) \). If \( \alpha \) is a limit ordinal, then all ground literals occurring in bodies of clauses with head \( A \) have level strictly less than \( \alpha \). Hence, by the induction hypothesis and since \( \alpha \) is a limit ordinal, all these ground body literals are not undefined in \( \Phi_{P \cdot 3} \uparrow \alpha \), and therefore \( A \) is true or false in \( \Phi_{P \cdot 3} \uparrow (\alpha + 1) \).

6.3.2 Corollary Let \( P \) be a locally hierarchical program with level mapping \( l : B_P \to \alpha \) and let \( M = \Phi_{P \cdot 1} \uparrow \alpha \). Then \( M \) is total and \( M_P = M^+ \) is the unique supported model of \( P \).

Proof: By Propositions 6.1.2 and 6.1.10, we have \( \Phi_{P \cdot 3} \uparrow \beta \leq \Phi_{P \cdot 3} \uparrow \beta \leq \Phi_{P \cdot 1} \uparrow \beta \) for all ordinals \( \beta \). Since \( \Phi_{P \cdot 3} \uparrow \alpha \) is total by Lemma 6.3.1, the given statement holds using Proposition 6.1.7.

6.3.3 Definition Let \( P \) be locally hierarchical. Define the level mapping \( l_P \) for \( P \) as a function \( l_P : B_P \to \alpha_P \) where \( l_P(A) \) is the least ordinal \( \alpha \) such that \( A \) is true or false in \( \Phi_{P \cdot 3} \uparrow (\alpha + 1) \).

6.3.4 Proposition Let \( P \) be locally hierarchical with respect to some level mapping \( l \). Then \( l_P \) is a level mapping for \( P \) and, for all \( A \in B_P \), we have \( l_P(A) \leq l(A) \). Furthermore, \( l_P \) coincides with the canonical lh-level mapping of Construction 5.1.1.

Proof: The mapping \( l_P \) is indeed a level mapping by Lemma 6.3.1. Let \( A \in B_P \) with \( l(A) = \alpha \). We show the given minimality statement by transfinite induction on \( \alpha \). If \( \alpha = 0 \), then \( A \) appears as the head of unit clauses only, and so \( l_P(A) = 0 \).

If \( \alpha = \beta + 1 \) is a successor ordinal, then all ground literals \( L \) occurring in bodies of clauses with head \( A \) have level \( l(L) \leq \beta \). By the induction hypothesis, we obtain \( l_P(L) \leq \beta \) for all those ground literals, and so \( l_P(A) \leq \alpha = l(A) \) by construction of \( l_P \).

If \( \alpha \) is a limit ordinal, then all ground literals \( L \) occurring in bodies of clauses with head \( A \) have level \( l(L) < \alpha \). Since \( l_P(L) \leq l(L) \) and since \( \alpha \) is a limit ordinal, we obtain that all these ground literals \( L \) are not undefined in \( \Phi_{P \cdot 3} \uparrow \alpha \) and therefore \( l_P(A) \leq \alpha = l(A) \) as desired.

The last statement follows since the minimality property just proved characterizes the canonical lh-level mapping as was shown in Proposition 5.1.4.

Note that it is an easy corollary of the previous results that if a program \( P \) is acyclic, then \( \Phi_{P \cdot 3} \uparrow \omega \) is total.

6.3.5 Theorem A normal logic program \( P \) is locally hierarchical if and only if \( \Phi_{P \cdot 3} \uparrow \alpha \) is total for some ordinal \( \alpha \). It is acyclic if and only if \( \Phi_{P \cdot 3} \uparrow \omega \) is total.

Proof: Let \( P \) be a normal logic program such that \( \Phi_{P \cdot 3} \uparrow \alpha \) is total for some \( \alpha \). We define a mapping \( l_P : B_P \to \alpha \) as in Definition 6.3.3. From the definition of
the logic $\mathcal{L}_3$ it is now obvious that $P$ is indeed locally hierarchical with canonical lh-level mapping $l_P$. The reverse was shown in Lemma 6.3.1. The statement for acyclic programs now follows similarly.

6.4 $\Phi^*$-Accessible Programs

Our investigations of acceptable and locally hierarchical programs suggest we define a class of programs by the property that $\Phi_{P,1}^\alpha$ is total for some ordinal $\alpha$. We will do this next, show that this class contains exactly the $\Phi^*$-accessible programs, and also that this class is computationally adequate.

6.4.1 Definition We define the class $[\Phi^*]$ of normal logic programs as follows. A normal logic program $P$ is contained in $[\Phi^*]$, if $\Phi_{P,1}^\alpha$ is total for some ordinal $\alpha$.

6.4.2 Theorem Every program in $[\Phi^*]$ has a unique supported model. Furthermore, this class contains all acceptable and all locally hierarchical programs.

Proof: Immediate by Propositions 6.1.7 and 6.1.10.

6.4.3 Definition The canonical level mapping wrt. $\Phi^*$ for a given program in $[\Phi^*]$ is denoted by $l^*$ and defined as follows. For every $A \in B_P$, set $l^*(A) = \alpha$, where $\alpha$ is the minimal ordinal such that $A$ is true or false in $\Phi_{P,1}^\alpha((\alpha + 1)$.

The following is immediate by Proposition 6.1.10.

6.4.4 Proposition If $P$ is acceptable or locally hierarchical with canonical acceptable-level mapping, respectively canonical lh-level mapping, $l_P$, then $l^*(A) \geq l_P(A)$ for all ground atoms $A$.

6.4.5 Proposition Let $P$ be a normal logic program. Then $P$ is contained in $[\Phi^*]$ if and only if the following property holds for some model $I$ and some level mapping $l$ for $P$: For each clause $A \leftarrow L_1, \ldots, L_n$ in ground $(P)$, we either have $I \models L_1 \land \cdots \land L_n$ and $l(A) > l(L_i)$ for all $i = 1, \ldots, n$, or there exists $i \in \{1, \ldots, n\}$ such that $I \not\models L_i, I \not\models A$ and $l(A) > l(L_i)$. Furthermore $l^*(A) \leq l(A)$ for every $A \in B_P$.

Proof: The first statement follows immediately from the definition of the logical connectives in the logic $\mathcal{L}_1$, using a proof by transfinite induction. The minimality property of $l^*$ is shown by transfinite induction along the same lines as in the proofs of the Propositions 6.2.4 and 6.3.4.

6.4.6 Corollary $[\Phi^*]$ contains exactly all $\Phi^*$-accessible programs.
Proof: The proof is analogous to the proof of Proposition 6.2.7, using Proposition 6.4.5.

It was shown in Section 5.1 that the class of all locally hierarchical programs is computationally adequate in the sense that every partial recursive function can be computed with such a program if the use of safe cuts is allowed. For \( \Phi^* \)-accessible programs, the cut need not be used, and we will show this next. The proof basically shows that given a partial recursive function, there is a definite program as given in [Llo88] which computes that function. This program will turn out to be a \( \Phi^* \)-accessible program.

6.4.7 Theorem Let \( f \) be a partial recursive function. Then there exists a definite \( \Phi^* \)-accessible program which computes \( f \).

Proof: We will make use of the definite program \( P_f \) given in [Llo88, Theorem 9.6], and we refer the reader to the proof of this theorem for details. It is easily seen that we have to consider the minimalization case only. In [Llo88], the following program \( P_f \) was given as an implementation of a function \( f \) which is the result of applying the minimalization operator to a partial recursive function \( g \), which is in turn implemented by a predicate \( p_g \). We abbreviate \( X_1, \ldots, X_n \) by \( X \).

\[
p_f(X, Y) \leftarrow p_g(X, 0, U), r(X, 0, U, Y)
\]

\[
r(X, Y, 0, Y) \leftarrow
\]

\[
r(X, Y, s(V), Z) \leftarrow p_g(X, s(Y), U), r(X, s(Y), U, Z)
\]

This program is not \( \Phi^* \)-accessible. However, we can replace it with a program \( P'_f \) which has the same procedural behaviour and is \( \Phi^* \)-accessible. In fact, we replace the definition of \( r \) by

\[
r(X, Y, 0, Y) \leftarrow
\]

\[
r(X, Y, s(V), Z) \leftarrow p_g(X, s(Y), U), r(X, s(Y), U, Z), lt(Y, Z),
\]

where the predicate \( lt \) is in turn defined as

\[
lt(0, s(X)) \leftarrow
\]

\[
lt(s(X), s(Y)) \leftarrow lt(X, Y)
\]

and is obviously \( \Phi^* \)-accessible. By a straightforward analysis of the original program \( P_f \), it is clear that the addition of \( lt(y, z) \) in the second defining clause of \( r \) does not alter the procedural behaviour of the program. Since \( lt \) and \( p_g \) are \( \Phi^* \)-accessible, it is now easy to see that \( r \) is \( \Phi^* \)-accessible, and so therefore is \( P'_f \).

It is worth noting that negation is not needed here in order to obtain full computational power, so Theorem 6.4.7 strengthens the result of [Llo88] referred to in the proof. By contrast, as already noted, definite locally hierarchical programs seem not to provide full computational power. Regardless of some known
drawbacks in SLDNF-resolution, it is interesting to know that relative to it the
class of all $\Phi^*$-accessible programs has full computational power — neither the
class of acyclic nor even the class of acceptable programs has this property.

## 6.5 $\Phi$-Accessible Programs

We carry over our methods to the study of $\Phi$-accessible programs.

### 6.5.1 Definition

Let $P$ be a normal logic program. Then $P$ is contained in $[\Phi]$ if and only if $\Phi_P \uparrow \alpha$ is total for some ordinal $\alpha$.

### 6.5.2 Definition

Let $P$ be in $[\Phi]$. For each $A \in B_P$, let $l_P(A)$ denote the least ordinal $\alpha$ such that $A$ is not undefined in $\Phi_P \uparrow (\alpha + 1)$. We call the resulting mapping $l_P$ the **canonical level mapping** for $P$ wrt. $\Phi$.

### 6.5.3 Theorem

The class $[\Phi]$ contains exactly the $\Phi$-accessible programs.

**Proof:** Let $P$ be in $[\Phi]$, let $l_P$ be its canonical level mapping wrt. $\Phi$, and $\alpha$ be its closure ordinal wrt. $\Phi_P$ and let $M_P = \Phi_P \uparrow \alpha^+$ be its unique supported (two-valued) model.

(a) Let $A \in M_P$ and $l_P(A) = \beta$. By definition of $l_P$ and $\Phi_P$ there exists a clause $A \leftarrow L_1, \ldots, L_n$ in $\text{ground}(P)$ such that the $L_1, \ldots, L_n$ are true in $\Phi \uparrow \beta$, and hence are also true in $M_P$. Again by definition of $l_P$ we obtain $l_P(A) > l_P(L_i)$ for all $i$.

(b) Let $A \not\in M_P$ and $l_P(A) = \beta$. By definition of $l_P$ and $\Phi_P$ we obtain that for any clause $A \leftarrow L_1, \ldots, L_n$ in $\text{ground}(P)$ we must have that $L_1 \land \cdots \land L_n$ is false in $\Phi_P \uparrow \beta$. So there must be some $i$ such that $L_i$ is false in $\Phi_P \uparrow \beta$ and $l(L_i) < \beta$ by definition of $l_P$, and hence $l_P(A) > l_P(L_i)$. Thus, $P$ is $\Phi$-accessible with respect to $M_P$ and $l_P$.

Conversely, let $P$ be $\Phi$-accessible, so that $P$ satisfies conditions (i) and (ii) of Definition 5.0.4 with respect to a model $I$ and a level mapping $l$. We show by induction on $\beta$ that any $A \in B_P$ with $l(A) = \beta$ is not undefined in $\Phi_P \uparrow (\beta + 1)$ and, furthermore, that $I$ and $\Phi_P \uparrow (\beta + 1)$ agree on $A$.

If $l(A) = 0$, then $A$ must be the head of a unit clause or does not appear in any head. In the first case, $A$ is true in $\Phi_P \uparrow 1$, and in the second case, $A$ is false in $\Phi_P \uparrow 1$. Note that in the first case $A$ is also true in $I$ since condition (i) of Definition 5.0.4 applies and $I$ is a model of $P$. Also, in the second case, $A$ is also false in $I$ since condition (ii) of Definition 5.0.4 applies.

Now let $l(A) = \beta$. If there is no clause in $\text{ground}(P)$ with head $A$, then $A$ is false in $\Phi_P \uparrow 1 \leq \Phi_P \uparrow (\beta + 1)$ and also false in $I$ since condition (ii) of Definition 5.0.4 applies. So assume there is a clause in $\text{ground}(P)$ with head $A$. By definition of $\Phi$-accessibility, either condition (i) or condition (ii) of Definition 5.0.4 applies.

If condition (i) applies, then there is a clause $A \leftarrow L_1, \ldots, L_n$ in $\text{ground}(P)$ such that $l(L_1), \ldots, l(L_n) < l(A)$ and therefore, by the induction hypothesis, the $L_1, \ldots, L_n$ are not undefined in $\Phi_P \uparrow \beta$ and $I$ agrees with $\Phi_P \uparrow \beta$ on them. Now,
since $I$ is a model of $P$ and $I \models L_1, \ldots, L_n$, we obtain that $A$ is true in $I$ and by definition of $\Phi_P$ also in $\Phi_P \uparrow \beta$.

If condition (ii) applies, then for each clause $A \leftarrow L_1, \ldots, L_n$ in ground($P$) there is some $i$ such that $l(A) > l(L_i)$ and $L_i$ is false in $I$. Hence we obtain that $L_i$ is false in $\Phi_P \uparrow \beta$ by the induction hypothesis and it follows that $A$ is false in both $I$ and $\Phi_P \uparrow (\beta + 1)$.

6.5.4 Theorem Let $P$ be $\Phi$-accessible with unique supported model $M$. Then $M$ is minimal as a two-valued model.

Proof: Let $K \subseteq M$ be a model of $P$, and let $l$ be the canonical level mapping of $P$ wrt. $\Phi$. Assume that there exists some $A \in M \setminus K$. Without loss of generality, we can assume that $A$ is chosen such that $l(A)$ is minimal. By Definition 5.0.4 we obtain that there is a clause $A \leftarrow B_1, \ldots, B_k, \neg B_{k+1}, \ldots, \neg B_m$ in ground($P$) with head $A$ and $l(B_i) < l(A)$ for all atoms $B_i$ in the body. Since $B_{k+1}, \ldots, B_m \notin M$, we obtain $B_{k+1}, \ldots, B_m \notin K$. By minimality of $l(A)$ we also obtain $B_1, \ldots, B_k \in K$. Now, since $K$ is a model of $P$, we must have $A \in K$ which is a contradiction to our assumption.

6.5.5 Program Theorem 6.5.4 cannot be generalized to all programs with unique supported models: the program

\[
q \leftarrow p \\
p \leftarrow p, q \\
p \leftarrow \neg p, \neg q
\]

has a unique supported model \{p, q\}, but \{q\} is also a model (though not supported), and so \{p, q\} is not minimal as a two-valued model.

Not also that for $\Phi^+$-accessible programs the unique supported model is in general not least as a two-valued model as can be seen from the program consisting of the single clause $p \leftarrow q$.

6.5.6 Theorem The definite programs in $[\Phi]$ are exactly the definite programs with unique supported models.

Proof: This follows immediately from [Fit85, Proposition 7.3]: for a definite program $P$ with least fixed point $(I^+, I^-)$ of $\Phi_P$, both $I^+$ and $B_P \setminus I^-$ are fixed points of the single-step operator $T_P$, and in fact $I^+$ is the least and $B_P \setminus I^-$ is the greatest supported model of $P$. Since $P$ has only one supported model we obtain $I^+ = B_P \setminus I^-$ and therefore $P \in [\Phi]$. 
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6.6 Summary and Further Work

We have provided alternative characterizations of the classes of programs studied in Chapter 5, using operators on different three-valued logics. These logics turn out to be very closely related, and the novelty of this approach lies in the fact that the truth value $\textit{undefined}$ is employed in order to mirror aspects of the programs which are denotational, and not operational.

With this approach it was possible to characterize acceptable programs, i.e. programs which are terminating under SLDNF-resolution, and it is obvious to ask whether this approach can be carried over to termination analysis with respect to other resolution methods, or to other semantics which are based on many-valued logics, as referred to in the introduction of this chapter.
Chapter 7

Stable Model Semantics

The stable model semantics and the supported model semantics share the property that a program may have several meanings under these semantics, which is not the case under other semantics such as the well-founded [GRS91] or the weakly perfect model semantics [PP90]. The ambiguity of the stable model semantics, however, which at first sight seems to be an undesirable feature of it, has been put to use in a programming paradigm called answer set programming, which has currently been implemented in several forms, see [MT99] for an overview.

Stable models are always supported but not vice versa, so the stable model semantics can be viewed as a refinement of the supported model semantics. In this chapter, we will discuss some issues relating the two, and an application of the multivalued Kleene theorem 2.4.6.

In Section 7.1, we employ our results on $\Phi^*$-accessible programs and a theorem due to [Fag91] in order to describe a class of programs for which their stable and their supported models coincide. Section 7.2 concerns the stable model semantics for disjunctive programs and how to relate it to the non-disjunctive case. Finally, in Section 7.3, we apply Theorem 2.4.6 in order to obtain stable models for a certain class of extended disjunctive programs, related to [KM98].

In this chapter, we will work over Herbrand interpretations only.

We will first give some preliminary definitions and results that will be needed in presenting our own results; they can all be found in [GL91, KM98], and in [GL88] for the non-disjunctive case. For most of this chapter, we will work with disjunctive programs, so we will shortly introduce them and their stable model semantics.

7.0.1 Definition Let $\text{Lit}$ be the set of all ground literals in a first-order language $\mathcal{L}$. A rule $r$ is an expression of the form

$$\forall(L_1 \lor \cdots \lor L_n \leftarrow L_{n+1} \land \cdots \land L_m \land \lnot L_{m+1} \land \cdots \land \lnot L_k)$$

where $L_i \in \text{Lit}$ for each $i$. Rules are usually written as

$$L_1, \ldots, L_n \leftarrow L_{n+1}, \ldots, L_m, \lnot L_{m+1}, \ldots, \lnot L_k.$$
Given such a rule \( r \), we set \( \text{Head}(r) = \{L_1, \ldots, L_n\} \), \( \text{Pos}(r) = \{L_{n+1}, \ldots, L_m\} \) and \( \text{Neg}(r) = \{L_{m+1}, \ldots, L_k\} \). A rule \( r \) is said to be \textit{disjunctive} if \( n \geq 2 \), and \textit{non-disjunctive} otherwise. An \textit{extended disjunctive program} is a countable set of disjunctive rules. If all the rules are non-disjunctive, the program is said to be \textit{non-disjunctive}. The term \textit{extended} refers to the use of two kinds of negation, one being classical negation, occurring in the literals of the clause, the other one being the negation \texttt{not}, which can be interpreted as negation as failure.

As an example of an extended disjunctive program we recall a version of the famous “Tweety” scenario.

### 7.0.2 Program

\[
\begin{align*}
\text{flies}(X) & \leftarrow \text{bird}(X), \text{not penguin}(X) \\
\text{abnormal}(X), \text{flies}(X) & \leftarrow \text{bird}(X) \\
\neg \text{flies}(X) & \leftarrow \text{penguin}(X) \\
\text{bird}(X) & \leftarrow \text{penguin}(X) \\
\text{penguin}(\text{tweety}) & \leftarrow \\
\text{bird}(\text{bob}) & \leftarrow
\end{align*}
\]

The intended meaning of this program is that Tweety is a penguin and a bird, does not fly, and is abnormal. But Bob is a bird which does fly, since there is no evidence that Bob is a penguin. Also, we have no evidence that Bob is abnormal. This meaning is captured in the stable model semantics, introduced below.

Note that if \( P \) is a normal logic program, then \( \text{ground}(P) \) is an extended disjunctive logic program, which is in fact non-disjunctive and contains only one kind of negation. Since negation, \( \neg \), in the case of normal logic programs can be understood from a procedural point of view as negation as failure, we interpret the occurrence of each negation \( \neg \) in \( \text{ground}(P) \) as an instance of \texttt{not}. So \( \text{ground}(P) \), viewed as an extended disjunctive program, is non-disjunctive and contains only the negation \texttt{not}, so that all literals occurring in \( \text{ground}(P) \) are from this point of view in fact positive, i.e. atoms. As is customary in the literature, we will continue to use the symbol \( \neg \) in this case to indicate negation as failure. Note that we assume that extended disjunctive programs are already given in ground form, while non-disjunctive programs may contain variable symbols. The identification of a program \( P \) with \( \text{ground}(P) \) does not pose any difficulties in the context of our discussion.

In order to describe the answer set semantics, or stable model semantics, for extended disjunctive programs, we first consider programs without negation, \texttt{not}. Thus, let \( \Pi \) denote a disjunctive program in which \( \text{Neg}(r) \) is empty for each rule \( r \in \Pi \). A subset \( X \) of \texttt{Lit}, i.e. \( X \in 2^{\text{Lit}} \), is said to be \textit{closed by rules} in \( \Pi \) if, for every \( r \in \Pi \) such that \( \text{Pos}(r) \subseteq X \), we have that \( \text{Head}(r) \cap X \neq \emptyset \). The set \( X \in 2^{\text{Lit}} \) is called an \textit{answer set} for \( \Pi \) if it is a minimal subset of \texttt{Lit} such that the following two conditions are satisfied.
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1. If $X$ contains complementary literals, then $X = \text{Lit}$.

2. $X$ is closed by rules in $\Pi$.

We denote the set of answer sets of $\Pi$ by $\alpha(\Pi)$. If $\Pi$ is non-disjunctive, then $\alpha(\Pi)$ is a singleton set, i.e. $\Pi$ has only one answer set. However, if $\Pi$ is disjunctive, then $\alpha(\Pi)$ may contain more than one element.

Now suppose that $\Pi$ is a disjunctive program that may contain not. For a set $X \in 2^\text{lit}$, consider the program $\Pi^X$ defined as follows.

1. If $r \in \Pi$ is such that $\text{Neg}(r) \cap X$ is not empty, then we remove $r$ i.e. $r \not\in \Pi^X$.

2. If $r \in \Pi$ is such that $\text{Neg}(r) \cap X$ is empty, then the rule $r'$ belongs to $\Pi^X$, where $r'$ is defined by $\text{Head}(r') = \text{Head}(r)$, $\text{Pos}(r') = \text{Pos}(r)$ and $\text{Neg}(r') = \emptyset$.

The program transformation $(\Pi, X) \mapsto \Pi^X$ is called the Gelfond-Lifschitz transformation of $\Pi$ with respect to $X$.

It is clear that the program $\Pi^X$ does not contain not and therefore $\alpha(\Pi^X)$ is defined. We say that $X$ is an answer set or stable model of $\Pi$ if $X \in \alpha(\Pi^X)$. So, answer sets are fixed points of the operator $\text{GL}$ introduced by Gelfond and Lifschitz in [GL91], where $\text{GL}(X) = \alpha(\Pi^X)$. We note that the operator $\text{GL}$ is in general not monotonic, and call it the Gelfond-Lifschitz operator.

In the current and the following chapter, we will also make slight use of the well-founded semantics, and we refer to [GRS91] for definitions and preliminary results.

7.1 Unique Supported and Stable Models

Since there exist many different semantics for logic programs, it is natural to ask when these semantics coincide. We will see in Theorem 8.2.3, that $\Phi$-accessible programs are well-behaved from this point of view since all major semantics turn out to be the same for these programs. In this section, we will investigate a condition, in the non-disjunctive case, under which the stable models of a program are exactly the supported models of the program.

7.1.1 Proposition There is a program $P$ which has a unique supported model but no stable model, and whose well-founded model is not total.

Proof: Consider the following program $P$:

$$p \leftarrow p$$

$$p \leftarrow \neg p$$

We obtain $T_P(\{p\}) = \{p\}$ and $T_P(\emptyset) = \{p\}$, so $\{p\}$ is the unique supported model of $P$. However, the Gelfond-Lifschitz transformation using $\{p\}$ deletes the second clause and keeps the first. The resulting program has minimal model $\emptyset$, so $\{p\}$

110
is not a stable model. Since totality of the well-founded model implies that the well-founded model is stable [GRS91], we obtain that $P$ does not have a total well-founded model.

We define well-supported Herbrand models following [Fag91, Fag94].

**7.1.2 Definition** An interpretation $I$ of a program $P$ is called well-supported if there exists a strict well-founded partial ordering $\prec$ on $I$ such that for any atom $A \in I$ there exists a (ground) clause $A \leftarrow B_1, \ldots, B_n, \neg C_1, \ldots, \neg C_m$ such that $I \models B_1 \land \cdots \land B_n \land \neg C_1 \land \cdots \land \neg C_m$ and $B_i \prec A$ for each $i = 1, \ldots, n$.

The following theorem was given in [Fag91, Theorem 2.1].

**7.1.3 Theorem** For a normal logic program $P$, the well-supported models of $P$ are exactly the stable models of $P$.

Given a program $P$, we will denote by $P'$ the program which is obtained from $P$ as follows: $P'$ is the set of all clauses $A \leftarrow A_1, \ldots, A_n$ for which there is a clause $A \leftarrow A_1, \ldots, A_n, \neg B_1, \ldots, \neg B_m$ in $P$. Thus $P'$ denotes the program which is obtained by omitting all negative literals in all the clauses in $P$, and we note that $P'$ is definite.

We can now characterize a class of programs for which stable and supported models coincide. Recall that all stable models are supported.

**7.1.4 Theorem** Let $P$ be a program such that $P'$ is $\Phi^*$-accessible. Then the supported models of $P$ are exactly the stable models of $P$.

**Proof:** Let $M$ be a supported model of $P$. We show that $M$ is well-supported.

(1) $M$ is a supported model of the Gelfond-Lifschitz transformation $P^M$ of $P$ with respect to $M$. In order to show this, let $A \leftarrow \text{body}$ be a clause in $P^M$, and assume that $\text{body}$ is true in $M$. Then the body of a corresponding clause in ground($P$) is also true with respect to $M$ by definition of $P^M$, and hence $A$ is true with respect to $M$. So $M$ is a model of $P^M$. To show supportedness, assume that $A \in M$. Then there is a clause $A \leftarrow \text{body}$ in $P$ with $M \models \text{body}$. By definition of $P^M$ we obtain that there is a corresponding clause in $P^M$ whose body is true in $M$. So $M$ is supported as a model of $P^M$.

(2) Since $P'$ is $\Phi^*$-accessible, it has a unique supported model $K$. We show that $M \subseteq K$. Assume that this is not the case, i.e. that there is $A \in M \setminus K$ with $l(A)$ minimal. Since $M$ is a supported model of $P^M$, we know that there is a clause $A \leftarrow \text{body}$ in $P^M$ with $M \models \text{body}$. But $\text{body}$ is also the body of a clause in $P'$ with head $A$. So by $\Phi^*$-accessibility of $P'$, and since $A \not\in K$ by assumption, there exists a literal $B$ in $\text{body}$ with $l(B) < l(A)$ and $K \not\models B$, and since $P'$ is definite, we obtain $B \in M$ and $B \not\in K$ which contradicts minimality of $l(A)$ in our choice of $A$. So $M$ is supported as a model of $P^M$.

(3) We show now that $M$ is well-supported as a model of $P$. Let $A \in M$. Since $M$ is a supported model of $P$ there exists a clause $A \leftarrow B_1, \ldots, B_n, \neg C_1, \ldots, \neg C_m$ in ground($P$) such that the body of this clause is true in $M$. From the inclusion...
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$M \subseteq K$ it follows that $B_1, \ldots, B_n \in K$. Now since $P'$ is $\Phi^*$-accessible we obtain $l(A) > l(B_i)$ for all $i = 1, \ldots, n$. Therefore, the strict ordering $\prec$ on $M$ defined by $B \prec C$ if and only if $l(B) < l(C)$ establishes that the model $M$ is well-supported.

The result in Theorem 7.1.4 cannot be generalized by replacing $\Phi^*$ with $\Phi$: there exists a program $P$ such that $P'$ is $\Phi$-accessible and such that $P$ has a supported model which is not a stable model. In order to see this, let $P$ be the program given in the proof of Proposition 7.1.1. Then $P'$ has a unique supported model $M = \{p\}$ and is $\Phi$-accessible. So $M$ is indeed a supported model of $P$ but not a stable model of $P$.

7.2 Stable Models and Supported Models in the Disjunctive Case

We study stable and supported models in the disjunctive case. In particular, we will provide a framework for casting disjunctive programs into non-disjunctive ones, and study relationships between the models before and after the transformation. We will work with disjunctive logic programs, i.e. with extended disjunctive programs where all literals occurring in the program are in fact positive, i.e. atoms. Moreover, not will be taken to mean classical negation, $\neg$. One immediate effect of this imposition that $\text{Head}(r)$ can only contain positive literals (whether or not the restriction on not is imposed) is to restrict the elements of an answer set to be positive literals also, as shown by the following lemma.

7.2.1 Lemma Suppose that the head of each clause in a disjunctive program $\Pi$ contains only positive literals. Then any answer set for $\Pi$ contains only positive literals.

Proof: Suppose that $X$ is a set of literals which is closed by rules in $\Pi^Z$ for some $Z \in 2^\text{Lit}$. Let $Y$ denote the set which results by removing from $X$ all the negative literals in $X$. Then $Y$ is closed by rules in $\Pi^Z$. To see this, suppose that $r \in \Pi$ and that $\text{Pos}(r) \subseteq Y$ is true. Then $\text{Pos}(r) \subseteq X$ is also true, and so $\text{Head}(r) \cap Y = \text{Head}(r) \cap X \neq \emptyset$.

Therefore, by minimality, an answer set of $\Pi$ can only contain positive literals.

Notice that this lemma makes redundant the condition 1. concerning complementary literals in the first part of the Definition 7.0.1 of an answer set.

Thus, for the rest of this section, the most general form of rule $r$ that we shall consider in this section is the following

$A_1, \ldots, A_n \leftarrow B_{n+1}, \ldots, B_m, \neg B_{m+1}, \ldots, \neg B_k$, where all $A_i, B_j$ are atoms. Therefore, we have $\text{Head}(r) = \{A_1, \ldots, A_n\}$, $\text{Pos}(r) = \{B_{n+1}, \ldots, B_m\}$ and $\text{Neg}(r) = \{B_{m+1}, \ldots, B_k\}$.
In fact, the members of the class of disjunctive programs thus defined are precisely the disjunctive databases considered in [Prz88]. We will continue to use the notation \( \Pi \) for a typical disjunctive program even with this restriction in place. Hence, \( \Pi \) denotes a possibly infinite set of rules of the sort just described.

### Normal Derivatives of Disjunctive Logic Programs

The Lemma 7.2.1 focuses attention on the sets of positive ground literals in the first order language \( \mathcal{L} \) underlying \( \Pi \) i.e. on the power set \( I_\Pi \) of the Herbrand base \( B_\Pi \) of \( \Pi \). We intend to relate answer sets to supported models of normal logic programs associated with \( \Pi \), and Lemma 7.2.1 will assist us in doing this. Therefore, typical elements of \( I_\Pi \) will be denoted either by \( I \) or by \( X \), depending on the context. The first step in the direction we want to go is provided by the following definition, and it will be convenient to write a typical rule \( r \) in \( \Pi \) in the form \( H_r \leftarrow \text{body}_r \).

#### 7.2.2 Definition
Suppose that \( \Pi \) is a disjunctive logic program. The single-step operator \( T_\Pi \) associated with \( \Pi \) is the multivalued mapping from \( I_\Pi \) to the power set \( 2^n \) of \( I_\Pi \) defined by: \( J \in T_\Pi(I) \) if and only if the following conditions are satisfied.

(i) For each rule \( H_r \leftarrow \text{body}_r \) in \( \Pi \) such that \( I \models \text{body}_r \), there exists an \( A \) in \( H_r \) such that \( A \in J \).

(ii) For all \( A \in J \), there exists a rule \( H_r \leftarrow \text{body}_r \) in \( \Pi \) such that \( I \models \text{body}_r \) and \( A \) belongs to \( H_r \).

Notice that this definition reduces to the usual definition of the single-step operator \( T_P \) in case that \( \Pi \) is a normal logic program \( P \).

#### 7.2.3 Theorem
Suppose that \( \Pi \) is a disjunctive logic program. Then we have \( I \in T_\Pi(I) \), i.e. \( I \) is a fixed point of \( T_\Pi \), if and only if the following conditions are satisfied.

(a) \( I \) is a model for \( \Pi \), i.e. for every rule \( H_r \leftarrow \text{body}_r \) in \( \Pi \) such that \( \text{body}_r \) is true with respect to \( I \), we have that \( H_r \) is also true with respect to \( I \).

(b) For every \( A \in I \), there is a rule \( H_r \leftarrow \text{body}_r \) in \( \Pi \) such that \( \text{body}_r \) is true with respect to \( I \) and \( A \in H_r \).

By analogy with the non-disjunctive case, we call an interpretation \( I \) (i.e. an element of \( I_\Pi \)) which fulfills condition (b) above a supported interpretation. Thus, \( I \in T_\Pi(I) \) if and only if \( I \) is a supported model for \( \Pi \).

**Proof:** Suppose that \( I \in T_\Pi(I) \) and let \( H_r \leftarrow \text{body}_r \) be a rule in \( \Pi \) such that \( \text{body}_r \) is true with respect to \( I \). For (a), it remains to show that there is an atom \( A \) in \( H_r \) such that \( A \in I \), which is the case by condition (i) of Definition 7.2.2. Condition (b) follows directly from (ii) of Definition 7.2.2.
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Conversely, suppose that conditions (a) and (b) are satisfied by \( I \). We have to show that \( I \in T_{II}(I) \), i.e. that conditions (i) and (ii) of Definition 7.2.2 are satisfied for \( I = J \). Both however follow directly from conditions (a) and (b), respectively.

We study next how to derive a normal program from a disjunctive one.

7.2.4 Definition Suppose that \( \Pi \) is a disjunctive logic program. A normal derivative \( P \) of \( \Pi \) is defined to be a (ground) normal logic program \( P \) consisting of possibly infinitely many clauses which satisfies the following conditions.

(a) For every rule \( H_r \leftarrow \text{body}_r \) in \( \Pi \) there exists a clause \( A \leftarrow \text{body}_r \) in \( P \) such that \( A \) belongs to \( H_r \).

(b) For every clause \( A \leftarrow \text{body}_r \) in \( P \) there is a rule \( H_r \leftarrow \text{body}_r \) in \( \Pi \) such that \( A \) belongs \( H_r \).

Note that condition (b) simply states that all clauses in \( P \) have to be derived from rules in \( \Pi \) by condition (a).

7.2.5 Theorem Let \( \Pi \) be a disjunctive logic program and let \( I \in I_{II} \). Then \( J \in T_{II}(I) \) if and only if \( J = T_{P}(I) \) for some normal derivative \( P \) of \( \Pi \).

Proof: Let \( P \) be a normal derivative of \( \Pi \) and suppose that \( J = T_{P}(I) \). We have to show that \( J \in T_{II}(I) \) i.e. that \( J \) satisfies conditions (i) and (ii) of Definition 7.2.2.

For (i), let \( H_r \leftarrow \text{body}_r \) be a rule in \( \Pi \) such that \( \text{body}_r \) is true with respect to \( I \). By condition (a) of the previous definition, there exists a clause \( A \leftarrow \text{body}_r \) in \( P \) such that \( A \) belongs to \( H_r \). By definition of \( T_{P} \), we have \( A \in J \) as required.

For (ii), let \( A \) be in \( J \). Then there exists a clause \( A \leftarrow \text{body} \) in \( P \) such that \( \text{body} \) is true with respect to \( I \). By condition (b) of the previous definition, there exists a rule \( H \leftarrow \text{body} \) in \( \Pi \) such that \( A \) belongs to \( H \) as required.

Conversely, suppose that \( J \in T_{II}(I) \) i.e. that \( J \) satisfies conditions (i) and (ii) of Definition 7.2.2. We have to show that there exists a normal derivative \( P \) of \( \Pi \) such that \( J = T_{P}(I) \). To do this, we define the ground normal program \( P \) as follows.

1. Let \( H_r \leftarrow \text{body}_r \) be a rule in \( \Pi \) such that \( \text{body}_r \) is true with respect to \( I \). Then by condition (i) there is an atom \( A \) in \( H_r \) such that \( A \in J \). Let \( P \) contain all clauses \( A \leftarrow \text{body}_r \) for such \( A \).

2. For every rule \( H_r \leftarrow \text{body}_r \) in \( \Pi \) such that \( \text{body}_r \) is not true with respect to \( I \), we choose an atom \( A \) in \( H_r \) arbitrarily. Let \( P \) contain all clauses \( A \leftarrow \text{body}_r \) thus defined.

3. \( P \) contains only clauses defined by (1) and (2).

    Obviously, \( P \) is a normal derivative of \( \Pi \).

Now let \( A \in J \). Then by (1) there exists a clause \( A \leftarrow \text{body} \) in \( P \) such that \( \text{body} \) is true with respect to \( I \). Consequently, \( A \in T_{P}(I) \). Conversely, let \( A \in T_{P}(I) \). Then there is a clause \( A \leftarrow \text{body} \) in \( P \) such that \( \text{body} \) is true with
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respect to \( I \). By (1) and (3) there exists a rule \( H \leftarrow \text{body} \) in \( \Pi \) such that \( A \) belongs to \( H \), and by (1) again, we obtain \( A \in J \) as required. 

The previous theorem allows us to conclude the existence of supported models for any given disjunctive program \( \Pi \) provided any normal derivative of \( \Pi \) has such a model. In particular, if any normal derivative of \( \Pi \) is acceptable, or locally hierarchical, or locally stratified\(^1\), or definite, then \( \Pi \) has at least one supported model. Conversely, if a given disjunctive program \( \Pi \) has a supported model, there exists a normal derivative of \( \Pi \) which has a supported model. This fact is important from our point of view since we are focussing on normal derivatives of \( \Pi \) in the belief that they simplify the study of \( \Pi \).

A disjunctive database \( \Pi \) is a finite disjunctive logic program consisting of \( n_{\Pi} \in \mathbb{N} \) (ground) rules. We call \( n_{\Pi} \) the order of \( \Pi \).

7.2.6 Proposition Let \( \Pi \) be a disjunctive database of order \( n_{\Pi} = n \in \mathbb{N} \) consisting of the rules \( r_1, r_2, \ldots, r_n \). For every \( k \in \{1, \ldots, n\} \), let \( d_k \) denote the number of disjunctions occurring in the head of \( r_k \). Then \( \Pi \) has at most \( \prod_{k=1}^{n} (2^{d_k} - 1) \) normal derivatives. Therefore, for any \( I \in I_{\Pi} \) we have \( |T_{\Pi}(I)| \leq \prod_{k=1}^{n} (2^{d_k} - 1) \).

Proof: Let \( r_k \) be a rule in \( \Pi \). Every normal derivative \( P \) of \( \Pi \) contains at least one and at most \( d_k \) clauses generated by \( r_k \). Consequently, there are \( \sum_{m=0}^{d_k} \binom{m}{d_k} = \left( \sum_{m=0}^{d_k} \binom{m}{d_k} \right) - \binom{0}{d_k} = 2^{d_k} - 1 \) possibilities for clauses in \( P \) derived from \( r_k \), and the first statement in the conclusion follows immediately from this. The second part of the conclusion now follows from Theorem 7.2.5.

For any disjunctive database which happens to be a normal logic program, the bound in the previous corollary turns out to be 1, so that this bound is sharp.

Normal Derivatives and the Answer Set Semantics

We now return to answer set semantics, and the final results of this section bring together the ideas developed thus far by relating answer sets of \( \Pi \) and supported models of normal derivatives of \( \Pi \).

7.2.7 Theorem Suppose that \( \Pi \) is a disjunctive logic program in which \( \text{head}(r) \) contains only positive literals for each rule \( r \in \Pi \), and in which \text{not} denotes classical negation. Then given an answer set \( X \in 2^{\text{it}} \) for \( \Pi \), there is a normal derivative \( P \) of \( \Pi \) such that \( T_P(X) = X \).

Proof: We have \( X \in o(\Pi^X) \). Consider \( \Pi^X \) and the following normal derivative \( P \) of \( \Pi \) which we construct by reference to the step by step construction of \( \Pi^X \). Let \( r \) be a rule in \( \Pi \) and suppose for ease of notation that \( r \) takes the form \( H_r \leftarrow \text{body}_r \).

First, suppose that \( \text{neg}(r) \cap X \neq \emptyset \), so that \( r \not\in \Pi^X \). We choose an atom, \( A \), say, from the head \( H_r \) of \( r \) arbitrarily and include the clause \( A \leftarrow \text{body}_r \) in \( P \). Since

\(^1\text{Cf. Chapter 8.}\)
\(\neg \neg (r) \cap X \neq \emptyset\) we see that \(X \nvdash \text{body}_r\), and therefore this clause contributes nothing to \(T_P(X)\).

Now suppose that \(\neg \neg (r) \cap X = \emptyset\). Then the rule \(r'\) belongs to \(\Pi^X\), where \(r'\) is defined by \(\text{Head}(r') = \text{Head}(r)\), \(\text{Pos}(r') = \text{Pos}(r)\) and \(\neg \neg (r') = \emptyset\). Since \(X\) is an answer set for \(\Pi^X\), we have the statement \(\text{Pos}(r') \subseteq X \Rightarrow \text{Head}(r') \cap X \neq \emptyset\) holding true. The first subcase of this case is when \(\text{Pos}(r') \not\subseteq X\). Again, we select an atom \(A\) in \(\text{Head}(r')\) arbitrarily and include the clause \(A \leftarrow \text{body}_r\) in \(P\). Since \(\text{Pos}(r) = \text{Pos}(r') \not\subseteq X\), we have \(X \nvdash \text{body}_r\) once more. Therefore, this clause also contributes nothing to \(T_P(X)\).

Finally, consider the subcase of the previous case in which \(\text{Pos}(r') \subseteq X\), so that \(\text{Pos}(r) = \text{Pos}(r') \subseteq X\). For each atom \(A \in \text{Head}(r') \cap X = \text{Head}(r) \cap X\) include the clause \(A \leftarrow \text{body}_r\) in \(P\), not including repetitions of this clause. Since \(\text{Pos}(r) \subseteq X\) and \(\neg \neg (r) \cap X = \emptyset\), we have \(X \models \text{body}_r\). Thus, \(T_P(X)\) includes all the \(A \in \text{Head}(r) \cap X\) for each rule \(r\) such that \(\text{Pos}(r) \subseteq X\). Therefore, we have \(T_P(X) \subseteq X\), and \(P\) is a normal derivative of \(\Pi\) by construction. Thus, it remains to show that \(T_P(X) = X\).

Suppose it is the case that \(T_P(X) \subset X\) i.e. that there is an \(x \in X\) such that for each rule \(r\) in \(\Pi^X\) with \(\text{Pos}(r) \subseteq X\) we have \(x \not\in X \cap \text{Head}(r)\). We show that this supposition leads to the contradiction that \(Y = X \setminus \{x\} \subset X\) is an answer set for \(\Pi^X\). Indeed, if \(r\) is a rule in \(\Pi^X\) such that \(\text{Pos}(r) \subseteq Y\), then \(\text{Pos}(r) \subseteq X\) and so \(\text{Head}(r) \cap X = \text{Head}(r) \cap X \neq \emptyset\). Thus, \(Y\) is closed by rules in \(\Pi^X\). But this contradicts the minimality of \(X\) and concludes the proof. 

As an immediate corollary of our results, we can recover the result of [GL91] that an answer set for \(\Pi\) is a model for \(\Pi\) (and hence the name answer set semantics or stable model semantics).

### 7.2.8 Corollary
Suppose that \(\Pi\) is a disjunctive logic program. Then any answer set \(X\) for \(\Pi\) is a model for \(\Pi\).

**Proof:** By Theorem 7.2.7, there is a normal derivative \(P\) of \(\Pi\) such that \(T_P(X) = X\). Therefore, we have \(X \in T_\Pi(X)\) by Theorem 7.2.5. It now follows that \(X\) is a supported model for \(\Pi\) by Theorem 7.2.3.

The following result is a first step towards a converse of Theorem 7.2.7.

### 7.2.9 Proposition
Suppose that \(\Pi\) is a disjunctive logic program which satisfies the hypothesis of Theorem 7.2.7. Suppose also that \(X \in 2^{\text{Ans}}\) and that \(P\) is a normal derivative of \(\Pi\) such that \(T_P(X) = X\). Then \(X\) is closed by rules in \(\Pi^X\).

**Proof:** Let \(r' \in \Pi^X\) be an arbitrary rule. Then there is a rule \(r\) in \(\Pi\) of the form \(H_r \leftarrow \text{body}_r\) such that \(\neg \neg (r) \cap X = \emptyset\), \(\text{Head}(r') = \text{Head}(r)\) and \(\text{Pos}(r') = \text{Pos}(r)\).

Suppose that \(\text{Pos}(r') \subseteq X\). Then \(\text{Pos}(r) \subseteq X\) and therefore \(X \models \text{body}_r\), since \(\neg \neg (r) \cap X = \emptyset\). But \(P\) is a normal derivative of \(\Pi\) and therefore there must be a clause in \(P\) of the form \(A \leftarrow \text{body}_r\), where \(A \in \text{Head}(r)\). By definition of the single-step operator \(T_P\), we have \(A \in T_P(X)\) and hence we have \(A \in X\) since
\(T_P(X) = X\). Therefore, \(\text{Head}(r') \cap X = \text{Head}(r) \cap X \neq \emptyset\). Thus, \(X\) is closed by rules in \(\Pi^X\) as stated. 

Proposition 7.2.9 raises the problem of characterizing those normal derivatives whose fixed points are answer sets for \(\Pi\). Indeed, the same problem can be put for all the other semantics which have been proposed for disjunctive programs and databases.

### 7.3 Signed Semi-disjunctive Programs

As already mentioned, the multivalued Knaster-Tarski theorem 2.1.4 was applied in [KM98] in order to find answer sets for a certain class of extended disjunctive programs, see Lemma 7.3.2 and Theorem 7.3.3 below. In this section, we will define a subclass of these programs to which the multivalued Kleene theorem 2.4.6 can be applied instead.

Recall, that the operator GL is in general not monotonic. However, for non-disjunctive programs it is antimonotonic in that we have \(GL(X) \supseteq GL(Y)\) whenever \(X \subseteq Y\). This fact is used in order to obtain a monotonic operator by applying the operator \(GL\) twice. For this purpose, we partition a given program, if possible, into two suitable subprograms, following [KM98].

#### 7.3.1 Definition

An extended disjunctive logic program \(\Pi\) is said to be signed if there exists \(S \in 2^{\text{Lit}}\), called a signing, such that every rule \(r \in \Pi\) satisfies one of the following conditions.

1. If \(\text{Neg}(r) \cap S\) is empty, then \(\text{Head}(r) \subseteq S\) and \(\text{Pos}(r) \subseteq S\). Let \(\Pi_S\) be the subprogram of \(\Pi\) consisting of those rules which satisfy this condition.

2. If \(\text{Neg}(r) \cap S\) is not empty, then \(\text{Head}(r) \cap S = \text{Pos}(r) \cap S = \emptyset\) and \(\text{Neg}(r) \subseteq S\). Let \(\Pi_S\) be the subprogram of \(\Pi\) consisting of those rules which satisfy this condition, where \(\overline{S}\) denotes the set \(\text{Lit} \setminus S\).

Clearly, the programs \(\Pi_S\) and \(\Pi_{\overline{S}}\) are disjoint and \(\Pi = \Pi_S \cup \Pi_{\overline{S}}\). A signed program \(\Pi\) is said to be semi-disjunctive if there exists a signing \(S\) such that \(\Pi_S\) is non-disjunctive.

We borrow from [KM98] that, for signed semi-disjunctive programs, the operator \(T : 2^\overline{S} \rightarrow 2^{2^\overline{S}}\) defined by

\[
T(X) = \alpha \left( \Pi_\overline{S}^{\alpha(\Pi_\overline{S})} \right)
\]

is monotonic with respect to the ordering \(\supseteq\) which is the dual of the order of subset inclusion, \(\subseteq\). In fact, for the remainder of this section we will be concerned with decreasing orbits, and \(\omega\)-continuity with respect to decreasing orbits etc. So, let us note that \(2^{\text{Lit}}\) is a complete lattice with respect to \(\subseteq\), and therefore the
ordering $\sqsubseteq$ on $2^{\mathsf{lit}}$ turns this set into an $\omega$-cpo (with bottom element). Since it is natural to think of the ordering $\subseteq$ on $2^{\mathsf{lit}}$, rather than its dual, the notions and results of this section will be formulated with respect to $\subseteq$. But, in fact, we will later on apply the dual version of the multivalued Kleene theorem 2.4.6, where the notions of monotonicity, $\omega$-continuity and $\omega$-cpo will be taken to mean the duals of the corresponding notions introduced in Section 2.4, see for example Lemma 7.3.2.

The following lemma, [KM98, Lemma 2], establishes the dual of the hypothesis (2.1) on $T$ which was used in Theorem 2.1.4.

7.3.2 Lemma With the notation already established, let $\Pi$ be a signed semi-disjunctive program, let $(X_\beta)$ be a decreasing orbit of $T$ in $2^5$ and let $X$ denote $\bigcap_\beta X_\beta$. Then there exists $Z \subseteq S$ such that $Z \in T(X)$ and $Z \subseteq X$.

From this lemma, it follows by the multivalued Knaster-Tarski theorem 2.1.4 that the operator $T$ has a fixed point. The proof of the next theorem from [KM98] was based on this observation.

7.3.3 Theorem Let $\Pi$ be a signed semi-disjunctive program which is safe\textsuperscript{2} with respect to the partition $(\Pi_S, \Pi_S)$, where $S$ is a signing for which $\Pi_S$ is non-disjunctive. Then $\Pi$ has a consistent answer set i.e. an answer set which does not contain any complementary literals.

The proof of this result utilizes only the single fact from Lemma 7.3.2 that a fixed point of $T$ can be found (by applying Theorem 2.1.4). So, if a fixed point of $T$ can be found by other means, the proof of Theorem 7.3.3, as given in [KM98], is still valid.

Now, if $\Pi$ is a program as in Theorem 7.3.3 and, in addition to this, $T$ is $\omega$-continuous (using the notion dual to the one from Definition 2.4.5), then we obtain the fixed point of $T$ from the proof of Theorem 2.4.6 using no more than $\omega$ iterations. We will see that a finiteness condition together with an acyclicity condition suffices to achieve this.

7.3.4 Definition A program $\Pi$ is said to be of finite type if, for each $L \in \mathsf{Lit}$, the set of rules in $\Pi$ with $L$ in their head is finite\textsuperscript{3}. A program $\Pi$ is called acyclic if there is a (level) mapping $l : \mathsf{Lit} \to \mathbb{N}$, such that $l(L) = l(\neg L)$ for each literal $L$ and, for every rule $r$ in $\Pi$ and for all $L$ in $\mathsf{Head}(r)$ and all $L'$ in $\mathsf{Pos}(r) \cup \mathsf{Neg}(r)$, we have $l(L) > l(L')$.

The condition on a program that it is of finite type was used in [Sed95] in order to establish Theorem 4.2.6 concerning continuity, in the atomic topology, of the immediate consequence operator of a normal logic program i.e. of a non-disjunctive program. Later on it was shown in [Sed97] that continuity in the

\textsuperscript{2}This concept is defined in [KM98], but it will not be needed here.

\textsuperscript{3}When working with non-ground programs, a sufficient condition to obtain this for the ground instantiation of the program is the absence of local variables. See also Example 7.3.8.
atomic topology is closely related to continuity in quasimetric spaces. Thus, in
the light of Section 2.4, it is not surprising that programs of finite type make an
appearance again in our present setting. Cf. also Definition 4.3.11.

We now inductively define the following sets for a signed semi-disjunctive
program with signing $S$.

$$X_0 = \text{Lit},$$
$$Y_i = \alpha \left( \Pi_S^{X_i} \right),$$
$$X_{i+1} \in \alpha \left( \Pi_S^{Y_i} \right) \text{ with } X_{i+1} \subseteq X_i,$$
$$X = \bigcap_{i \in \mathbb{N}} X_i,$$
$$Y = \bigcup_{i \in \mathbb{N}} Y_i.$$

Indeed, these sets are well-defined since $\Pi_S$, and therefore $\Pi_S^{X_i}$, is non-
disjunctive for each $i$, and since the operator $T$, where $T(X_i) = \alpha \left( \Pi_S^{\alpha(X_i)} \right)$
as above, is monotonic. With this notation, we have the following lemma.

7.3.5 Lemma Let $\Pi$ be a signed semi-disjunctive program with signing $S$ such
that $\Pi_S$ is of finite type. Then the following hold with respect to the ordering $\subseteq$
on $\text{Lit}$.

(i) The sequence $X_i$ is decreasing. We set $X = \bigcap X_i$.

(ii) The sequence $\Pi_S^{X_i}$ of programs is increasing with respect to set-inclusion,
and $\bigcup \Pi_S^{X_i} = \Pi_S^X$.

(iii) The sequence $Y_i$ is increasing. We set $Y = \bigcup Y_i$.

(iv) The sequence $\Pi_S^{Y_i}$ of programs is decreasing with respect to set-inclusion,
and $\bigcap \Pi_S^{Y_i} = \Pi_S^Y$.

(v) $Y = \alpha \left( \Pi_S^X \right)$.

(vi) $X$ is closed by rules in $\Pi_S^Y$.

(vii) For each $L$ in $X$, there is a rule $r$ in $\Pi_S^Y$ with $L \in \text{Head}(r)$ such that the
following two conditions are satisfied.

(vii.1) $\text{Pos}(r) \subseteq X$.

(vii.2) For any literal $L' \in \text{Head}(r)$ with $L' \neq L$, we have $L' \not\in X$.

Proof: (i) This follows immediately from the definition of the $X_i$.

(ii) This follows from (i), (iii) follows from (ii), and (iv) follows from (iii).

(v) If $L \in Y$, then there is $i_0 \in \mathbb{N}$ such that $L \in Y_i = \alpha \left( \Pi_S^{X_i} \right)$ for all $i \geq i_0$. 
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Since the sequence $\Pi_S^{X_i}$ of programs is increasing with respect to set-inclusion and $\Pi_S^{X_i} \subseteq \Pi_S^{X_i}$ for each $i$, we obtain $L \in \alpha(\Pi_S^{X_i})$ and therefore $Y \subseteq \alpha(\Pi_S^{X_i})$. Now let $r$ be a clause in $\Pi_S^{X_i}$. If $\text{Pos}(r) \subseteq Y$, then there is $i \in \mathbb{N}$ such that $\text{Pos}(r) \subseteq Y_i$. But each $Y_i$ is closed by rules in $\Pi_S^{X_i}$ and $\Pi_S^{X_i}$ is non-disjunctive for each $i$, hence we obtain that $\text{Head}(r) \in Y_i$. So $\text{Head}(r) \in Y$ and it follows that $Y$ is closed by rules in $\Pi_S^{X_i}$. Since answer sets of $\Pi_S^{X_i}$ are sets which are minimally closed by rules in $\Pi_S^{X_i}$ and since $Y \subseteq \alpha(\Pi_S^{X_i})$, we obtain that $Y = \alpha(\Pi_S^{X_i})$.

(vi) This was shown in [KM98].

(vi.1) Let $L \in X$ be a literal. We know that $L \in X_n$ for all $n$. But $X_n$ is minimally closed by rules in $\Pi_S^{X_n}$, therefore we also know that, for each $n$, there must be a rule $r$ in $\Pi_S^{X_n}$ with $L \in \text{Head}(r)$ and $\text{Pos}(r) \subseteq X_n$. Since $\Pi_S$ is of finite type, we also know that there are only finitely many rules $r$ in $\Pi_S^{X_n}$ with $L \in \text{Head}(r)$.

But $\Pi_S^{X_1+1} \subseteq \Pi_S^{X_i}$ for all $i$, so it follows that there must be a rule $r$ in $\Pi_S^{X_i}$ with $L \in \text{Head}(r)$ such that $\text{Pos}(r) \subseteq X$, for all $i$. Hence $\text{Pos}(r) \subseteq X$.

(vi.2) Let $r_1, \ldots, r_n$ be all the rules in $\Pi_S^{X_i}$ with $L \in \text{Head}(r_i)$ and $\text{Pos}(r_i) \subseteq X$, noting that $\Pi_S^{X_i}$ is of finite type so that there exist only finitely many such rules. There must now be a $j_0 \in \mathbb{N}$ such that, for all $j \geq j_0$, we have that each $r_i$ is a rule in $\Pi_S^{X_{j_i}}$ with $\text{Pos}(r_i) \subseteq X_j$ by (vi.1). Now, for each $i = 1, \ldots, n$, suppose that there is a literal $L_i \neq L$ in $\text{Head}(r_i)$ with $L_i \in X$. Then we have $L_i \in X_j$ for all $j \geq j_0$. It is now easy to see that $X_j \setminus \{L_i\}$ is closed by rules in $\Pi_S^{X_j}$, which contradicts the fact that $X_j$ is minimally closed by rules in $\Pi_S^{X_j}$. 

If the program $\Pi_S$ additionally satisfies the acyclicity condition, then $X$ is already a fixed point of $T$, as we show next.

7.3.6 Theorem Let $\Pi$ be a signed semi-disjunctive program with signing $S$ such that $\Pi_S$ is of finite type and is acyclic. Let $(X_n)$ be a decreasing $\omega$-orbit of $T$ in $2^S$ and let $X = \bigcap_n X_n$. Then $X \in T(X)$.

Proof: We know from Lemma 7.3.2 that there is $Z \subseteq X$ with $Z \in T(X)$. Assume $Z' = X \setminus Z \neq \emptyset$. Since $\Pi_S^{Z'}$ is acyclic, there must be an $L \in Z'$ of minimal level. But $L \in X$ so, by Lemma 7.3.5 (vii), there must be a rule $r$ which satisfies conditions (vii.1) and (vii.2). By (vii.1) and minimality of the level of $L$, we obtain $\text{Pos}(r) \subseteq Z$ and since $Z$ is closed by rules in $\Pi_S^{Z'}$, there must be a literal $L' \in \text{Head}(r)$ with $L' \in Z$. But $Z \subseteq X$, so we obtain $L' \in X$ and $L' = L$ by (vii.2), and therefore $L \in Z$ contradicts $L \in Z$.

As already mentioned above, the proof of Theorem 7.3.3 now carries over directly from [KM98], so that each signed semi-disjunctive program which is safe with respect to the partition $(\Pi_S, \Pi_S)$, where $S$ is a signing for which $\Pi_S$ is non-disjunctive and $\Pi_S$ is of finite type and acyclic, has a consistent answer set. From the proof of Theorem 7.3.3 together with Theorem 7.3.6, this answer set turns out to be $Y \cup X$, with notation as defined in the paragraph preceding Lemma 7.3.5. The novelty of this theorem lies in the fact that the answer set can be found by applying the operator $T$ no more than $\omega$ times.
We conclude with two examples which show that the conditions of being acyclic and of finite type are indeed necessary. We will use the notation from Lemma 7.3.5.

7.3.7 Program Let $\Pi$ be the ground instantiation of the following program, where $x$ denotes a variable and 0 a constant.

$$p(x) \leftarrow \textbf{not } q(x)$$
$$q(s(x)) \leftarrow \textbf{not } p(x)$$
$$r(0) \leftarrow q(x), \textbf{not } p(x)$$

The program $\Pi$ is signed with signing $S = \{p(s^n(0)) \mid n \in \mathbb{N}\}$ and is trivially semi-disjunctive. Note, however, that $\Pi_S$ is not of finite type but is acyclic. We now make the following calculations:

$$X_0 = \text{Lit},$$
$$Y_0 = \emptyset,$$
$$X_i = \{r(0)\} \cup \{q(s^n(0)) \mid n \geq i\} \text{ for } i \geq 1,$$
$$Y_i = \{p(s^n(0)) \mid n = 1, \ldots, i\} \text{ for } i \geq 1.$$  

As expected, the set $X_\omega = \bigcap_i X_i = \{r(0)\}$ is not a fixed point of $T$ nor is $X_\omega \cup \bigcup_i Y_i = \{r(0)\} \cup \{p(s^n(0)) \mid n \in \mathbb{N}\}$ an answer set of $\Pi$. However, taking $X_{\omega+1} = T(X_\omega) = \emptyset$, which is a fixed point of $T$, we obtain $\{p(s^n(0)) \mid n \in \mathbb{N}\}$ as answer set of $\Pi$.

The following example shows that the acyclicity condition on $\Pi_S$ cannot be dropped.

7.3.8 Program Let $\Pi$ be the ground instantiation of the following program, where $x$ is a variable and a constant symbol 0 is added to the language underlying $\Pi$.

$$t(x) \leftarrow t(x)$$
$$p(x) \leftarrow \textbf{not } q(x)$$
$$q(s(x)) \leftarrow \textbf{not } p(x)$$
$$r(x) \leftarrow q(x), \textbf{not } p(x)$$
$$r(x) \leftarrow r(s(x)), \textbf{not } t(x)$$

The program $\Pi$ is signed with respect to the signing $S = \{p(s^n(0)), t(s^n(0)) \mid n \in \mathbb{N}\}$ and is trivially semi-disjunctive. Note, however, that due to the last clause in the above program, $\Pi_S$ is not acyclic but is of finite type. We now make the following calculations:

$$X_0 = \text{Lit},$$
$$Y_0 = \emptyset,$$
$$X_i = \{q(s^n(0)) \mid n \geq i\} \cup \{r(s^n(0)) \mid n \in \mathbb{N}\} \text{ for } i \geq 1,$$
$$Y_i = \{p(s^n(0)) \mid n = 0, \ldots, i-1\} \text{ for } i \geq 1.$$  
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As expected, the set \( X_\omega = \bigcap_i X_i = \{ r(s^n(0)) \mid n \in \mathbb{N} \} \) is not an answer set of \( \Pi_S \)
or is \( X_\omega \cup \bigcup_i Y_i = \{ r(s^n(0)) \mid n \in \mathbb{N} \} \cup \{ p(s^n(0)) \mid n \in \mathbb{N} \} \) an answer set of \( \Pi \). However, if we keep on iterating and calculate

\[
Y_{\omega+1} = \alpha (\Pi^\omega_S) = \{ p(s^n(0)) \mid n \in \mathbb{N} \}, \text{ and } X_{\omega+1} = T(X_\omega) = \emptyset
\]

we obtain \( X_{\omega+1} \) as fixed point of \( T \) and \( \{ p(s^n(0)) \} \) as answer set of \( \Pi \).

### 7.4 Summary and Further Work

We have discussed relationships between the stable model semantics and the supported model semantics, and applied a fixed-point theorem from Chapter 1 to the Gelfond-Lifschitz operator for extended disjunctive programs. We note that our methods of obtaining normal programs from disjunctive ones as in Section 7.2 correspond to relationships between the multivalued fixed-point theorems from Chapter 2 and the respective single-valued theorems from Chapter 1.

Stable models can be understood in the framework of default theories due to R. Reiter, and are important for the currently emerging programming paradigm called answer set programming. Domain-theoretic investigations of the stable model semantics have been undertaken in [ZR97a, ZR97b, ZR98, RZ98], where disjunctive programs were treated using Smyth powerdomains instead of multivalued mappings. Relationships to the work presented in this chapter suggest themselves but remain to be worked out.

We finally note that there is a subtle difference between programs \( P \) and their ground instantiations \( \text{ground}(P) \). Every program \( P \) can be cast into a possibly infinite ground program by associating it with \( \text{ground}(P) \). However, a countably infinite ground program cannot in general be converted into a finite program containing variables. While this does not cause any restrictions concerning the denotational analysis of these programs, there is certainly a difference when talking about operational aspects, e.g. due to the presence of floundering under SLDNF-resolution. We would also like to mention [Fer94], where classes of models are characterized in topological terms. This work is based on (possibly infinite) ground programs, and, due to our observations above, can not be carried over without modifications to the case of finite programs with variables.
Chapter 8

Perfect and Weakly Perfect Model Semantics

The perfect model semantics was proposed in [Prz88] as a suitable semantics for locally stratified programs, introduced below, which are a common generalization of both locally hierarchical and stratified programs [ABW88]. It turned out to be too restrictive, however, and the approach was generalized in [PP90] to the so-called weakly stratified programs, resulting in the weakly perfect model semantics.

In Section 8.1, we will study the perfect model semantics for locally stratified programs from an iterative point of view, inspired by an approach followed in [ABW88] for stratified programs. In Section 8.2, we investigate Φ-accessible programs from the point of view of the weakly perfect model semantics and show, that all major semantic approaches coincide for these programs.

We will work over Herbrand interpretations only.

8.1 Locally Stratified Programs

We first define stratified programs due to [ABW88].

8.1.1 Definition Let $P$ denote a normal logic program. Then $P$ is said to be stratified if there is a partition $P = P_1 \cup \cdots \cup P_m$ of $P$ such that the following two conditions hold for $i = 1, \ldots, m$:

1. If a predicate symbol occurs positively in a clause in $P_i$, then its definition is contained within $\bigcup_{j \leq i} P_j$.
2. If a predicate symbol occurs negatively in a clause in $P_i$, then its definition is contained within $\bigcup_{j < i} P_j$.

We adopt the convention that the definition of a predicate symbol $p$ occurring in $P$ is contained in $P_1$ whenever its definition is empty. Thus, each predicate symbol occurring in $P$ is defined but it may have empty definition; in particular, $P_1$ itself may be empty.
In order to treat non-monotonic operators, the powers of an operator $T$ mapping a complete lattice into itself were defined in [ABW88] as follows:

$$T^0(I) = I$$
$$T^{n+1}(I) = T(T^n(I)) \cup T^n(I)$$
$$T^\omega(I) = \bigcup_{n=0}^{\infty} T^n(I).$$

Of course, $T^n(I)$ is not equal to $T^{n+1}(I)$ unless $T$ is monotonic and $I \subseteq T(I)$. Indeed, the sequence $(T^n(I))_n$ is always monotonic increasing. However, this concept can be used to construct a minimal supported model $M_P$ for any stratified program $P$ as follows: put $M_0 = \emptyset$, $M_1 = T_{P_1} \uparrow \omega(M_0), \ldots, M_m = T_{P_m} \uparrow \omega(M_{m-1}).$ Finally, let $M_P = M_m$. This construction is due to [ABW88].

We next define locally stratified programs due to [Prz88] which generalize both stratified and locally hierarchical programs.

8.1.2 Definition A normal logic program $P$ is called locally stratified if there exists a level mapping $l : B_P \rightarrow \gamma$ for $P$ such that for every clause $A \leftarrow A_1, \ldots, A_m, \neg B_1, \ldots, \neg B_n$ in ground$(P)$ we have $l(A) \geq l(A_i)$ and $l(A) > l(B_j)$ for all $i$ and $j$.

While the defining conditions for locally hierarchical programs prevent the occurrence of recursion, the conditions for locally stratified programs prevent only recursion through negation, hence allow to control the negation which occurs in the program, as we will see below, without restricting the use of recursion otherwise. In particular, each definite program is locally stratified.

We will now carry over the above mentioned treatment of stratified programs to the case of locally stratified programs.

8.1.3 Definition Let $P$ denote a normal logic program and let $l : B_P \rightarrow \gamma$ denote a level mapping, where $\gamma > 1$. For each $n$ satisfying $0 < n \leq \gamma$, let $P[n]$ denote the set of all clauses in ground$(P)$ in which only atoms $A$ with $l(A) < n$ occur, and recall the notation $L_n$ for the set of all atoms $A$ of level $l(A)$ less than $n$. We define $T[n] : \mathcal{P}(L_n) \rightarrow \mathcal{P}(L_n)$ by $T[n](I) = T_{P[n]}(I)$. The mapping $T[n]$ is called the immediate consequence operator restricted at level $n$.

Thus, the idea formalized by this definition is to “cut-off” at level $n$.

8.1.4 Construction Let $P$ be a locally stratified program and let $l : B_P \rightarrow \gamma$ denote a level mapping, where $\gamma > 1$. We construct the transfinite sequence $(I_n)_{n \in \gamma}$ inductively as follows. For each $m \in \mathbb{N}$, we put $I_{[1,m]} = T^m_{[1]}(\emptyset)$ and set $I_1 = \bigcup_{m=0}^{\infty} I_{[1,m]}$. If $n \in \gamma$, where $n > 1$, is a successor ordinal, then for each $m \in \mathbb{N}$ we put $I_{[n,m]} = T^m_{[n]}(I_{n-1})$ and set $I_n = \bigcup_{m=0}^{\infty} I_{[n,m]}$. If $n \in \gamma$ is a limit ordinal, we put $I_n = \bigcup_{m < n} I_m$. Finally, we put $I_P = \bigcup_{n < \gamma} I_n$.

The main technical lemma we need is as follows. For its proof, which is by transfinite induction, it will be convenient to put $I_{[n,m]} = I_n$ for all $m \in \mathbb{N}$.
whenever \( n \) is a limit ordinal; thus statement (b) in the lemma makes sense for all ordinals \( n \).

**8.1.5 Lemma** Let \( P \) be a normal logic program which is locally stratified with respect to the level mapping \( l : B_P \rightarrow \gamma \), where \( \gamma > 1 \). Then the following statements hold.

(a) The sequence \((I_n)_{n \in \gamma}\) is monotonic increasing in \( n \).

(b) For every \( n \in \gamma \), where \( n \geq 1 \), the sequence \((I_{n,m})\) is monotonic increasing in \( m \).

(c) For every \( n \in \gamma \), where \( n \geq 1 \), \( I_n \) is a fixed point of \( T_{[n]} \).

(d) If \( l(B) < n \) and \( B \notin I_n \), where \( B \in B_P \), then for every \( m \in \gamma \) with \( n < m \) we have \( B \notin I_m \) and hence \( B \notin I_{[P]} \). In particular, if \( l(B) < n \) and \( B \notin I_{[n+1,m]} \) for some \( m \in \mathbb{N} \), then \( B \notin I_n \) and hence \( B \notin I_{[P]} \).

**Proof:** It is immediate from the construction that the sequence \((I_n)_{n \in \gamma}\) is monotonic increasing in \( n \), and this establishes (a).

The main work is in establishing (b) and (c), which we treat simultaneously. To do this, we need to note the technical fact that, for each \( n \in \gamma \), we can partition \( P_{[n+1]} \) as \( P_{[n]} \cup P(n) \), where \( P(n) \) denotes the subset of \( \text{ground}(P) \) consisting of those clauses whose head has level \( n \). Thus, \( T_{[n+1]}(I) = T_{[n]}(I) \cup T_{P(n)}(I) \) for any \( I \in I_{P} \); note that if \( A \in T_{P(n)}(I) \), then \( l(A) = n \).

Let \( P(n) \) be the proposition, depending on the ordinal \( n \), that \((I_{n,m})\) is monotonic increasing in \( m \) and that \( I_n \) is a fixed point of \( T_{[n]} \). Suppose that \( P(n) \) holds for all \( n < \alpha \), where \( \alpha \leq \gamma \) is some ordinal. We must show that \( P(\alpha) \) holds. Indeed, \( P(1) \) holds since \( P_{[1]} \) is a definite program and the construction of \( I_i \) is simply the classical construction of the least fixed point of \( T_{[1]} \), and therefore we may assume that \( \alpha > 2 \). It will be convenient to break up the details of the case when \( \alpha \) is a successor ordinal into a sequence of steps.

**Case 1.** \( \alpha = k + 1 \) is a successor ordinal. Thus, \( P(k) \) holds.

**Step 1.** We establish the recursion equations:

\[
\begin{align*}
I_{[k+1,0]} &= I_k \\
I_{[k+1,m+1]} &= I_k \cup T_{P(k)}(I_{[k+1,m]})
\end{align*}
\]

and the first is immediate. Putting \( m = 0 \), we have \( I_{[k+1,1]} = T_{[k+1]}(I_k) = T_{[k]}(I_k) \cup T_{P(k)}(I_k) = I_k \cup T_{P(k)}(I_{[k+1,0]}) \), using the fact that \( I_k \) is a fixed point of \( T_{[k]} \). Now suppose that the second of these equations holds for some \( m > 0 \). Then \( I_{[k+1,(m+1)+1]} = T_{[k+1]}(I_{[k+1,m+1]}) = T_{[k]}(I_{[k+1,m+1]} \cup T_{P(k)}(I_{[k+1,m]})) = T_{[k]}(I_k \cup T_{P(k)}(I_{[k+1,m]})) \cup T_{P(k)}(I_{[k+1,m+1]}), \) and it suffices to show that \( T_{[k]}(I_k \cup T_{P(k)}(I_{[k+1,m]})) = I_k \). So suppose that \( A \in T_{[k]}(I_k \cup T_{P(k)}(I_{[k+1,m]})) \). Thus, there is a clause in \( P_{[k]} \) of the form \( A \leftarrow A_1, \ldots, A_{k_1}, \overline{B_1}, \ldots, \overline{B_{t_1}} \), where \( A_1, \ldots, A_{k_1} \in I_k \cup T_{P(k)}(I_{[k+1,m]}) \) and \( B_1, \ldots, B_{t_1} \notin I_k \cup T_{P(k)}(I_{[k+1,m]}) \). But then level considerations and the hypothesis concerning \( P \) imply that \( A_1, \ldots, A_{k_1} \in I_k \).
and $B_1,\ldots, B_k \not\subseteq I_k$. Therefore, $A \in T_{[k]}(I_k) = I_k$ and we have the inclusion $T_{[k]}(I_k \cup T_{P_{[k]}}(I_{[k+1,m]})) \subseteq I_k$. The reverse inclusion is demonstrated in like fashion, showing that the second of the recursion equations holds with $m$ replaced by $m + 1$ and hence, by induction on $m$, that it holds for all $m$.

Step 2. We have the inclusions $T_{P_{[k]}}(I_k) \subseteq T_{P_{[k]}}(I_k \cup T_{P_{[k]}}(I_k)) \subseteq T_{P_{[k]}}(I_k \cup \overline{T_{P_{[k]}}(I_k \cup T_{P_{[k]}(I_k)})}) \ldots$

These inclusions are established by methods similar to those we have just employed and we omit the details.

It is now clear from this fact and the recursion equations in Step 1 that $(I_{[k+1,m]})$, or $(I_{[\alpha,m]})$, is monotonic increasing in $m$. Since monotonic increasing sequences converge to their union in $Q$, and $I_{[k+1,m]}$ is an iterate of $I_k$, it now follows by Theorem 4.2.5 that $I_{k+1}$ is a model for $P_{[k+1]}$.

Step 3. If $B \in B_P$ and $l(B) < k$, then $B \in I_{k+1}$ if and only if $B \in I_k$.

Indeed, if $B \in I_k$, then it is clear from the recursion equations of Step 1 that $B \in I_{k+1}$. On the other hand, if $B \not\in I_k$, then it is equally clear from the recursion equations and level considerations that, for every $m \in \mathbb{N}$, $B \not\in I_{[k+1,m]}$ and hence that $B \not\in I_{k+1}$, as required.

Step 4. $I_{k+1}$ is a supported model for $P_{[k+1]}$.

To see this, suppose that $A \in I_{k+1} = \bigcup_{m=0}^{\infty} I_{[k+1,m]}$. Then there is $m_0 \in \mathbb{N}$ such that $A \in I_{[k+1,m_0+1]} = T_{m_0}^{[k+1]}(I_k)$ for all $m \geq m_0$. Thus, $A \in T_{[k+1]}(T_{[k+1]}^{m_0}(I_k)) = T_{k+1}(I_{[k+1,m_0]})$. Hence, there is a clause $A \leftarrow A_1, \ldots, A_k, \neg B_1, \ldots, \neg B_l$ in $P_{[k]}$ such that each $A_i \in I_{[k+1,m_0]}$ and no $B_j \in I_{[k+1,m_0]}$. But $l(B_j) < k$ for each $j$ since $P$ is locally stratified. Since $B_j \not\in I_{[k+1,m_0]}$, we now see from the recursion equations that $B_j \not\in I_k$. From the result in Step 3 we now deduce that, for each $j$, $B_j \not\in I_{k+1}$. Since it is obvious that each $A_i$ belongs to $I_{k+1}$, we obtain that $A \in T_{[k+1]}(I_{k+1})$. Thus, $I_{k+1} \subseteq T_{[k+1]}(I_{k+1})$ and therefore $I_{k+1}$ is a supported model for $P_{[k+1]}$, or a fixed point of $T_{[k+1]}$, as required.

Thus, $\mathcal{P}(\alpha)$ holds when $\alpha$ is a successor ordinal.

Case 2. $\alpha$ is a limit ordinal.

In this case, it is trivial that $(I_{[\alpha,m]})$ is monotonic increasing in $m$. Thus, we have only to show that $I_{\alpha}$ is a fixed point of $T_{[\alpha]}$ i.e. a supported model for $P_{[\alpha]}$, and we show that $I_{\alpha}$ is a model for $P_{[\alpha]}$. Let $A \in T_{[\alpha]}(I_{\alpha})$. Then there is a clause $A \leftarrow A_1, \ldots, A_k, \neg B_1, \ldots, \neg B_l$ in $P_{[\alpha]}$ such that $A_1, \ldots, A_k \in \alpha$ and $B_1, \ldots, B_l \not\in \alpha$. Indeed, by the definition of $P_{[\alpha]}$ and the hypothesis concerning $P$, there is $n_0 < \alpha$ such that the clause $A \leftarrow A_1, \ldots, A_k, \neg B_1, \ldots, \neg B_l$ belongs to $P_{[n_0]}$. Since the sequence $(I_n)_{n \in \gamma}$ is monotone increasing and $I_{\alpha} = \bigcup_{n < \alpha} I_n$, there is $n_1 < \alpha$ such that $A_1, \ldots, A_k \in I_{n_1}$ and $B_1, \ldots, B_l \not\in I_{n_1}$. Choosing $n_2 = \max\{n_0, n_1\}$, we have $A \leftarrow A_1, \ldots, A_k, \neg B_1, \ldots, \neg B_l \in P_{[n_2]}$ and also $A_1, \ldots, A_k \in I_{n_2}$ and $B_1, \ldots, B_l \not\in I_{n_2}$. Therefore, on using the induction hypothesis we have $A \in T_{[n_2]}(I_{n_2}) = I_{n_2} \subseteq I_{\alpha}$. Hence, $T_{[\alpha]}(I_{\alpha}) \subseteq I_{\alpha}$, as required.

To see that $I_{\alpha}$ is supported, let $A \in I_{\alpha}$. By monotonicity of $(I_n)_{n \in \gamma}$ again and the identity $I_{\alpha} = \bigcup_{n < \alpha} I_n$, there is a successor ordinal $n_0 \geq 1$ such that $A \in I_n$ for all $n$ such that $n_0 \leq n < \alpha$. In particular, we have $A \in I_{n_0} = \bigcup_{n=0}^{n_0} I_{[n_0,m]}$. Therefore, there is $m_1 \in \mathbb{N}$ such that $A \in I_{[n_0,m_1+1]} = T_{[n_0]}(T_{[n_0]}^{m_1}(I_{n_0-1}))$. Con-
sequently, there is a clause \( A \leftarrow A_1, \ldots, A_k, \neg B_1, \ldots, \neg B_l \) in \( P_{[n]} \) such that \( A_1, \ldots, A_k \in T^m_{[n]}(I_{n_0-1}) = I_{[n_0,m_1]} \subseteq I_{n_0} \subseteq I_0 \) and \( B_1, \ldots, B_l \not\in I_{[n_0,m_1]} \). But \( l(B_j) < n_0 - 1 \) for each \( j \) and so no \( B_j \) belongs to \( I_{n_0-1} \) by Step 3 of the previous case. Therefore, by this step, no \( B_j \) belongs to \( I_{n_0} \) and by iterating this we see that, for every \( m \in \mathbb{N} \), no \( B_j \) belongs to \( I_{n_0+m} \). Therefore, no \( B_j \) belongs to \( I_0 \). Hence, we have \( A \in T^m_{[n]}(I_0) \subseteq T^m_{[n]}(I_0) \) or in other words that \( I_0 \subseteq T^m_{[n]}(I_0) \), as required.

It now follows that \( P(n) \) holds for all ordinals \( n \), and this completes the proof of (b) and (c). In particular, we see that the recursion equations obtained in Step 1 hold for all ordinals \( k \), and we record this fact in the corollary below. Indeed, all that is needed to establish these equations is the fact that each \( I_k \) is a fixed point of \( T[k] \), and to note that the proof just given shows also that \( I_{[k]} \) is a fixed point of \( T_P \). In turn, (d) of the lemma now follows from this observation by iterating Step 3.

The proof of the lemma is therefore complete. \( \blacksquare \)

It can be seen here, and it will be seen again later, that the importance of (d) is the control it gives over negation in the manner illustrated in the proof just given that \( I_{k+1} \) is a supported model for \( P_{[k+1]} \). It is also worth noting that the construction produces a monotonic increasing sequence by means of a non-monotonic operator, and that Lemma 8.1.5 plays a role here similar to that played by [ABW88, Lemma 10].

8.1.6 Corollary Suppose the hypotheses of Lemma 8.1.5 all hold. Then:

1. For all ordinals \( n \) and all \( m \in \mathbb{N} \) we have the recursion equations

\[
I_{[n+1,0]} = I_n
I_{[n+1,m+1]} = I_n \cup T_{P\{n\}}(I_{[n+1,m]}).
\]

2. If \( P \) is in fact locally hierarchical, then for every ordinal \( n \geq 1 \) we have \( I_{[n+1,m]} = I_n \cup T_{P\{n\}}(I_n) \) for all \( m \in \mathbb{N} \), where \( P(n) \) is defined as in the proof of Lemma 8.1.5, and therefore the iterates stabilize after one step.

Proof: That (1) holds has already been noted in the proof of Lemma 8.1.5. For (2), it suffices to prove that \( T_{P\{n\}}(I_n) = T_{P\{n\}}(I_n \cup T_{P\{n\}}(I_n)) \). So suppose therefore that \( A \in T_{P\{n\}}(I_n \cup T_{P\{n\}}(I_n)) \). Then there is a clause \( A \leftarrow A_1, \ldots, A_k, \neg B_1, \ldots, \neg B_l \) in \( P\{n\} \) such that \( A_1, \ldots, A_k \in I_n \cup T_{P\{n\}}(I_n) \) and \( B_1, \ldots, B_k \not\in I_n \cup T_{P\{n\}}(I_n) \). From these statements and by level considerations, we have \( A_1, \ldots, A_k \in I_n \) and \( B_1, \ldots, B_k \not\in I_n \). Therefore, \( A \in T_{P\{n\}}(I_n) \) so that \( T_{P\{n\}}(I_n \cup T_{P\{n\}}(I_n)) \subseteq T_{P\{n\}}(I_n) \). The reverse inclusion is established similarly to complete the proof. \( \blacksquare \)

Statement (2) of this corollary makes the calculation of iterates very easy to perform in the case of locally hierarchical programs.
8.1.7 Theorem Suppose that $P$ is a normal logic program which is locally stratified with respect to the level mapping $l: B_P \rightarrow \gamma$. Then $I_{[p]}$ is a minimal supported model for $P$.

Proof: That $I_{[p]}$ is a supported model for $P$ follows from the proof of Lemma 8.1.5, and so it remains to show that $I_{[p]}$ is minimal. To do this, we establish by transfinite induction the following proposition: “if $J \subseteq I_{[p]}$ and $T_{P}(J) \subseteq J$, then $I_n \subseteq J$ for all $n \in \gamma$, where $n \geq 1$,” and this clearly suffices. Indeed, $T_{[1]}(J) \subseteq T_{P}(J) \subseteq J$ and therefore $J$ is a model for $P_{[1]}$. But, as already noted in proving Lemma 8.1.5, $I_1$ is the least model for $P_{[1]}$ by construction, since $P_{[1]}$ is definite. Therefore, $I_1 \subseteq J$ and the proposition holds with $n = 1$.

Now assume that the proposition holds for all ordinals $n < \alpha$ for some ordinal $\alpha \in \gamma$, where $\alpha > 1$; we show that it holds with $n = \alpha$.

Case 1. $\alpha = k + 1$ is a successor ordinal, where $k > 0$.

We have $I_k \subseteq J$. We show by induction on $m$ that $I_{[k+1,m]} \subseteq J$ for all $m$. Indeed, with $m = 0$ we have $I_{[k+1,0]} = I_k \subseteq J$. Suppose, therefore, that $I_{[k+1,m_0]} \subseteq J$ for some $m_0 > 0$. Let $A \in I_{[k+1,m_0+1]} = T_{k+1}(I_{[k+1]}(I_k))$. Then there is a clause $A \leftarrow A_1, \ldots, A_{k_1}, \neg B_1, \ldots, \neg B_{t_1}$ in $P_{[k+1]}$ such that $A_1, \ldots, A_{k_1} \in T_{[k+1]}(I_k) = I_{[k+1,m_0]}$ and $B_1, \ldots, B_{t_1} \notin I_{[k+1,m_0]}$. But $l(B_j) < k$ for each $j$. Applying Lemma 8.1.5 (d) we see that no $B_j$ belongs to $I_{[p]}$ and consequently no $B_j$ belongs to $J$ because $J \subseteq I_{[p]}$. Since $I_{[k+1,m_0]} \subseteq J$ by assumption, we have $A_1, \ldots, A_{k_1} \in J$. Therefore, $A \in T_{[k+1]}(J) \subseteq T_P(J) \subseteq J$, and from this we obtain that $I_{[k+1,m_0+1]} \subseteq J$ as required to complete the proof in this case.

Case 2. $\alpha$ is a limit ordinal.

In this case, $I_{\alpha} = \bigcup_{n<\alpha} I_n$ and $I_n \subseteq J$ for all $n < \alpha$ by hypothesis. Therefore, $I_{\alpha} \subseteq J$ as required.

Thus, the result follows by transfinite induction. 

The following definition is due to [Prz88]. Indeed it was shown in [Prz88] that each locally stratified program has a unique perfect model. Our proof in Theorem 8.1.9 below, using our previously obtained results, however, is more constructive.

8.1.8 Definition Suppose that $P$ is a locally stratified normal logic program, and let $l$ denote the associated level mapping. Given two distinct models $M$ and $N$ for $P$, we say that $N$ is preferable to $M$ if, for every ground atom $A$ in $N \setminus M$, there is a ground atom $B$ in $M \setminus N$ such that $l(A) > l(B)$. Finally, we say that a model $M$ for $P$ is perfect if there are no models for $P$ preferable to $M$.

Notice that the requirement $l(A) > l(B)$ is dual to the requirement $A < B$ relative to the priority relation $<$ defined in [Prz88].

8.1.9 Theorem Suppose that $P$ is a normal logic program which is locally stratified with respect to a level mapping $l: B_P \rightarrow \gamma$, where $\gamma$ is a countable ordinal. Then $I_{[p]}$ is a perfect model for $P$ and indeed is the only perfect model for $P$.

Proof: Suppose that there is a model $N$ for $P$ which is preferable to $I_{[p]}$ (and therefore distinct from $I_{[p]}$); we will derive a contradiction.
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First note that \( N \setminus I_P \) must be non-empty, otherwise we have \( N \subseteq I_P \). But this inclusion forces equality of \( N \) and \( I_P \) since \( I_P \) is a minimal model for \( P \), and therefore \( N \) and \( I_P \) are not distinct. This means that there is a ground atom \( A \) in \( N \setminus I_P \), which can be chosen so that \( l(A) \) has minimum value; let \( B \) be a ground atom in \( I_P \setminus N \) corresponding to \( A \) in accordance with Definition 8.1.8, and which satisfies \( l(A) > l(B) \).

Next we note that \( T_{[1]}(N) \subseteq T_P(N) \subseteq N \), since \( N \) is a model for \( P \). Hence, \( N \) is a model for \( P_{[1]} \), which implies that \( I_1 \subseteq N \) since \( I_1 \) is the least model for the definite program \( P_{[1]} \). Therefore, \( B \) can be chosen so that \( B \in I_{n_0} \setminus N \), with minimal \( n_0 > 1 \). Now \( n_0 \) cannot be a limit ordinal, otherwise we would have \( I_{n_0} = \bigcup_{m<n_0} I_m \), from which we would conclude that \( B \in I_m \setminus N \) for some \( m < n_0 \) contrary to the choice of \( n_0 \). Thus, \( n_0 \) must be a successor ordinal and, therefore, \( B \) can be chosen so that \( B \in I_{[n_0,m_0]} \setminus N \), where \( m_0 \) is such that \( I_{[n_0,m_1]} \setminus N = \emptyset \) whenever \( m_1 < m_0 \); indeed, since \( I_1 \subseteq N \), we must have \( n_0 > 1 \) and \( m_0 \geq 1 \) also. Consequently, \( B \in T_{[n_0]}(I_{[n_0,m_0-1]}) \setminus N \) showing that there is a clause \( B \leftarrow C_1, \ldots, C_k, \neg D_1, \ldots, \neg D_{l_1} \) in \( P_{[n_0]} \) with the property that each \( C_i \in I_{[n_0,m_0-1]} \) and no \( D_j \in I_{[n_0,m_0-1]} \). Since \( l(D_j) < n_0 - 1 \) for each \( j \), we see that none of the \( D_j \) belong to \( I_P \) by Lemma 8.1.5 (d). But all the \( C_i \), if there are any, must belong to \( N \) by the choice of the numbers \( n_0 \) and \( m_0 \). Moreover, there must be at least one \( D_j \) and indeed at least one belonging to \( N \). For if there were no \( D_j \) or we had each \( D_j \not\in N \), then we would have \( B \in T_{[n_0]}(N) \subseteq T_P(N) \subseteq N \), using again the fact that \( N \) is a model for \( P \). But this leads to the conclusion that \( B \in N \), which is contrary to \( B \in I_P \setminus N \). Thus, there is a \( D = D_j \in N \setminus I_P \) for some \( j \), satisfying \( l(D) < l(B) < l(A) \). Since \( A \) was chosen in \( N \setminus I_P \) to have smallest level, we have a contradiction.

This contradiction shows that \( I_P \) must be a perfect model for \( P \) as required. The last statement in the theorem concerning uniqueness of \( I_P \) now follows from [Prz88, Theorem 4].

Since it is shown in [Prz88] that perfect models are independent of the local stratification, we also have the following result.

**8.1.10 Corollary** If \( P \) is a normal logic program which is locally stratified with respect to two level mappings \( l_1 \) and \( l_2 \), then the corresponding models \( I_{[P_1]} \) and \( I_{[P_2]} \) are equal.

**8.1.11 Program** Since locally stratified programs are a generalization of locally hierarchical programs it is clear that each locally hierarchical program has a unique perfect model. This does not hold, however, for \( \Phi^* \)-accessible programs. Indeed, the program

\[
\begin{align*}
p & \leftarrow \neg q \\
q & \leftarrow r, \neg p
\end{align*}
\]

is \( \Phi^* \)-accessible (even acceptable) with respect to the unique supported model \( M = \{ p \} \). However, \( I = \{ q \} \) is also a model of this program and while \( I \) is
preferable to $M$, $M$ in turn is also preferable to $I$, so $P$ does not have a perfect model.

It also follows from [Prz88, Theorem 4] and Theorem 8.1.9 above that $I_{[P]}$ coincides with the model $M_P$ of [ABW88] when $P$ is stratified. However, for the sake of completeness we next present a proof of this fact using the methods established thus far. To do this, it will be convenient to introduce the concept $T \uparrow n(I)$ for a mapping $T : I_P \to I_P$ and $I \in I_P$. In fact, $T \uparrow n(I)$ is defined inductively as follows:

$$T \uparrow 0(I) = I$$

$$T \uparrow (n + 1)(I) = T(T \uparrow n(I)) \cup I$$

$$T \uparrow \omega(I) = \bigcup_{n=0}^{\infty} T \uparrow n(I).$$

8.1.12 Theorem Let $P$ be a stratified normal logic program. Then $I_{[P]} = M_P$.

Proof: As usual, we take the stratification to be $P = P_1 \cup \ldots \cup P_m$ and we will show by induction that $I_k = M_k$ for $k = 1, \ldots, m$ and that $I_k = M_m$ for $k > m$. From this we clearly have $I_{[P]} = M_m = M_P$ as required.

With the definition of the level mapping we are currently using and with the conventions we have made regarding the stratification, we note first that the equalities $P_{[k]} = \text{ground}(P_1 \cup P_2 \cup \ldots \cup P_k)$ and $P(k - 1) = \text{ground}(P_k)$ both hold for $k = 1, \ldots, m$, where $P(k)$ is as defined in the proof of Lemma 8.1.5.

Now $P_{[1]} = \text{ground}(P_1)$ is definite, even if empty, and so it is immediate that $T_{P_1} \uparrow i(M_0) = T_{P_1} \uparrow i(M_0)$ for all $i$ and that $I_1 = M_1$. So suppose next that $T_{P_{k+1}} \uparrow i(M_k) = T_{P_{k+1}} \uparrow i(M_k)$ for all $i$ and that $I_{k+1} = M_{k+1}$ for some $k > 0$. Then $T_{P_{k+2}} \uparrow 0(M_{k+1}) = M_{k+1} = T_{P_{k+2}} \uparrow 0(M_{k+1})$ and also $I_{[k+2]} = I_{k+1} = M_{k+1} = T_{P_{k+2}} \uparrow 0(M_{k+1})$. So now suppose that $T_{P_{k+2}} \uparrow m(M_{k+1}) = T_{P_{k+2}} \uparrow m(M_{k+1})$, and that $I_{[k+2,m]} = T_{P_{k+2}} \uparrow m(M_{k+1})$ for some $m > 0$. Then $T_{P_{k+2}} \uparrow (m + 1)(M_{k+1}) = T_{P_{k+2}} \uparrow m(M_{k+1})$ and that $I_{[k+2,m]} = T_{P_{k+2}} \uparrow m(M_{k+1})$. For the reverse inclusion, we note that under our present hypotheses we have $T_{P_{k+2}} \uparrow (m+1)(M_{k+1}) = T_{P_{k+2}} \uparrow m(M_{k+1}) \cup T_{P_{k+2}} \uparrow m(M_{k+1})$ and so it suffices to show that $T_{P_{k+2}} \uparrow m(M_{k+1}) \subseteq T_{P_{k+2}} \uparrow m(M_{k+1}) \cup T_{P_{k+2}} \uparrow m(M_{k+1})$ or in other words that $I_{[k+2,m]} \subseteq T_{P_{k+2}} \uparrow I_{[k+2,m]} \cup I_{k+1}$. Since this latter set is equal to $I_{[k+2,m+1]}$ by the recursion equations of Corollary 8.1.6, the inclusion we want follows from the monotonicity of the sets $I_{[k+2,m]}$ relative to $m$. We conclude, therefore, that $T_{P_{k+2}} \uparrow (m+1)(M_{k+1}) = T_{P_{k+2}} \uparrow (m+1)(M_{k+1}).$

Finally, $I_{[k+2,m+1]} = I_{k+1 \cup T_{P_{k+2}}(I_{[k+2,m]}) = M_{k+1} \cup T_{P_{k+2}}(T_{P_{k+2}} \uparrow m(M_{k+1})) = T_{P_{k+2}} \uparrow m(M_{k+1}) \cup T_{P_{k+2}} \uparrow m(M_{k+1}) \cup T_{P_{k+2}} \uparrow m(M_{k+1}) \cup T_{P_{k+2}} \uparrow m(M_{k+1}) \cup T_{P_{k+2}} \uparrow m(M_{k+1}) \cup T_{P_{k+2}} \uparrow m(M_{k+1})$, by the conclusions of the previous paragraph. Therefore, $I_{[k+2,m+1]} = T_{P_{k+2}} \uparrow (m+1)(M_{k+1})$. From this we obtain, by induction, the equality $I_{[k+2,m]} = T_{P_{k+2}} \uparrow m(M_{k+1})$ for all $m$ and with it the equality $I_{[k+2,m]} = M_{k+2}$ as required. 

The details of the induction proof just given also establish the following proposition.
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8.1.13 Proposition Let $P = P_1 \cup \ldots \cup P_m$ be a stratified normal logic program. Then we have $T_{P_{k+1} \uparrow i(M_k)} = T_{P_{k+1} \uparrow i(M_k)}$ for all $i$ and $k = 0, \ldots, m - 1$.

8.2 Weakly Perfect Model Semantics

When studying various classes of programs, the question naturally arises as to how such classes relate to other classes known in the literature. From the definition, it follows immediately that the unique supported model class of all locally hierarchical programs is contained in the class of all locally stratified programs. In this section, we will relate the class of all \( \Phi \)-accessible programs to the notion of weak stratification.

It was pointed out in [BF91, Remark 5.3] that the original definition of weakly stratified programs in [PP90] is ambiguous since the two conditions

(a) All strata of a program \( P \) consist of trivial components only.

(b) All layers of a program \( P \) are definite programs.

which were originally used for defining weakly stratified programs are not equivalent. We will call a program weakly stratified-a if condition (a) holds, and weakly stratified-b if condition (b) holds. For a discussion of this, see [BF91, Section 5], and we refer to the same publication for notation concerning weakly stratified programs.

In [PZ98], it was shown that each acceptable program [AP93] is weakly stratified-a. From [GRS91, Corollary 4.3], we immediately obtain that each \( \Phi \)-accessible program has a total well-founded model, ie. is effectively stratified [BF91]. Again from [BF91, Proposition 5.4], we obtain that a program which is weakly stratified-b, is also effectively stratified.

It is easy to see that a program which is weakly stratified-b, is also weakly stratified-a. In the opposite direction, we have the following result.

8.2.1 Theorem If \( P \) is weakly stratified-a and if there does not exist a clause \( A \leftarrow \text{body} \) in ground \((P)\) with \( \neg A \) occurring in \( \text{body} \), then \( P \) is weakly stratified-b.

Proof: Since \( P \) is weakly stratified-a, all minimal components are trivial. Let \( A \leftarrow \text{body} \) be a clause in the bottom layer. Without loss of generality assume that \( \text{body} \) contains some negative literal \( \neg B \), ie.\( B < A \), with \( A \neq B \) by assumption. Since the component containing \( A \) is trivial, we obtain \( A \not\subset B \) and therefore we obtain a contradiction. \( \blacksquare \)

It is clear from the last result that a locally hierarchical program is weakly stratified-a if and only if it is weakly stratified-b. This does in fact also hold for locally stratified programs.

We will now generalize a result from [PZ98], that all acceptable programs are weakly stratified-a.

---

\footnote{\( \subset \) denotes the dependency relation taken from the dependency graph of \( P \) [PP90].}
8.2.2 Theorem If \( P \) is \( \Phi \)-accessible, then \( P \) is weakly stratified-a and the unique supported model \( M_P \) of \( P \) is also its weakly perfect-a model.

Proof: Let \( M_P \) be the unique supported model of \( P \) and let \( l \) be its canonical level mapping wrt. \( \Phi \). We can also assume without loss of generality that for each level \( \alpha \) there exists some \( A \in B_P \) with \( l(A) = \alpha \).

(1) We first show that all components of the bottom stratum \( S(P) \) of \( P \) are trivial. Assume that this is not the case, i.e. that there exists a minimal component \( C \subseteq S(P) \) which is not trivial. Then there must be some \( A \in C \) with \( l(A) \) minimal, and some \( A' \in C \) with \( A \neq A' \). Note that \( A < A' \) and \( A' < A \) [BF91, Definition 5.1]. Let \( B \) be an arbitrary atom occurring in a ground clause with head \( A \). Then \( B < A' \) and therefore \( B < A \), and by minimality of \( C \) we obtain \( B \in C \). So all atoms \( B \) occurring in bodies of clauses in ground\((P)\) with head \( A \) belong to \( C \). Since \( P \) is \( \Phi \)-accessible, however, there must exist some choice of \( B \) for which we have \( l(B) < l(A) \), and this contradicts the minimality of \( l(A) \). Note that the bottom stratum contains all atoms of level 0, and hence is non-empty.

(2) The model \( M \) of the bottom layer is compatible with \( M_P \), i.e. if a literal is true, respectively false, in \( M \), then it is true, respectively false, in \( M_P \). In order to see this, note that for every atom \( A \) in a minimal component, the bottom layer \( L(P) \) contains all clauses with head \( A \) and all clauses with head being any of the body atoms of clauses in the bottom layer. Since the program \( P \) is \( \Phi \)-accessible, it is easy to see that the subprogram formed by the bottom layer is also \( \Phi \)-accessible and has a unique supported model which is compatible with \( M_P \).

Now let \( A \) be an atom in \( L(P) \) which occurs negatively in the body of some clause. Since all components are trivial, \( A \) must also be the head of the same clause, i.e. we have \( A < A' \). If \( B \) is another body atom in the same clause, then we obtain \( B < A \) and \( A < B \) which contradicts triviality of all components. Hence, if some atom \( A \) occurs negatively in a clause in \( L(P) \), then the clause is of the form \( A \leftarrow \neg A \). All models of \( L(P) \) must therefore assign the truth value true to all atoms occurring negatively in \( L(P) \). The program which is obtained from omitting all these clauses is definite and has a least model which agrees with \( M_P \).

If we add to this model all atoms which occur negatively in \( L(P) \), we obtain the least model of \( L(P) \).

(3) We show that \( P/M \) is \( \Phi \)-accessible (see [BF91]). This is indeed the case since (2) holds, and is easily seen by applying Theorem 6.5.3.

(4) We can now apply steps (1), (2) and (3) via transfinite induction as in [PP90], which yields that \( P \) is indeed weakly stratified-a and that \( M_P \) is the weakly perfect-a model of \( P \). Thus, the proof is complete.

8.2.3 Theorem Let \( P \) be \( \Phi \)-accessible. Then \( P \) has a unique supported model \( M_P \) which is the unique stable model, the well-founded model, a minimal two-valued model, and the weakly perfect-a model of \( P \).

Proof: We know that \( M_P = \Phi_P \uparrow \alpha \) for some ordinal \( \alpha \) and that \( M_P \) is total. By Theorem 6.5.4, we know that \( M_P^+ \) is a minimal two-valued model of \( P \), and by
Theorem 8.2.2 we know that $M_P$ is the weakly perfect-a model of $P$. By [GRS91, Corollary 4.3], $M_P = \Phi_P \uparrow \alpha$ is a subset of the well-founded model of $P$, and since $M_P$ is total, it must coincide with the well-founded model. By [GRS91, Corollary 5.6], totality of the well-founded model implies that it coincides with the unique stable model of the program. This completes the proof. ■

8.2.4 Program Acceptable programs are not necessarily weakly stratified-b, as can be seen from the following program.

\[
p \leftarrow \\
p \leftarrow q, \neg p
\]

The bottom layer contains the clause $p \leftarrow q, \neg p$ and is therefore not a definite program.

8.2.5 Program On the other hand, there exist programs with unique supported models which are not weakly stratified-a. To see this, note that the following program

\[
p \leftarrow \neg q \\
q \leftarrow \neg p \\
p \leftarrow \neg p
\]

has unique supported model \{p\}. However, it has \{p, q\} as a minimal component which is not trivial.

8.3 Summary and Further Work

We have provided an iterative approach to the perfect model semantics of locally stratified programs and located the classes of programs discussed in Chapters 5 and 6 in the context of other standard semantics. Figure 8.1 on page 134 extends Figure 5.1 on page 91 incorporating the results from Section 8.2.

Of course, the results in Section 8.1 indicate possible research concerning the extent to which iterative approaches can be applied to other semantics. The results in Section 8.2 clarify some relationships between classes of programs known from the literature, which also is a field of further study.
Figure 8.1: Dependencies between classes of programs. If a class is depicted lower in the diagram, this indicates that it is more general.
Chapter 9

Logic Programs and Neural Networks

Logic Programs and Neural Networks are two important paradigms in Artificial Intelligence. Their abilities, and our theoretical understanding of them, however, seem to be rather complementary. Logic Programs are highly recursive and well understood from the point of view of declarative semantics. Neural Networks can be trained but yet lack a declarative reading. Recent publications, for example [BDJ+99, HK94, HSK99, Zha99], suggest studying the relationships between the two paradigms with the long-term aim of merging them in such a way that the advantages of both can be combined.

The results we wish to discuss draw heavily on the work of Hölldobler, Kalinke and Störr [HK94, HSK99], which we will in part generalize. It will be convenient to briefly review their approach and their results. For our investigations, it will be sufficient to consider Herbrand interpretations only.

In [HK94], a strong relationship between propositional logic programs, i.e. programs without variable or function symbols, and 3-layer feedforward and recurrent networks was established. For each such program \( P \), a 3-layer feedforward network can be constructed which computes the single-step operator \( T_P \) associated with \( P \). To this end, each atom in \( P \) is represented by one or more units in the network. If the program is such that iterates of \( T_P \), for any initial value, converge to a unique fixed point of \( T_P \), then the network can be cast into a recurrent network which settles down into a unique stable state corresponding to the fixed point. On the other hand, for each 3-layer network a propositional logic program \( P \) can be constructed such that the corresponding operator \( T_P \) is computed by the network.

In [HSK99], an attempt was made to obtain similar results for logic programs which are not propositional, that is, for programs which allow variables. The main obstacle which has to be overcome in this case is that the Herbrand base is in general infinite; it is therefore not possible to represent an atom by one or more units in the network. The solution suggested in [HSK99] uses a general result due to Funahashi [Fun89], see Theorem 9.1.1, which states that every continuous
function on a compact subset of the real numbers can be uniformly approximated by certain types of 3-layer neural networks. By casting the $T_p$-operator into such a function, approximating the single-step operator is shown to be possible.

In order to obtain a continuous real-valued function from $T_p$, metrics were employed in [HSK99]. For acyclic\footnote{These programs were called recurrent in [HSK99].} logic programs, a complete metric can be obtained which renders the single-step operator a contraction, see Section 5.1. By identifying the single-step operator with a mapping on the reals, a contractive, and therefore continuous, real-valued function is obtained which represents the single-step operator. This function can in turn be approximated by neural networks due to the result of Funahashi mentioned above. For certain kinds of acyclic programs, namely such which admit an injective level mapping, the resulting network can then again be cast into a recurrent network which settles down into a unique stable state corresponding to the unique fixed point of the operator.

In this chapter, we will investigate a more general approach to representing the single-step operator for (non-propositional) normal logic programs by neural networks.

In Section 9.1, we will use Theorem 4.2.6 which characterizes continuity of the single-step operator in the atomic topology, and apply the approximation theorem of Funahashi in order to approximate single-step operators by neural networks.

In Section 9.2, we will show that for any given normal logic program, its associated single-step operator can be realized as a Borel-measurable real-valued function. An approximation theorem due to Hornik, Stinchcombe and White [HSW89], see Theorem 9.2.1, can then be applied to show that each single-step operator for any normal logic program can be approximated arbitrarily well by neural networks in a metric $\theta_\mu$ defined in measure-theoretic terms in Section 9.2.

**Cantor Topology**

Recall from Section 4.2, that $I_P$ can be identified with the powerset of $B_P$, and that it can therefore also be identified with the set $2^{B_P}$ of all functions from $B_P$ to $\{0, 1\}$ (or to any other two-point space). Using this latter identification, the topology $Q$ becomes a topology on the function space $2^{B_P}$, and is exactly the product topology (of point-wise convergence) on $2^{B_P}$ if the two-point space is endowed with the discrete topology.

If we interpret $I_P$ as the set of all functions from $B_P$ to $\{0, 2\}$, so that we now take the two-point space as $\{0, 2\}$, we can identify $I_P$ with the set of all those real numbers in the unit interval $[0, 1]$ which can be written in ternary form without using the digit 1; in other words we can identify $I_P$ with the Cantor set. The product topology mentioned above then coincides with the subspace topology inherited from the natural topology on the real numbers, and the resulting space is called the Cantor space $\mathcal{C}$. Thus, the Cantor space $\mathcal{C}$ is homeomorphic
to the topological space \((I_p, Q)\), and in the following \(i : I_p \to \mathcal{C}\) will denote a homeomorphism between \(I_p\) and \(\mathcal{C}\). It is well-known that the Cantor space is a compact subset of \(\mathbb{R}\), and we can define \(l(x) = \max\{y \in \mathcal{C} : y \leq x\}\) and \(u(x) = \min\{y \in \mathcal{C} : y \geq x\}\) for each \(x \in [0, 1]\).

**Neural Networks**

A 3-layer feedforward network (or single hidden layer feedforward network) consists of an input layer, a hidden layer, and an output layer. Each layer consists of finitely many computational units. There are connections from units in the input layer to units in the hidden layer, and from units in the hidden layer to units in the output layer. The input-output relationship of each unit is represented by inputs \(x_i\), output \(y\), connection weights \(w_i\), threshold \(\theta\), and a function \(\phi\) as follows:

\[
y = \phi \left( \sum_i w_i x_i - \theta \right).
\]

The function \(\phi\), which we will call the squashing function of the network, is usually non-constant, bounded and monotone increasing, and sometimes also assumed to be continuous. We will specify the requirements on \(\phi\) that we assume in each case.

We assume throughout that the input-output relationships of the units in the input and output layer are linear. The output function of a network as described above is then obtained as a mapping \(f : \mathbb{R}^r \to \mathbb{R}\) with

\[
f(x_1, \ldots, x_r) = \sum_j c_j \phi \left( \sum_i w_{ji} x_i - \theta_j \right),
\]

where \(r\) is the number of units in the input layer and the constants \(c_j\) correspond to weights from hidden to output layers.

We refer to [Bis95] for background concerning artificial neural networks.

**Measurable Functions**

A collection \(M\) of subsets of a set \(X\) is called a \(\sigma\)-algebra if (i) \(\emptyset \in M\); (ii) if \(A \in M\) then its complement \(\complement A \in M\); (iii) if \((A_n)\) is a sequence of sets in \(M\), then the union \(\bigcup A_n \in M\). The pair \((X, M)\) is called a measurable space. A function \(f : X \to X\) is said to be measurable with respect to \(M\) if \(f^{-1}(A) \in M\) for each \(A \in M\).

If \(M\) is a collection of subsets of a set \(X\), then the smallest \(\sigma\)-algebra \(\sigma(M)\) containing \(M\) is called the \(\sigma\)-algebra generated by \(M\). In this case, a function \(f : X \to X\) is measurable with respect to \(\sigma(M)\) if and only if \(f^{-1}(A) \in \sigma(M)\) for each \(A \in M\). If \(\mathcal{B}\) is the subbase of a topology \(\mathcal{T}\), and \(\mathcal{B}\) is countable, then \(\sigma(\mathcal{B}) = \sigma(\mathcal{T})\). If \(\mathcal{B}\) is a subbase of the natural topology on \(\mathbb{R}\), then \(\sigma(\mathcal{B})\) is called the Borel-\(\sigma\)-algebra on \(\mathbb{R}\), and a function which is measurable with respect to this \(\sigma\)-algebra is called Borel-measurable. A measure on \((\mathbb{R}, \sigma(\mathcal{B}))\) is called a Borel-measure.
We refer the reader to [Bar66, Bau92] for background concerning elementary measure theory.

9.1 Approximating Continuous Single-Step Operators by Neural Networks

Under certain conditions, given in Theorem 4.2.6, the single-step operator associated with a logic program is continuous in the atomic topology. By identifying the space of all interpretations with the Cantor space, a continuous function on the reals is obtained which can be approximated by 3-layer feedforward networks. We investigate this next.

The following Theorem can be found in [Fun89, Theorem 2].

9.1.1 Theorem Suppose that $\phi : \mathbb{R} \to \mathbb{R}$ is non-constant, bounded, monotone increasing and continuous. Let $K \subseteq \mathbb{R}^n$ be compact, let $f : K \to \mathbb{R}$ be a continuous mapping and let $\varepsilon > 0$. Then there exists a 3-layer feedforward network with squashing function $\phi$ whose input-output mapping $\tilde{f} : K \to \mathbb{R}$ satisfies $\max_{x \in K} d(f(x), \tilde{f}(x)) < \varepsilon$, where $d$ is a metric which induces the natural topology on $\mathbb{R}$.

In other words, each continuous function $f : K \to \mathbb{R}$ can be uniformly approximated by input-output functions of 3-layer networks.

We already know that the Cantor space $C$ is a compact subset of the real line and that the topology which $C$ inherits as a subspace of $\mathbb{R}$ coincides with the Cantor topology on $C$. Also, the Cantor space $C$ is homeomorphic to $I_P$ endowed with the atomic topology $Q$, see Theorem 4.2.4. Hence, if the $T_P$-operator is continuous in $Q$, we can identify it with a mapping $\iota(T_P) : C \to C : x \mapsto \iota(T_P(\iota^{-1}(x)))$ which is continuous in the subspace topology of $C$ in $\mathbb{R}$.

9.1.2 Theorem Let $P$ be a normal logic program. If, for each $I \in I_P$ and for each $A \in B_P$ with $A \not\in T_P(I)$, either there is no clause in $P$ with head $A$ or there is a finite set $S(I, A) = \{A_1, \ldots, A_k, B_1, \ldots, B_{k'}\}$ of elements of $B_P$ satisfying the properties (i) and (ii) of Theorem 4.2.6, then $T_P$ (more precisely $\iota(T_P)$) can be uniformly approximated by input-output mappings of 3-layer feedforward networks.

In particular, this holds for the operator $T_P$ if $P$ does not contain any local variables or is acyclic with injective level mapping.

Proof: Under the conditions stated in the theorem, the single-step operator $T_P$ is continuous in the atomic topology. Using a homeomorphism $\iota : I_P \to C$, the resulting function $\iota(T_P)$ is continuous on the Cantor space $C$, which is a compact subset of $\mathbb{R}$. Applying Theorem 9.1.1, $\iota(T_P)$ can be uniformly approximated by input-output functions of 3-layer feedforward networks.

Now if $P$ does not contain any local variables, then $T_P$ is obviously continuous in $Q$ by Theorem 4.2.6. Now let $P$ be acyclic with injective level mapping and let
A \in B_P \setminus T_P(I) \text{ for some } I \in I_P. \text{ Since the level mapping is finite, there exist only finitely many atoms which occur in bodies of clauses with head } A, \text{ which suffices by Theorem 4.2.6.} \quad \blacksquare

### 9.2 Approximating the Single-Step Operator by Neural Networks

By Theorem 9.1.1, continuous functions can be uniformly approximated by input-output functions of 3-layer feedforward networks. It is also possible to approximate each measurable function on \( \mathbb{R} \), but in a much weaker sense. We will investigate this in the present section.

The following was given in [HSW89, Theorem 2.4]

### 9.2.1 Theorem

Suppose that \( \phi \) is a monotone increasing function from \( \mathbb{R} \) onto \((0, 1)\). Let \( f : \mathbb{R}^r \to \mathbb{R} \) be a Borel-measurable function and let \( \mu \) be a probability Borel-measure on \( \mathbb{R}^r \). Then, given any \( \varepsilon > 0 \), there exists a 3-layer feedforward network with squashing function \( \phi \) whose input-output function \( \bar{f} : \mathbb{R}^r \to \mathbb{R} \) satisfies

\[
\phi_{\mu}(f, \bar{f}) = \inf \{ \delta > 0 : \mu\{x : |f(x) - \bar{f}(x)| > \delta \} < \delta \} < \varepsilon.
\]

In other words, the class of functions computed by 3-layer feedforward neural nets is dense in the set of all Borel-measurable functions \( f : \mathbb{R}^r \to \mathbb{R} \) relative to the metric \( \phi_{\mu} \) defined in Theorem 9.2.1.

We have already noted that the operator \( T_P \) is not continuous in the topology \( Q \) in general, nor is it continuous in the Scott topology on \( I_P \) in general. We proceed to show next that the single step operator has the pleasing property that it is measurable with respect to \( \sigma(Q) \) for arbitrary programs, and therefore that it can always be extended to a Borel-measurable function on \( \mathbb{R} \).

### 9.2.2 Proposition

Let \( P \) be a normal logic program and let \( T_P \) be its associated single-step operator. Then \( T_P \) is measurable on \((I_P, \sigma(\mathcal{G})) = (I_P, \sigma(Q))\).

**Proof:** We need to show that for each subbasic set \( \mathcal{G}(L) \), we have \( T_P^{-1}(\mathcal{G}(L)) \in \sigma(\mathcal{G}) \).

First, let \( L = A \) be an atom. If \( A \) is not the head of any clause in \( \text{ground}(P) \), then \( T_P^{-1}(\mathcal{G}(A)) = \emptyset \in \sigma(\mathcal{G}) \). If \( A \) is the head of a clause in \( \text{ground}(P) \), then there are at most countably many clauses

\[
A \leftarrow A_{i1}, \ldots, A_{ik}, \neg B_{i1}, \ldots, \neg B_{ik}
\]

in \( \text{ground}(P) \) with head \( A \), and we obtain

\[
T_P^{-1}(\mathcal{G}(A)) = \bigcup_i \mathcal{G}(A_{i1}, \ldots, A_{ik}, \neg B_{i1}, \ldots, \neg B_{ik})
\]
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which is indeed in $\sigma(\mathcal{G})$.

Now suppose that $L = \neg A$ is a negative literal. If $A$ is not the head of any clause in $\text{ground}(P)$, then $T_P^{-1}(\mathcal{G}(\neg A)) = I_P \in \sigma(\mathcal{G})$. So assume that $A$ is the head of some clause in $\text{ground}(P)$. If there is a unit clause with head $A$, then $T_P^{-1}(\mathcal{G}(\neg A)) = \emptyset \in \sigma(\mathcal{G})$. So assume that none of the clauses in $\text{ground}(P)$ with head $A$ is a unit clause. Then there are at most countably many clauses

$$A \leftarrow A_{i_1}, \ldots, A_{i_k}, \neg B_{i_1}, \ldots, \neg B_{i_k}$$

in $\text{ground}(P)$ with head $A$. We then obtain

$$T_P^{-1}(\mathcal{G}(\neg A)) = \bigcap_i \mathcal{G}(\neg A_{i_1}) \cup \cdots \cup \mathcal{G}(\neg A_{i_k}) \cup \mathcal{G}(B_{i_1}) \cup \cdots \cup \mathcal{G}(B_{i_k})$$

which is indeed in $\sigma(\mathcal{G})$.

By means of Proposition 9.2.2, we can now view the operator $T_P$ as a measurable function $\iota(T_P)$ on $\mathcal{C}$ by identifying $I_P$ with $\mathcal{C}$ via the homeomorphism $\iota$. Since $\mathcal{C}$ is measurable as a subset of the real line, this operator can be extended\(^2\) to a measurable function on $\mathbb{R}$ and we obtain the following result.

**9.2.3 Theorem** Given any normal logic program $P$, the associated operator $T_P$ (more precisely $\iota(T_P)$) can be approximated in the manner of Theorem 9.2.1 by input-output mappings of 3-layer feedforward networks.

This result is somewhat unfortunate since the approximation stated in Theorem 9.2.1 is only almost everywhere, i.e. pointwise with the exception of a set of measure zero. The Cantor set, however, is a set of measure zero. Nevertheless, we are able to strengthen this result a bit by giving an explicit extension of $T_P$ to the real line. We define a sequence $(T_n)$ of measurable functions on $\mathbb{R}$ as follows, where $l(x)$ and $u(x)$ are as defined earlier, and for each $i \in \mathbb{N}$ we set

$$D_i = \bigcup_{k=1}^{n^{i-1}/2} [(2k - 1)3^{-i}, 2k \cdot 3^{-i}],$$

and for each $i \geq 2$ we define

$$T_0(x) = \begin{cases} 
\iota(T_P)(x) & \text{if } x \in \mathcal{C} \\
\iota(T_P)(0) & \text{if } x < 0 \\
\iota(T_P)(1) & \text{if } x > 1 \\
0 & \text{otherwise}
\end{cases}$$

$$T_1(x) = \begin{cases} 
\iota(T_P)(l(x)) + \frac{\iota(T_P)(u(x)) - \iota(T_P)(l(x))}{u(x) - l(x)}(x - l(x)) & \text{if } x \in D_1 \\
0 & \text{otherwise}
\end{cases}$$

$$T_i(x) = \begin{cases} 
\iota(T_P)(l(x)) + \frac{\iota(T_P)(u(x)) - \iota(T_P)(l(x))}{u(x) - l(x)}(x - l(x)) & \text{if } x \in D_i \\
0 & \text{otherwise}
\end{cases}$$

\(^2\)E.g. as a function $T : \mathbb{R} \to \mathbb{R}$ with $T(x) = \iota(T_P(\iota^{-1}(x)))$ if $x \in \mathcal{C}$ and $T(x) = 0$ otherwise.
We define the function $T : \mathbb{R} \to \mathbb{R}$ by $T(x) = \sup_i T_i(x)$ and obtain $T(x) = \mu(T_P(x))$ for all $x \in \mathcal{C}$ and $\mu(T(I)) = \mu(T_P(I))$ for all $I \in I_P$. Since all the functions $T_i$, for $i \geq 1$, are piecewise linear and therefore measurable, the function $T$ is also measurable. Intuitively, $T$ is obtained by a kind of linear interpolation.

If $i : B_P \to \mathbb{N}$ is a bijective mapping, then we can obtain a homeomorphism $\mu : I_P \to \mathcal{C}$ from $i$ as follows: we identify $I \in I_P$ with $x \in \mathcal{C}$ where $x$ written in ternary form has 2 as its $i(A)$th digit (after the decimal point) if $A \in I$, and 0 as its $i(A)$th digit if $A \not\in I$. If $I \in I_P$ is finite or cofinite$^3$, then the sequence of digits of $\mu(I)$ in ternary form is eventually constant 0 (if $I$ is finite) or eventually constant 2 (if $I$ is cofinite). Thus, each such interpretation is the endpoint of a linear piece of one of the functions $T_i$, and therefore of $T$.

### 9.2.4 Corollary
Given any normal logic program $P$, its single-step operator $T_P$ (more precisely $\mu(T_P)$) can be approximated by input-output mappings of 3-layer feedforward networks in the following sense: for every $\varepsilon > 0$ and for every $I \in I_P$ which is either finite or cofinite, there exist a 3-layer feedforward network with input-output function $f$ and $x \in [0, 1]$ with $|x - \mu(I)| < \varepsilon$ such that $|\mu(T_P(I)) - f(x)| < \varepsilon$.

**Proof:** We use a homeomorphism $\mu$ which is obtained from a bijective mapping $i : B_P \to \mathbb{N}$ as in the paragraph preceding the Corollary. We can assume that the measure $\mu$ from Theorem 9.2.1 has the property that $\mu\{x, x + \varepsilon\} \leq \varepsilon$ for each $x \in \mathbb{R}$. Let $\varepsilon > 0$ and $I \in I_P$ be finite or cofinite. Then by construction of $T$ there exists an interval $[\mu(I), \mu(I) + \delta]$ with $\delta < \frac{\varepsilon}{2}$ (or analogously $[\mu(I) - \delta, \mu(I)]$) such that $T$ is linear on $[\mu(I), \mu(I) + \delta]$ and $|T(\mu(I)) - T(x)| < \frac{\varepsilon}{2}$ for all $x \in [\mu(I), \mu(I) + \delta]$. By Theorem 9.2.1 and the previous paragraph, there exists a 3-layer feedforward network with input-output function $f$ such that $\mu(T, f) < \delta$, that is, $\mu\{x : |T(x) - f(x)| > \delta\} < \delta$. By our condition on $\mu$, there is $x \in [\mu(I), \mu(I) + \delta]$ with $|T(x) - f(x)| \leq \delta < \frac{\varepsilon}{2}$. We can conclude that $|\mu(T_P(I)) - f(x)| = |T(\mu(I)) - f(x)| \leq |T(\mu(I)) - T(x)| + |T(x) - f(x)| < \varepsilon$ as required.

It would be of interest to strengthen this approximation for sets other than the finite and cofinite elements of $I_P$, although it is interesting to note that the finite interpretations correspond to compact elements in the sense of domain theory, see [SHLG94] and Definition 1.1.4.

### 9.3 Summary and Further Work

There are two aspects to this work. On the one hand, one can consider the problem of approximating the $T_P$ operator, associated with logic programs $P$, by means of input-output functions of multi-layer neural networks, as we have done here. This, in detail, involves relating properties of the network to classes of programs for which the approximation is possible. It also involves the consideration of what

$^3$I $\in I_P$ is cofinite if $B_P \setminus I$ is finite.
mathematical notions of approximation are useful and appropriate. Here we have
discussed two well-known ones: uniform approximation on compacta, and a notion
of approximation closely related to convergence in measure. Both these strands
need further investigation, and this section is an account of work to date which is
at an early stage of development. In the other direction, and we have not discussed
this at all here except in passing, is to view logic programs as fundamental and to
view the approximation process as a means of giving semantics to neural networks
based on the declarative semantics of logic programs. There is considerable point
in doing this in that the semantics of logic programming is well understood whilst
that of neural networks is not, but is something to be taken up elsewhere, probably
including work on quantitative logic programming as in [Mat99].

At the detailed mathematical level, the mapping \( P \mapsto T_P \) is not injective. So,
although the single-step operator can basically be used to represent a program
semantically, different programs may have the same single-step operator. This
fine tuning is lost by our representation of logic programs by neural networks.
However, passing to classes of programs with the same single-step operator is
something that is often done in the literature on semantics and in fact is ex-
actly the notion of \textit{subsumption equivalence} due to [Mah88]. Moreover, there
exist uncountably many homeomorphisms \( \iota : I_P \to C \); for example, every bi-
jective mapping from \( B_P \) to \( \mathbb{N} \) gives rise to such a homeomorphism as observed in
the paragraph preceding Corollary 9.2.4. So there is a lot of flexibility in the
choice of \( \iota \) and therefore in how one embeds \( I_P \) in \( \mathbb{R} \). The homeomorphism used
in [HSK99] employed the quaternary number system.

In [HSK99], as mentioned in the beginning of this chapter, the neural network
obtained by applying the approximation theorem of Funahashi was cast into a
recurrent network which settled down in a unique stable state corresponding to
the unique fixed point of the single-step operator of the underlying program \( P \).
Strong assumptions had to be placed on \( P \) to make this possible: \( P \) was required
to be acyclic with an injective level mapping. Acyclicity of the program yields the
existence of a complete metric on \( I_P \) with respect to which its single-step operator is
a contraction, see Section 5.1. For larger classes of programs, such as the \( \Phi^*_\omega \)
accessible programs, we have seen that it is also possible to find metrics such
that the single-step operator is a contraction: In Section 5.3 we have seen how to
construct a complete d-metric \( \rho \) for a given \( \Phi^*_\omega \)-accessible program \( P \), and since
\( T_P \) is a contraction with respect to \( \rho \), see Proposition 5.3.4, it is also a contraction
with respect to the complete metric \( d \) associated with \( \rho \) as in Proposition 3.1.11.

It turns out, however, that the metric \( d \) thus obtained cannot in general be
topologically imbedded into the real line. In order to see this, note that for the
d-metric \( \rho \) associated with a \( \Phi^*_\omega \)-accessible program there may be an uncountable
number of interpretations \( K \) such that \( \rho(K, K) \neq 0 \), namely for example all \( K \)
with \( K \not\subseteq I \). Each such \( K \), however, becomes an isolated point with respect
to the topology induced by \( d \), i.e. the singleton set containing \( K \) is open and
closed in this topology. Now, if \( (I_P, d) \) could be topologically imbedded in the
real line using an imbedding \( \iota \), then for each \( K \) as above we would have that
\{\iota(K)\} is open and closed in the topological subspace \(\iota(I_P)\) of the real line, i.e. that there is an open interval \(J \subset \mathbb{R}\) such that \(J \cap \{\iota(I_P)\} = \{\iota(K)\}\). Assuming uncountably many isolated points \(K\) in \((I_P, d)\), we could therefore construct a partition of \(\mathbb{R}\) into uncountably many intervals, which is impossible by a well-known result from general topology. Hence we conclude that \((I_P, d)\) cannot in general be topologically imbedded into the real line.

From the considerations just presented we conclude that alternative metrics or even methods have to be investigated in order to carry over the result from [HSK99] mentioned above for acyclic programs with injective level mappings to more general classes.
Chapter 10

Conclusions

There are many aspects to this work, which are in fact closely interconnected. We want to conclude with a short discussion of different points of view from which the work in this thesis can be put into a more general perspective.

Logic Programming and Non-monotonic Reasoning

The denotational aspects of logic programming with negation are still not sufficiently understood. We contribute to this general line of research by using topological methods for the analysis of fixed-point semantics. Recently, some studies of topological approaches to inductive logic programming have been undertaken [GNAJBD00] which is a field of further study.

Knowledge Representation and Reasoning

Logic programming can also be understood as a simple model of reasoning, and the behaviour of the single-step operator as an inductive perspective on it. Since many of our results were concerned with understanding the dynamics of this operator, they can be understood as an approach to understand the dynamics of reasoning, as motivated for example in [BDJ+99]. Extensions, e.g. to quantitative logic programming paradigms which incorporate probabilistic or fuzzy logic structures, suggest themselves.

Comparison and Integration of Paradigms

The single-step operator obtains its iterative behaviour from a relatively simple set of rules, has a very complex dynamics which is difficult to understand, and sometimes produces meaningful results as limits of the iterations. From this perspective, analogies to chaos theory and topological dynamical systems come into
view, and indeed some few investigations along these lines have already been undertaken. They also open up connections to other paradigms like artificial neural networks, as in Chapter 9.

**Denotational Semantics and Domain Theory**

In recent years, quantitative aspects of domain theory, using generalized metrics, have been studied intensively. The study of denotational logic programming semantics from a generalized metric point of view can be understood as a contribution to this general area of research. It is not surprising, for example, that injectivity of level mappings has made its appearance in several chapters, since the finite and cofinite interpretations correspond to the notion of compact elements in domain theory.

Investigations concerning domain theory in logic programming have also been undertaken by Rounds and Zhang [ZR97a, ZR97b, ZR98, ZR98], and relationships between their approach and the results in this thesis remain to be worked out. The topological perspective of our work gives a continuous point of view on the discrete logic programming paradigm and should also be transferable to quantitative logic programming paradigms as mentioned above.

**Topology (in Computer Science)**

General topology allows one to naturally build a bridge between the discrete and the continuous, which is an important line to investigate since computing is inherently discrete while the world, which computing is supposed to model, is often perceived as continuous. The results in this thesis contribute to this discussion by providing a continuous framework for the study of the discrete logic programming paradigm, as it was also suggested in [BDJ+99]. We have also contributed to some topological aspects of domain theory and to the study of fixed-point theorems in general.

The author hopes that his results constitute valuable contributions to the above mentioned areas of research.
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