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A B S T R A C T

To be competitive against other renewable energy sources, energy converted from the ocean waves needs to reduce its associated levelised cost of energy. It has been proven that advanced control algorithms can increase power production and device reliability. They act throughout the power conversion chain, from the hydrodynamics of wave absorption to the power take-off to improve the energy yield. The present work highlights the development and test of several algorithms to control the biradial turbine which is to be installed in the Mutriku oscillating water column plant. A collection of adaptive and predictive controllers is explored and both turbine speed controllers and latching strategies are examined. A Wave-to-Wire model of one chamber of the plant is detailed and simulation results of six control laws are obtained. The controllers are then validated using an electrical test infrastructure to prepare the future deployment in the plant. Finally, the control strategies are assessed against criteria like energy production, power quality or reliability.

© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

In a global context of climate change, Nations are getting organised to limit and reduce their emission of greenhouse gas. The Paris Climate Agreement signed by 183 countries, representing 90% of the emissions, announced their will to politically engage in planning for a low carbon strategy. Pursuing the development of clean and renewable energy is clearly in line with this agreement. There is a tremendous amount of energy available worldwide from clean sources. The members of the European Union are on track to reach the objective of 20% of renewable production in 2020 [1]. The renewable energy sector is still at an early development phase as can attest the wide variety of concepts [3–6] and as many means of power extraction via the Power Take-Off (PTO) [7–10]. The wave energy sector is now mature. Wind, solar, and hydropower plants represent 90% of the installed renewable capacity in the European Union in 2017 [2].
created by the oscillating movement of the waves to drive an air turbine. This turbine is then connected to a conventional generator to produce electricity. State of the art publications are available in Refs. [11–14]. Actually several concepts using this technology have reached sea trials. Both fixed and floating structures were deployed at sea, just to name some of them: the Mighty Whale in Japan, the Pico plant in Azores Islands [15], the Limpet in the Island of Isle, the bottom standing OWC of Trivandrum India, the Backward Bent Duct Buoy from Ocean Energy, the Oceanlinx nearshore OWC, the bottom-standing plant at Yongsoo in South Korea, the Mutriku Wave Power plant and the Marmok-A5 from Oceantec/IDOM in the north of Spain.
The area of control in wave energy is acting to optimise the energy production, inducing more incomes, while requiring little additional investments, and is identified to be one of the key cost-reduction pathways to reduce the cost of energy [16]. Extensive work on control theory applied to the wave energy conversion has been produced [17–20]. Optimum control theory goal is to perform a phase and amplitude matching so the Wave Energy Converter (WEC) enters in resonance condition, amplify its motion and absorb more power. Two main types of phase control exist: reactive control [21–23] and latching control [24–26]. Reactive control relies on a PTO capable of sending back energy to the system to change its motion, whereas latching requires a mechanism to keep the WEC motion still and release it at the right moment. Some of them are relying on Model Predictive Control algorithms [27–29] to further improve their performance. However, these strategies were criticised first of all theoretically because the linear potential flow theory assumptions do not apply anymore [18,30], and in the issues of real implementation. The absence of latching mechanisms robust enough [31], or in reactive control the double generator efficiency penalisation of the power flowing from the PTO to the float absorber [32], and also in the need for predicting the wave force [25,33]. Few were actually tested experimentally [34,35] and even less had the opportunity to be deployed in real sea environment [36].

For the case of the OWC, the main type of control strategy employed is called turbine speed control. It consists in adjusting the turbine speed by applying a generator torque in order to set the turbine at good efficiency ranges [37–40] and, in the case of the Wells, avoid stalling events, sometimes supported by airflow control [41,42]. Theoretical studies were performed on latching in Refs. [43–47]; and experimental work is done on a small scale spar buoy in Ref. [48]. Electrical test infrastructures were used for the speed controls in Refs. [49–52] to validate the implementation of algorithms in Hardware-in-the-Loop (HIL) experiments. Real sea testing of devices and control using OWC systems are reported in Refs. [53–56].

The focus of this work is to develop, assess and compare the performance of several control strategies applied to the OWC. Along the European Union funded project H2020 OPERA project, these controllers will be implemented first in the Mutriku plant and then to the Marmok-A5 from Oceantec/IDOM. Numerical simulations are done using the same Wave-to-Wire model (W2W) that describes one of the 16 chambers composing the OWC plant in Mutriku. These algorithms act throughout the power conversion chain; from the hydrodynamics of wave absorption to the turbine aerodynamic and electrical equipment efficiency. After numerical simulations, all the algorithms are validated for deployment with dry testing in one of the two available test facilities. In total, 6 control laws (CL) are presented (c.f. Table 1), and composed of adaptive controllers and a predictive one. The adaptive controllers are based on operational plant data to define the instantaneous control action, and the predictive strategy performs an online optimisation during a prediction horizon. Also, despite the adaptive/predictive distinction, two types of control strategies are classified; turbine speed controllers act to set the Power Take-Off (PTO) to its best point of efficiency, and the latching control strategies aiming at modifying the WEC motion in order to force resonant conditions with the incident waves. Latching is made possible here by the fast actuating HSSV installed at the inlet of the turbine rotor.

The paper is structured in six main parts. Section 2 describes the Mutriku Wave Power Plant (MWPP), starting with the available water resource and the motion of the internal water surface for one of the 16 chambers of the plant. Then, the air chamber dynamics and the interaction with the biradial turbine are explained as well as the power conversion components. The derived W2W time domain numerical model will be used as the common framework for all the controllers. Section 3 consists in the description of the 6 control laws, detailing their requirements. The results assessment is done in Section 4 which describes all the numerical simulations process and the results to ease the comparison of the different control laws, while Section 5 addresses the laboratory tests. First, the two facilities used to conduct them are described, followed by the explanation of the tests carried out and the results obtained. Finally, Section 6 concludes the paper.

2. Mutriku power plant wave-to-wire model

The Mutriku wave energy plant is built inside the new harbour breakwater in the Bay of Biscay [57,58]. The technology selected for the energy conversion is the OWC. A common framework is required for the comparison of the control algorithms. Thus, a time domain numerical model of one of the air chambers along with its PTO system are developed and will be used as the common basis for all the controllers. The frequency domain study detailing the computation of the plant’s hydrodynamic coefficients can be found [40,59]. The plant physical parameters and the chamber dimensions are shown in Table 2.

2.1. Wave resource

Although the Mutriku plant produces energy in its local wave climate, the plant operation was designed using only 14 distinct sea states (SS) according to the site-specific occurring incident sea conditions.
states [57]. The characteristics sea states are presented in Table 3 with respect to their significant wave height $H_s$, the energy period $T_e$ and the frequency of occurrence $f_0$.

The wave power plant is situated in shallow waters, hosted in a breakwater so it would be incorrect to assume a typical wave spectrum to that used in offshore applications. To take into account the effect of finite depth in front of the plant, a TMA spectrum approach [60] is used to model the waves motion. A site-specific attenuation function was applied as shown in Appendix A.

### 2.2. Internal water surface motion

The heave motion $z(t)$ of the Internal Water Surface (IWS) was modelled as an imaginary rigid piston of mass $m$. This approximation is expected to be accurate since the characteristic dimension of the air chamber is much smaller than the wave length. Based on the Newton’s 2nd law, the equation of motion is

$$m + A_{\infty} \ddot{z}(t) = F_{\text{exc}}(t) + F_{\text{rad}}(t) + F_{\text{hi}}(t) + F_{\text{press}}(t).$$

Here $A_{\infty}$ denotes the added mass when the frequency tends to infinity.

The excitation force $F_{\text{exc}}$ is the force of an incoming wave upon the IWS

$$F_{\text{exc}}(t) = \sum_{j=1}^{N} \Gamma(\omega_j) A(\omega_j) \sin(\omega_j t + \phi(\omega_j) + \phi_j),$$

with $\Gamma(\omega_j)$ the excitation force response per unit of wave amplitude $A$ over the angular frequencies $\omega_j$, obtained with the hydrodynamic solver WAMIT. The computation of the wave amplitudes is described in Appendix A. The phase response of the IWS with respect to the wave elevation, as function of $\omega_j$, is denoted as $\phi(\omega_j)$, and $\phi_j$ are the wave random phases.

The wave radiation damping force $F_{\text{rad}}$ in the time domain is computed by the convolution integral

$$F_{\text{rad}}(t) = - \int_{0}^{t} K(t - \tau) \dot{z}(\tau) \, d\tau.$$

Here $K$ is the radiation impulse response function. In the present work, the radiation force is approximated using a 20th order Prony’s method [61].

The hydrostatic restoring force is defined by

$$F_{\text{hi}}(t) = - \rho_w g S_{\text{iws}} z(t),$$

where $S_{\text{iws}}$ is the area of the IWS and $\rho_w$ is the sea water density.

The resultant of the pressure forces, often called PTO force, in the internal water free surface is

$$F_{\text{press}} = - p(t) S_{\text{iws}}.$$

where $p(t)$ is the pressure in the chamber relative to the atmosphere.

Finally, the validation of the IWS motion is made by comparing the RAO obtained from the hydrodynamic study and running the time domain model in regular waves (c.f. Fig. 1). The relative error of the time domain model simulation with respect to the frequency-domain is also depicted.

### 2.3. Air chamber and PTO

#### 2.3.1. Air compressibility model

Assuming a isentropic compression/expansion of air in the chamber, the following relation can be stated

$$\frac{\rho_c}{\rho_c^*} = \frac{p_c}{p_c^*} \left(\frac{\gamma}{\gamma - 1}\right).$$

where $\rho_c$ is the air density inside the chamber, and $\gamma$ is the specific heats ratio for air. The subscript “$c^*$” denotes atmospheric conditions. Introducing the dimensionless relative pressure $p^* = p / p_c^* - 1$ and taking the derivative in time of Eq. (6), we obtain

$$\dot{\rho}_c = \frac{\rho_c}{m_c} \left(\frac{\gamma}{\gamma - 1}\right) \frac{\dot{V}_C}{V_c}.$$

The mass balance in the air chamber is given by

$$\frac{d(\rho_c V)}{dt} = - m_t,$$

or

$$\frac{\dot{V}_c}{V_C} = \frac{\dot{m}_t}{m_c}.$$

where $V_c = S_{\text{cham}} (h_{ch} + z)$ is the instantaneous volume of the chamber, $m_t = \rho_c V_c$ denotes the mass of air inside the chamber, and $m_t$ is the turbine flow rate (positive for exhalation). Replacing Eq. (6) in Eq. (9) gives

<table>
<thead>
<tr>
<th>Table 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutriku sea states.</td>
</tr>
<tr>
<td>SS</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
</tbody>
</table>

Fig. 1. Comparison of the RAO of the IWS motion obtained from the time domain model using Prony method and the frequency domain one.
\[
\frac{p^*}{p^* + 1} = -\gamma \left( \frac{V_c}{V_c + \frac{m_t}{m_c}} \right)
\]

To solve Eq. (10) in time, the density \( \rho_c \) is computed using Eq. (6). The computation of the turbine mass flow rate is described in the next section.

2.3.2. Biradial turbine

The biradial turbine is a novel turbine whose air flow enters the stator and exits the diffuser radially. It has been design and manufactured in the framework of the OPERA project and the turbine behaviour and performance are shown in Fig. 2 were obtained during the design phase. The characteristics can be represented with the dimensionless coefficients of pressure head \( \Psi \), mass flow rate \( \Phi \), turbine power \( \Pi \), and efficiency \( \eta_t \) as

\[
\Psi = \frac{u_v}{\rho_{in} \Omega^2 d_t^2}
\]

\[
\Phi = \frac{m_t}{\rho_{in} \Omega d_t^2}
\]

\[
\Pi = \frac{p_t}{\rho_{in} \Omega^3 d_t^3}
\]

\[
\eta_t = \frac{\Pi}{\Psi \Phi}
\]

Here \( \rho_{in} \) denotes the air density at inlet stagnation conditions, \( \Omega \) is the turbine rotational speed, \( d_t \) is the turbine rotor diameter, and \( p_t \) is the turbine aerodynamic shaft power. \( u_v \) denotes the valve actuation and its control sequence is described in the following section. In the inhalation half cycle, \( \rho_{in} = \rho_{at} \). For the exhalation half cycle, \( \rho_{in} = \rho_{c} \). In the current work, we made the approximation that \( \rho_{in} = \rho_{at} \) which is reasonably valid for low energetic sea states. The turbine has a rotor diameter of \( d_t = 0.5 \) m.

2.3.3. High-speed stop valve

The turbine is equipped with the high-speed stop valve (HSSV) installed in series with the turbine that controls the flow rate. The fast actuation, around 1/5 s, enables the use of latching control strategies. Also, it can be operated to avoid overspeeding the turbine/generator set. There is a risk of failure if the maximum speed is exceeded due to the increase of mechanical vibrations and centrifugal forces. The valve position (closed-0, or open-1) is determined by the associated control variable \( u_v \) and its control is common for all the CL.

\[
u_v = \begin{cases} 
0, & \text{if } u_v = 1 \text{ and } \Omega > \Omega_{th,up} \\
0, & \text{if } u_v = 0 \text{ and } \Omega > \Omega_{th,down} \\
1, & \text{otherwise}.
\end{cases}
\]

The threshold speed are defined by the upper limit \( \Omega_{th,up} = 3000 \text{ rpm} \) to close the valve and the \( \Omega_{th,down} = 2500 \text{ rpm} \) to open it.

2.3.4. Electrical conversion

An asynchronous induction generator is connected to the turbine shaft and is responsible for converting the mechanical energy to electricity. Its specifications are collected in Table 4.

The generator loss model includes the main losses that affect the conversion from mechanical to electrical power that are:

- mechanical losses \( P_{ml} \)
- iron losses \( P_{il} \)
- winding losses \( P_{wl} \)

The bearings mainly cause mechanical losses. Its value can be estimated as a function of the shaft diameter and the rated power for a type of generator (number of poles). Fig. 3 shows the estimation of these losses with data extracted from Ref. [62].

Iron losses are due to iron core perturbation on the magnetic field and can be calculated as seen in Ref. [63] following

\[
P_{il} = B^2 \left( \sigma_h \frac{f_{Hz}}{100} + \sigma_e \left( \frac{d_{ip} f_{Hz}}{100} \right)^2 \right) \omega_{gen}.
\]

where the average magnetic field in the air gap is set to \( B = 0.8 \text{ T} \). The hysteresis and eddy current loss coefficients have been selected to be respectively \( \sigma_h = 5.01 \) and \( \sigma_e = 44.80 \) and come from an adjustment made on the generator presented in Ref. [64]. The iron core steel plate thickness is selected to be \( d_{ip} = 0.64 \text{ mm} \) given in Ref. [65].

Finally the winding losses are derived from the RMS stator current and the stator resistance \( R_{st} \) following this equation

\[
P_{wl} = I_{st, rms}^2 R_{st}.
\]

The generator electrical power is then computed with the sum of the loss resting to the turbine power so that

<table>
<thead>
<tr>
<th>Table 4 Generator specifications.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
</tr>
<tr>
<td>Nominal power</td>
</tr>
<tr>
<td>Nominal torque</td>
</tr>
<tr>
<td>Nominal speed</td>
</tr>
<tr>
<td>Pairs of Poles</td>
</tr>
<tr>
<td>Max/Nom torque ratio</td>
</tr>
<tr>
<td>Runaway speed</td>
</tr>
<tr>
<td>Insulation class</td>
</tr>
<tr>
<td>Weight</td>
</tr>
<tr>
<td>Nominal voltage</td>
</tr>
<tr>
<td>Frequency</td>
</tr>
</tbody>
</table>
\[ P_g = P_t - (P_{ml} + P_d + P_{wl}), \]  
and its efficiency is the ratio \( \eta_g = \frac{P_g}{P_t}. \)

2.3.5. Generator operational regions

Due to the intrinsic nature of wave energy, the generator will have to be operated over its nominal condition and deal with peaks of production during short periods of time. The operational limitation of an induction generator is defined by its current and voltage limits. Below the nominal voltage in the constant torque region, the current limit is proportional to the maximum torque. It is possible to operate a generator at maximum current periodically keeping in mind that the temperature of the windings will rise and cannot reach a certain threshold. Over the rated voltage the generator enters the flux-weakening operation region. The maximum electrical torque decreases with the square of the speed due to the magnetic forces in the generator whereas the mechanical load torque decreases with the inverse of the speed and the nominal power is then constant. The different operation regimes are presented in Fig. 4. In the current configuration, the generator's 3 phases are connected to a frequency converter which rated voltage is \( V_{PE,nom} = 690 \text{V} \) and sized 3 times higher than the generator power. This configuration allows an overspeed of the generator and shifts the voltage limit to the overspeed threshold:

\[ U_{os} = \frac{V_{PE,nom}}{V_{nom}} U_{nom} \]  
(19)

The maximal peak power over that configuration is thus \( P_{max} = M_{mn} T_{g,nom} U_{os} \approx 100kW. \)

2.3.6. Drive train implementation

The dynamics of the drive train of inertia \( I \) describing the turbine/generator set angular acceleration is given by

\[ I \ddot{\Omega} = T_k - T_g, \]  
(20)

where \( T_g = \frac{P_g}{\Omega} \) is the generator electromagnetic torque.

3. Control laws description

All the adaptive and predictive control laws are explained here, including the speed controllers and the latching strategies.

3.1. CL1: torque control based on turbine speed

The first CL is based on several research papers \([37,51,66]\) and adapted for the case of the Mutriku plant. The controlled torque to be applied by the generator is related to the fact that along with a time frame long enough the average of the turbine and generator powers are equal considering a lossless drivetrain. A simple and effective generator control can be derived from the turbine power using simple physical arguments. If the goal is to maximise the turbine efficiency then the turbine is to be operated at the best efficiency point \( \Psi_{bep}, \) see Fig. 2, and the turbine power is computed from Eq. (13) as

\[ P_t(\Psi_{bep}, \Omega) = \varepsilon_{at} d_{\Psi}^5 \Pi(\Psi_{bep}) \Omega^3 = \text{const} \Omega^3. \]  
(21)

As such, the generator power control could follow a relation of the type

\[ T_{ctrl} = a \Omega^b, \]  
(22)

where the exponent \( b \) should be around 2.

An offline optimisation is used to tune the slope \( a \) and \( b \) exponent coefficients of the torque law and parametrise the control parameters for the MWPP. Besides, a peak power control is included to limit the reference control torque and avoid overloading the generator. The CL used in the numerical simulations is then
3.2. CL2: torque control based on chamber pressure

The second control algorithm developed in this study uses a torque law not based on the instantaneous rotational speed but on the relative chamber pressure. It arises from work performed in Ref. [54]. The derived controlled torque yields to the generator torque law:

\[ T_{\text{ctrl}} = k_0 + k_1 p, \tag{24} \]

with the constants \( k_0 \) and \( k_1 \) determined by numerical evaluations of the biradial turbine characteristics. The 5-min average of the absolute value of the relative chamber pressure \( p \) is introduced, replacing the instantaneous pressure drop. Indeed the sudden changes in internal pressure would yield to hazardous change of the controlled torque resulting in stressing the generator. The length of the moving average window was determined to allow a responsive evolution of the generator torque.

An overspeed protection feature is introducing to operate the turbine safely and avoid overspeeding in high energetic seas. A third term was added to Eq. (24), responsible for increasing the controlled torque in instantaneous high-pressure values and brake down the turbine. Finally, CL2 torque law is:

\[ T_{\text{ctrl}} = k_0 + k_1 p + k_2 |p - \bar{p}|. \tag{25} \]

3.3. CL3: latching control based on sea state data

This control law is a modified latching control from Refs. [67,68], but the control law does not require precise future wave prediction. Instead, the control law will use the wave energy period \( T_e \) from previous wave forecast statistics. Therefore, this control law is proposed as a sub-optimal control for improving wave energy conversion for the OWC devices.

The implementation of the control law includes the closing and opening of the control valve. The latching durations are calculated based on the sea state and the internal water surface first resonance period \( T_0 \). The physical implementation of the control law is as following.

- Step 1 - The control law closes the HSSV when the chamber relative pressure \( p \) is around zero.
- Step 2 - The valve stays closed during the latching duration and then goes back to the open position.

\[ T_{\text{latch}} = \frac{T_e - T_0}{2}. \tag{26} \]

3.4. CL4: Threshold latching based on turbine speed and chamber pressure

The CL4 is an enhanced version of the strategy 2 described in Refs. [43,44] and it is called in the literature as threshold latching. It uses the rotational speed and the air chamber pressure to control the HSSV position. The main goal is to avoid over-powering the turbine and the generator in more energetic sea states. The variable used to compute the opening instants is the pressure head coefficient \( \Psi \).

The latching control implemented within this control, is based on a positive threshold for the pressure head coefficient, \( \Psi_{\text{thr}}^+ \), and a negative threshold, \( \Psi_{\text{thr}}^- \). When \( \Psi \) is positive and is above \( \Psi_{\text{thr}}^+ \) then the valve is opened. The valve is closed when \( \Psi < \Psi_{\text{thr}}^- \) and the elapsed time after the opening order is greater than a specified time interval \( \Delta t_{\text{min}} \). Analogous strategy is applied when \( \Psi \) is negative. The threshold values \( \Psi_{\text{thr}}^+ \) and \( \Psi_{\text{thr}}^- \) are to be determined experimentally. The used of a pre-defined minimum elapsed time \( \Delta t_{\text{min}} \) after the opening order aims to avoid intermittent operation for short time intervals. The outer-loop of this control law applies the generator control law CL1 as given by Eq. (23).

3.5. CL5: torque control based on reinforcement learning

CL5 is an application of Reinforcement Learning for the control of the biradial turbine in the Mutriku power plant. The goal is to find the optimal curve relating the maximum power and turbine rotational speed, by measuring the output generator power and adjusting the generator torque accordingly. A model-free control was adopted to perform an on-line optimisation with operational data. The main aim is to tune the coefficient \( a \) of the torque law Eq.
without relying on the plant model. This approach makes CL5 unbiased by modelling errors or changes in the model due to “wear and tear”.

In general Reinforcement Learning, an agent, which is in a particular state \( s_n \), interacts with the surrounding environment by taking an action \( a_n \), where \( n \) defines the time step of the algorithm. The agent then moves to a new state, \( s_{n+1} \), and the action is followed by a reward, \( r_{n+1} \), depending on its outcome. The action selection process is modelled as a Markov decision process based on the value function that defines the estimate of the future reward. The agent is expected to learn optimal behaviour over time for the maximisation of the total reward \([69]\). The implementation presented here applies a Q-Learning algorithm. The state variables are chosen to be a 2-dimensional discretisation of the turbine speed and generator power

\[
S = \left\{ S_j S_l = (\Omega_j, P_g, k), j = 1, \ldots, J, l = 1, \ldots, L \right\},
\]

where \( J \) and \( L \) determine the number of states. The action \( a_n \) at any time \( n \) is chosen to be one of the following: i) increase, ii) decrease, or iii) do not change the generator torque (given the same turbine speed); or equivalently: i) increase, ii) decrease, or iii) do not change the slope coefficient \( a \). Thus, we have an action space

\[
A = \{ a | a \in \{-\Delta a, 0, +\Delta a\} \}.
\]

The reward is chosen to be a function of the average (over a time-horizon, here few wave-lengths) output power as:

\[
r_{n+1} = \begin{cases} 
\Delta P_{avg,g,n+1}/1000, & \Delta P_{avg,g,n+1} > \delta, \\
0, & -\delta < \Delta P_{avg,g,n+1} < \delta, \\
\Delta P_{avg,g,n+1}/1000, & \Delta P_{avg,g,n+1} < -\delta,
\end{cases}
\]

where \( \delta \) is a design parameter (minimal viable change in average power) applicable to all sea states. Scaling the power by 1/1000 for the reward function has proven to be more efficient in simulations in varying sea states.

The Reinforcement Learning algorithm employs an exploration strategy to find the optimum value of the slope coefficient \( a \) of the torque law Eq. (22), and thus the optimal torque. This is achieved by updating a Q-table as a function of reward and previously accumulated (but over time discounted) rewards for any state/action combination, and using the Q-table (thus previous rewards for taken actions at given states) together with an exploration rate, to decide the current action. Exploration rate, learning rate and discount factors are design parameters which are chosen to accommodate the trade-off between fast convergence of the exploration strategy and robustness of the result with respect to uncertain external conditions, i.e., varying sea states and model uncertainties.

3.6. CL6: predictive torque control based on future wave elevation

The following controller is a non-linear model predictive control using a receding horizon framework to perform the on-line optimisation. The aim is to maximise both the turbine and generator efficiency, so the power output is optimal for a fixed prediction horizon \( T_{hi} \) as a function of the incoming waves. It is based on the torque law proposed in Eq. (22), which relies on a lossless drivetrain and the characterisation of the turbine, at the difference that the proposed strategy computes the instantaneous control torque accounting for the overall power conversion.

Two phases characterise this control law: i) the computation of the control coefficients \( a \) and \( b \) of Eq. (22) during the prediction horizon, and ii) their application during the replanning period. During the prediction horizon, an on-line optimisation determines the best coefficients \( a \) and \( b \) of the torque law Eq. (22) and constitutes the control vector \( u = \{ a, b \} \). The newly characterised control law is then applied during the re-planning time. The optimisation algorithm maximises the performance index

\[
J(u) = \frac{1}{T_{hi}} \int_0^{T_{hi}} (\alpha P_t + \beta P_g(u)) dt.
\]

Note that the turbine power output is indirectly affected by the control vector \( u \). The parameters \( \alpha \) and \( \beta \) are weighting parameters used to prioritise the power absorption or power conversion into electrical power.

4. Assessment of the control laws based on simulation results

This section highlights the performance of each control law in terms of power production, reliability and power quality. The simulation results are obtained for all the algorithms upon the 14 sea states presented in Table 3. CL1 is used as the base case control for comparing the algorithms. The time simulation of an individual test is set to 1/2 h to represent the typical time duration of a sea state. An exception is made for CL5 as it needs longer time simulation for the control parameters to converge. In this case a simulation of 12 h is set and the last 1/2 h is used for the analysis.

4.1. Power production

In Fig. 5, the energy production for each CL is defined as the sum of the energy produced during the 14 sea states (c.f. Table 3), including the frequency of occurrence and assuming the plant is available 100% of the time. The two latching control strategies, CL3 and CL4, show the lowest performance and their energy production is below the base case. The objective of a latching controller is to tune the device motion to obtain resonant condition and absorb more energy at the wave-structure interaction. Referring to Fig. 1, the RAO shows the plant always amplifies the wave motion (RAO > 1) so invalidating the use of such controllers for this plant. Instead of improving the performance, the two algorithms have a negative effect on the energy production due to an inappropriate use of the latching valve. CL2 presents a small increase in the energy produced with 4.4% of additional energy in respect to CL1. CL5 provides a substantial increase in respect to the base case (CL1) by producing...
17% more energy. The predictive law CL6 outperforms all the CL by exerting an overall increase in energy production of more than 20% with respect to the base case.

The comparison of energy production against electrical power production is interesting in the sense that the overall energy produced includes the frequency of occurrence of the sea states which cannot be considered for the electrical power (c.f. the panels on the left-hand side of Fig. 6). It is relevant to analyse not only the efficiencies of the PTO subsystems but also the power produced at each energy conversion step for each CL and in a selection of SS as can be seen in Fig. 6: the results are detailed in terms of energy, powers (pneumatic, mechanical and electrical) and efficiencies (turbine, generator and overall PTO), for three distinct sea states corresponding to low, medium and high energetic wave conditions.

The control objective of CL1 is to reach the highest average turbine efficiency, around 70%, for all the sea states. The CL2 results show both poor turbine efficiency and poor generator efficiency. It makes up for the poor efficiencies with higher pneumatic power which is cause mostly by the extended availability of the PTO system. This shows up most prominently in the highest energy sea states, where the CL2 produces the third most energy despite poor overall efficiency. The CL3 shows good turbine and generator efficiency, but it has less available pneumatic energy due to the latching of the air valve. Due to this loss of available pneumatic energy, the CL3 overall electrical energy output suffers and limits the effectiveness of CL3. CL6 is the one showing the best results in terms of energy for all the studied SS in comparison with the other CLs. The increase in SS5 and SS8 are around 10% and reaches 90% in the most energetic one. Focusing on the turbine efficiency, performance of CL6 is usually lower than the one of CL1 (around 5%) but on the other hand the generator operates at better regimes as its efficiency is around 10% higher. The overall PTO efficiency is thus close to 5% higher in CL6. As a general observation, the PTO efficiency when operating the predictive controller oscillates around 45–60%. Focusing on SS14, the pneumatic energy is almost twice as high as in CL1 and including the slight increase in efficiency one can understand the good score of this control strategy in terms of energy production. Mainly this can be explained by the inclusion of both the turbine and generator output power to the cost function. Also, in higher sea states, the predictive algorithm prevents the
HSSV from closing during long time duration, synonym of loss of absorbed energy, because it is capable of adapting the torque law parameters so that the turbine exceeds the cut-off speed less often. In general, the performance of a controller cannot be assessed only by its efficiency as it was highlighted that a less efficient CL could generate more output power (c.f. results for CL2).

Fig. 7 shows a detailed view of the turbine performance for all the control laws in SS8. On each panel, the probability distribution of the dimensionless pressure head $\Psi$ is plotted together with the turbine efficiency. The more the pressure is distributed in the high turbine efficiency range the better the turbine performance. The two latching laws, CL3 and CL4, are quite recognizable with the highest probability appearing close to $\Psi = 0$. The latching valve is often closed, and thus the Eq. (11) yields to zero. For example, CL1 concentrates 87% of the dimensionless pressure probability in the range $\Psi = [-0.75 : +0.75]$; that refers to highly efficient operation regime of the turbine. CL6 concentrates 72% of the probability inside the same range, which classifies it just behind CL1 and CL4. On the other hand, a rather wide and even spread of dimensionless pressure probability can be observed for CL5, which is an indication that the learning algorithm is not controlling for optimal turbine efficiency but maximum long-term energy yield, and thus optimal generator efficiency (c.f. Fig. 8).

In Fig. 8 the CLs are evaluated in terms of generator performance operating under SS10, where the generator efficiency is plotted as a function of the generator load, $\Lambda = P_g / P_g\text{nom}$. The first observation to be made refers to the type of controller employed. While CL1, CL3, CL4 and CL5 follow a unique trend line, CL2 and CL6 show a different pattern. The first case is very specific of a torque law and it can be seen that CL1 and CL4 use the same coefficients. CL3 and above all CL5 present higher efficiency scores compared to CL1 and CL4. The case of CL6 is particular because it is based on a torque law like most of the controllers but able to take not only the trend of CL1, for example, but as many as the optimisation can produce. This is an evidence of its capacity to adapt dynamically to internal and external conditions. Because CL2 is not based on rotational speed but on pressure, it produces a curve shape that is very different to the other CLs with an efficiency clustered in the upper left part of the figure.

4.2. Reliability

This section analyses reliability issues, or how the different controllers do apprehend the components operation in extreme conditions. Quantities like the peaks in the generator production and valve operation are studied to understand how the different control laws deal with the operation above the nominal conditions. In Fig. 9 the probability distribution of the generator power is plotted for each CL during operation in the highest energetic sea state. The torque laws employed in CL1 and CL4 avoid any...
overloading of the generator while all the others allow that kind of operation. During this SS, CL2 does not operate above twice the generator rated power. CL5 and CL6 are allowing operation until the maximal generator power. Also, referring to Fig. 8, CL1 and CL4 are the only two controllers that do not overload the generator during operation in SS10. CL2 and CL3 reach 1.5 times the generator rated power while CL6 operates the generator with peaks twice the nominal capacity, this value was elevated over 2.5 times in the case of CL5. The generator is able to operate in this configuration over its rated capacity as detailed in Section 2.3.5 but can produce an accelerated wear if exposed to that operation during a long time. In practice, if not properly ventilated the generator can generate an over-temperature. In the case the temperature rises over the one of the insulation class, the stator varnish protection can melt and the windings would produce a shortcut.

Fig. 10 gives an overall view of the power peaks produced by the different controllers. It shows a scatter plot of the peaks of power over the average electrical power — also known as peak-to-average power ratio — as a function of the average generator power for all CLs and all the SS. Control algorithms, such as CL5 or CL6, are the ones stressing the electrical components the most followed by CL2 and CL3. This type of behaviour implies a poorer score regarding reliability issues and quality of power sent to the grid.

Focusing on the shut-off valve operation allows to assess how a CL relies on this component. The longer the valve is closed the higher the number of switching from open to closed position and the lower its life time. It is obvious the latching algorithms requires an intense operation of the valve and thus it is more likely to present a potential failure (c.f. Table 5). CL1 is also relying on the valve but for safety reason because the torque law, by avoiding generator overloads, allows the turbine to reach higher speeds, until reaching the cut-off speed that forces the valve to close. On the contrary CL2, CL5 and CL6 do not usually operate the safety valve because they allow higher torques to reduce the turbine speed.

![Graph](image_url)

**Fig. 10.** Peak-to-average power in function of the average generator power each of CL for all the SS.

### 4.3. Highlights on simulation results

As a base case, CL1 is the reference law against which the other algorithms are tested. As an overall observation, its performance is fair and its philosophy is to set the turbine at its best operation point, which is achieved most of the time. It includes a peak-power control that prevent operating the generator higher than its nominal capacity. This type of operation, though the most careful considering generator reliability, have the effect to operate at higher speed lower torques. The impact is double, from one side there is less energy absorbed by the device because the safety valve...
operates more often and on the other side the generator does not
operated in optimal ranges. In what concerns Control Law 2, it is
different from all the other control laws tested during simulations.
CL2 relies strictly on the measured pressure within the plenum
chamber to determine the applied generator torque, while all other
control laws presented here use turbine-generator speed to
determine applied torque. The algorithm uses both a moving
average pressure and the instantaneous chamber pressure. Due to
the hysteresis in the OWC system, where changing pressure leads
changing flow in the chamber, the application of the instantaneous
pressure within the control law algorithm gives CL2 chronologic
advantage over the other non-predictive control laws. This advan-
tage manifests in the operations of the HSSV and the average
rotational speed. However, the simulations show these advantages
balanced by losses in both turbine and generator efficiency com-
pared to the other control laws. The annual energy production of
CL2 is bested only by the reinforcement learning and the predictive
control laws during simulation, this is largely due to an increase in
available pneumatic power caused mostly by the minimal use of
the HSSV. The limited use of the HSSV bodes well for the me-
chanical reliability of the OWC, but the peak-to-average generator
power fluctuations could lead to electrical reliability degradation.
The generator power fluctuations were unexpected as CL2 was
originally designed to minimise swings in applied electrical torque,
but the addition of the instantaneous pressure to the algorithm
sacrificed electrical torque stability to moderate peaks in turbine
rotational speed. These results highlight the delicate balance these
control laws are attempting to maintain by maximising both me-
chanical and electrical performance. CL2 performs well, but there is
room for improvement available.

In Control Law 3 and 4, the latching control laws are designed to
maximise the hydrodynamic response of the OWC by adjusting the
resonant frequency to match the frequency of the incoming waves.
The latching system controls a valve that seals the plenum chamber
of the OWC from outside atmosphere, which changes the hydro-
dynamic properties of the system. During operation of CL3 and CL4,
a secondary control law is required for the turbine-generator sys-
tem. For the tests performed during these simulations, CL1 is ap-
piled to the turbine-generator. The results of the simulations
show that they poorly operate in comparison to the other non-
latching control laws, particularly in the higher energy sea states.
Interestingly, CL3 produces more electrical energy than CL1 for SS
14, this is caused by better application of the HSSV. In SS 14, the
latching of CL3 keeps the turbine speed lower, which increases the
availability of the PTO system. There are several reasons for the
poor performance of the latching algorithms. The main issue was
that hydrodynamic response of the Mutriku OWC Plant is relatively
uniform across the various periods that affect the plant. This leaves
little room for improving the response amplitude operator through
latching, and when the latching valve is closed, the OWC converts
zero pneumatic energy to mechanical energy. These losses are not
recovered via hydrodynamic improvement. The larger energy sea
states have longer periods, which lead to longer latching times and
greater energy losses. The latching control theory behind the
development of CL3 works best with two moving body WECs, but
for the Mutriku plant, there is only one moving body. While the
performance of CL3 and CL4 have proven poor during the Mutriku
testing, there remains hope that it will be effective during offshore
device testing.

Being an adaptive learning scheme and thus designed for long-
term application, CL5 is reassuring that Reinforcement Learning
achieves good performance (in comparison to the other CLs).
Additionally, the CL converges to “optimal” control parameters af-
after the set 12 h learning period, which gives evidence that the CL
is allowing reasonable adaptation to changing conditions. In
the context of adapting to changing systems parameters (e.g. changing
physical parameters because of wear and tear of device compo-
ents or adaptation to unforeseen environments), which highlights
the main benefits of Reinforcement Learning driven control, the
results are promising and could enable long-term management of
optimal energy generation and power quality via scheduling of
varying CLs.

The results obtained with the predictive algorithm CL6 have
given evidence that good performance are due to consideration
given to the overall PTO system, including both the turbine and the
generator. Being predictive, it adapts as well to external and in-
ternal conditions during its receding horizon. It knows the pro-
file of the incoming waves and is aware of the PTO components per-
formance and limitations. Thus it optimally adapts to specific condi-
tions and finds the best trade-off that optimises the control
parameters. In the present analysis, the wave forecasting is ideal,
meaning that the excitation force computed for the optimisation is
the same as the one from the incoming waves that are hitting the
plant. In practice the wave forecasting is not so straightforward to
estimate. The quality of the optimisation is tied to the accuracy of
the numerical model. This could also penalise the good perform-
ance in practical experiments at sea. By showing the best score in
terms of electrical power production, CL6 has demonstrated it is the
most promising among the other CL. Still this hypothesis is yet to be
proved by tests in real sea conditions.

5. Test rig experiments

The proposed control algorithms need to pass a validation
process before future real sea tests at Mutriku. The validation was
performed in an electrical test infrastructure using Hardware-in-
the-Loop (HIL) experiments. This step was considered to be indis-
pensable to check the correct implementation of the controllers
and gain confidence by repeated testing in a dry and controlled
environment before any implementation at sea. The benefits of this
kind of experimental testing are present in literature such as
[70,71]. Two dry test labs were used for the experiments. From one
side, the PTO test laboratory in Tecnalia to validate CL1, CL4 and CL6.
On the other side, the PTO test rig of the MaREI Center, at University
College of Cork, for validating CL2, CL3 and CL5.

5.1. Framework for the experiments

The idea of the HIL test is to emulate the generator dynamic
behaviour of one PTO system of the Mutriku power plant. As such,
the WEC and turbine dynamics are simulated in real-time using a

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Turbine average rotational speed [rad/s]</th>
<th>HSSV closed duration [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS</td>
<td>CL1</td>
<td>CL2</td>
</tr>
<tr>
<td></td>
<td>Average rotational speed [rad/s]</td>
<td>HSSV closed duration [s]</td>
</tr>
<tr>
<td>1</td>
<td>83</td>
<td>43</td>
</tr>
<tr>
<td>2</td>
<td>85</td>
<td>45</td>
</tr>
<tr>
<td>3</td>
<td>94</td>
<td>53</td>
</tr>
<tr>
<td>4</td>
<td>106</td>
<td>64</td>
</tr>
<tr>
<td>5</td>
<td>128</td>
<td>81</td>
</tr>
<tr>
<td>6</td>
<td>145</td>
<td>99</td>
</tr>
<tr>
<td>7</td>
<td>155</td>
<td>106</td>
</tr>
<tr>
<td>8</td>
<td>170</td>
<td>115</td>
</tr>
<tr>
<td>9</td>
<td>188</td>
<td>126</td>
</tr>
<tr>
<td>10</td>
<td>196</td>
<td>134</td>
</tr>
<tr>
<td>11</td>
<td>208</td>
<td>143</td>
</tr>
<tr>
<td>12</td>
<td>210</td>
<td>141</td>
</tr>
<tr>
<td>13</td>
<td>216</td>
<td>150</td>
</tr>
<tr>
<td>14</td>
<td>218</td>
<td>149</td>
</tr>
</tbody>
</table>
dedicated computer, and an electric motor drives the generator with the computed turbine torque.

The used HIL infrastructure consists of two electrical machines facing each other, as described in Fig. 11. The hardware was divided into two key areas: the turbine side labelled as the emulated part and the generator side which is the real part. The turbine side is composed of a motor, that imposes the computed instantaneous turbine torque, the frequency converter, to control the motor, and the motor control software. These components aim to simulate the performance of the WEC and turbine under any sea condition. It is a simulation because the mathematical model is programmed in the motor control software so that it behaves like the OWC. The generator area includes the generator, the frequency converter to control the generator, and a Programmable Logic Controller (PLC) with the generator control software. This part represents the real equipment that is connected between the biradial turbine and the grid. The motor and the generator are coupled directly in the same shaft. The drive train is slowed down by the applied generator torque, and the new speed is sent to the emulation part of the model and thus closes the loop.

The most important aspect of this HIL configuration is that we remove Eq. (20) from a stand-alone numerical simulation. At each time-step of the simulation, the rotational speed of the motor/generator is measured instead of being computed. The measured rotational speed and the computed pressure uniquely define the turbine operating point . To guarantee the dynamic similarity of the experimental tests, the inertia of the HIL configuration (motor/generator) must respect inertia of the real turbine/generator set.

5.2. Scaling methodology

The laboratory infrastructure does not necessarily have the same physical characteristics of the PTO that is to be installed at Mutriku. The generator installed in the test benches have lower rated power than the one for the Mutriku power plant. The present work followed the methodology presented in Refs. [45,51,72,73] where the numerical model ran in real-time at prototype scale in a dedicated computer. The physical inputs and outputs of the numerical model were scaled down to control the motor/generator (model scale) under similarity conditions with the turbine/generator set of the WEC PTO system (prototype scale).

Testbench drivetrains have losses that are different from the losses of the real PTO system. Losses cannot be scaled since they are an intrinsic property of the system. As such, it was decided to cancel the testbench losses by adding the torque losses to the reference torque computed in the numerical model that feeds the motor.

\[ T_t^m = T_{t,\text{ref}}^m + T_{\text{loss}}. \]

where superscript \( m \) denotes model scale. The term \( T_{\text{loss}} \) was determined from free decay tests performed in the testbench.

5.3. Testbench results at Tecnalia

5.3.1. Description of the infrastructure

The characteristics of the electrical machines in the PTO Test laboratory are detailed in Table 6. Fig. 12 illustrates the infrastructure. The motor is controlled using a real-time simulation based on Matlab/Simulink environment and using an xPC configuration. This type of architecture is composed of a host PC for the development of the numerical model, a target PC operated by the Simulink Real-Time OS and where the model is downloaded and run in real time. A NI-6221 process board is installed in the target PC. It is the interface to manage the I/O. This setup simulates the performance of the WEC and turbine. The model includes the sea states and the WEC mathematical equations. It receives the turbine speed from

![Fig. 11. HIL testing framework.](image-url)
5.4. Test lab results at UCC

5.4.1. Description of the infrastructure

The infrastructure used for the experimentation performed at the LiR National Ocean Test Facility at University College Cork is presented in Fig. 14. The basis of the UCC PTO test rig is described in detail in Ref. [74]. This test rig can be used to verify and evaluate control laws, the reader is referred to Ref. [49].

Similar to the Tecnalia equipment, the UCC test rig is composed of two electrical machines directly coupled by a mechanical shaft, with a torque transducer between the two electrical machines. The mechanical drive shaft also includes a stainless steel flywheel that is connected to the system by a five-position gear box. The flywheel allows the drive shaft to be composed of one of five different inertial masses, which can be used to represent the inertia of the system to be tested. As described in Ref. [74], the generator rotor can be set to multiple configurations, depending on the system which is being emulated. The characteristics of the drive train is presented in Table 6.

The HIL interaction of the UCC test rig is controlled so that it is consistent with the operation of the Tecnalia test rig. The real-time simulation is carried out in a Matlab/Simulink environment with a host PC for development and a target PC for testing. The target PC interacts with a PLC that controls both drives and electrical machines of the test rig. The conditions modelled in software are relayed to the test bench equipment via available digital and analogue I/O. The torque applied to the motor acting as the system turbine is determined in the model and relayed to the PLC, while the rotational speed of the rotary system is fed from the PLC into the target PC and applied to the Simulink model in real time. When possible, the controller for the generator resides on the PLC and determines the generator braking torque. This will be done for testing of CL2 and CL3, but due to the complex nature of the computations required to apply the predictive nature of CL5, that controller will reside within the Simulink model and the generator braking torque will be sent to the PLC via the HIL system.

5.4.2. Validation evidence

The HIL tests that were carried out on the UCC test bench were compared to the results of the full simulations described in Section 4. This was done to ensure that the HIL tests and the link between the hardware and the real-time software model were operating correctly and accurately. An example of these comparisons is described and presented in this section. The selected example comes from testing carried out on CL2, where the controller existed within the PLC rather than the Simulink model. The same sea state as the one used in the CL6 validation in the other test rig is selected for the experiment. Fig. 15 shows plots of the rotational speed, applied turbine torque, and electrical power output for a 5-min period of testing for sea state 7. The model and test bench results show excellent agreement in system rotational speed and applied turbine torque. The test bench power is measured from the output of the grid side drive the back-to-back power converter, while the model power is estimated based on applied electrical braking torque and rotational speed, so although there is a visual discrepancy between to two, the average output power over the full simulation was similar. The validation techniques showed that the HIL testing represented the software model well, that the control laws could be accurately executed by a PLC controller, and that a model of the power electronics should be included in the Simulink model in the future.

6. Conclusion

In this paper, six different control algorithms were developed for the biradial using the Mutriku OWC plant. Most of the control strategies used a variable speed control framework while two added the concept of phase control by latching. Among the others, two controllers were adaptive controllers based on easily measurable data, one used artificial intelligence with a reinforcement learning scheme and the last one was a non-linear model predictive control. Simulation results of each controller for 14 irregular sea
Fig. 13. Experimental results of CL6 validation on Tecnalia PTO test lab.

Fig. 14. PTO Test lab at UCC.
states were proposed as evidence to support a comparative study of the controllers based on criteria such as performance and reliability. The latching controllers, though promising for floating devices, were found to be irrelevant in the specific case of Mutriku because the plant motion response did not allow to generate major improvements. The best performance were obtained by the more advanced controllers that are the reinforcement learning one and the MPC because they both included not only turbine efficiency into account but also included generator considerations in their optimisation process. No doubt an advantage of the RL is that it is a model-free controller. The MPC obtained the highest performance score in overall energy production, it outran the base case controller by over 20%, and showed in the best cases a total PTO efficiency close to 60%. These good results have to be contrasted by the fact that the wave forecasting for the online optimisation was ideal as well as the plant model. In terms of reliability, the base case controller was the one inducing the least generator stresses because it included a peak-power control feature, avoiding generator overloads. This mode of operation forces the safety valve to operate more often and with it possible increase of failure rates. An Hardware-In-the-Loop experimental phase was made on two electrical test rigs to validate the correct algorithms implementation, analyse their behaviour in a controlled dry environment and prepare for real sea deployment. Future work includes sea trials at the Mutriku OWC plant and will give the opportunity to challenge the hypothesis and outcomes of the present work to open sea results. In addition the future deployment at the plant will give the chance to adjust the Wave-to-Wire model with operational data and better predict the power production at the plant of future algorithms to be developed.

Fig. 15. Experimental results of CL2 validation on UCC PTO test bench.
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Appendix A. Wave amplitude attenuation function

Mutriku plant is situated shoreline, the waves when approaching the coast loses energy by friction with the sea bottom. To model the wave resource with linear wave theory, it would be incorrect to assume a typical wave spectrum for deep sea applications. In Ref. [75] the exploitable resource attenuation can be between 7 and 22% at a depth of 10 m. It is recommended to use a TMA spectrum to account for the water depth in wave modelling [76]. A TMA spectrum is a modification of a JONSWAP spectrum by including an attenuation function $Y(\omega, h)$ for a finite depth $h$.

$$S_{\text{TMA}}(\omega) = S_{\text{JS}}(\omega) Y(\omega, h).$$  \hspace{1cm} \text{(A.1)}$$

Fig. A.16 represents several wave spectra using the JONSWAP spectrum and the TMA spectrum for the mean tidal depth at Mutriku, between 4.5 and 8.5 m depending on the tide. Another spectrum is added which represents waves measured by an ADCP installed by AZTI-Tecnalia in front of the plant wall. It appears clearly when comparing the two modelled spectra that they don’t fit the one obtained locally. Instead, a custom Phi-function is created using the ADCP measurements for several sea states and comparing them with the JONSWAP ones modelled with the same $H_s$, $T_e$ and peakedness $\gamma$. The attenuation coefficients for each frequency constitutes the curve in Fig. A.17.


