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Abstract

With the continued growth of internet traffic, new optical communication infrastructures capable of dramatically increasing network bandwidth are being considered. Optical superchannels consisting of densely packed channels will be required for future networks, which could potentially be implemented using optical frequency combs – optical sources which consist of a series of discrete, equally spaced frequency lines. Optical combs can increase the spectral efficiency of these superchannels by allowing the channels to be more densely packed, while simultaneously reducing the number of components required (decreasing the energy consumption), and simplifying the digital signal processing required.

Despite these advantages, the trade-off between cost and performance must be favourable in order for optical combs to become feasible for use in future communication networks. Photonic integrated circuits integrate several components together on a single semiconductor chip. These photonic circuits reduce both the cost and power consumption of devices, and hence recent research has been focused on creating suitable on-chip coherent optical comb transmitters.

This thesis investigates an approach which is being used to demultiplex narrowly spaced optical combs on a photonic integrated circuit. By injection locking a laser to one of the lines in the optical comb (i.e., forcing a laser to lase with the frequency of that comb line), the comb line can be amplified and demultiplexed. This work investigates the physics of these active demultiplexers, both experimentally and numerically. It is found that the optimal side mode suppression ratio is obtained when the ratio of the comb’s power to the injected laser’s power is small, which also indicates optimal performance occurs when the locking range of the injected laser is at its smallest. The relaxation oscillations of the injected laser affect how well the comb can be demultiplexed, and as a result better side mode suppression ratios can be achieved at larger comb spacings. Further, it is shown that the relaxation oscillations within the injected laser can become undamped due to the comb injection, and frequency lock to fractions of the optical comb spacing. The injected laser can even become locked at detunings between the comb lines, creating a new output optical comb through nonlinear processes. The above phenomena are investigated numerically using two dimensional maps, and it is found that Arnol’d tongues appear in the injected laser’s locking map.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWG</td>
<td>Arrayed Waveguide Grating</td>
</tr>
<tr>
<td>CMOS</td>
<td>Complementary metal-oxide-semiconductor</td>
</tr>
<tr>
<td>DBR</td>
<td>Distributed Bragg Grating</td>
</tr>
<tr>
<td>DFB</td>
<td>Distributed Feedback Laser</td>
</tr>
<tr>
<td>DUT</td>
<td>Device Under Test</td>
</tr>
<tr>
<td>EDFA</td>
<td>Erbium Doped Fiber Amplifier</td>
</tr>
<tr>
<td>ESA</td>
<td>Electrical Spectrum Analyzer</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FP</td>
<td>Fabry-Perot</td>
</tr>
<tr>
<td>FSR</td>
<td>Free Spectral Range</td>
</tr>
<tr>
<td>FWM</td>
<td>Four Wave Mixing</td>
</tr>
<tr>
<td>HR</td>
<td>High Reflectance</td>
</tr>
<tr>
<td>Iso</td>
<td>Isolator</td>
</tr>
<tr>
<td>IQE</td>
<td>International Quantum Epitaxy</td>
</tr>
<tr>
<td>LHS</td>
<td>Left Hand Side</td>
</tr>
<tr>
<td>LI</td>
<td>Light Current</td>
</tr>
<tr>
<td>MMI</td>
<td>MultiMode Interferometer</td>
</tr>
<tr>
<td>MZM</td>
<td>Mach-Zehnder Modulator</td>
</tr>
<tr>
<td>ODE</td>
<td>Ordinary Differential Equation</td>
</tr>
<tr>
<td>OFC</td>
<td>Optical Frequency Comb</td>
</tr>
<tr>
<td>OSA</td>
<td>Optical Spectrum Analyzer</td>
</tr>
<tr>
<td>P1</td>
<td>Period 1</td>
</tr>
<tr>
<td>P2</td>
<td>Period 2</td>
</tr>
<tr>
<td>PC</td>
<td>Polarisation Controller</td>
</tr>
<tr>
<td>PD</td>
<td>Photo-Diode</td>
</tr>
<tr>
<td>PECVD</td>
<td>Plasma-Enhanced Chemical Vapor Deposition</td>
</tr>
<tr>
<td>PIC</td>
<td>Photonic Integrated Circuit</td>
</tr>
<tr>
<td>PR</td>
<td>Photo Resist</td>
</tr>
<tr>
<td>Q-factor</td>
<td>Quality Factor</td>
</tr>
<tr>
<td>QW</td>
<td>Quantum Well</td>
</tr>
<tr>
<td>QWI</td>
<td>Quantum Well Intermixing</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>RHS</td>
<td>Right Hand Side</td>
</tr>
<tr>
<td>RK4</td>
<td>4th order Runge Kutta method</td>
</tr>
<tr>
<td>RO</td>
<td>Relaxation Oscillation</td>
</tr>
<tr>
<td>SFP</td>
<td>Slotted Fabry-Perot</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning Electron Microscope</td>
</tr>
<tr>
<td>SIL</td>
<td>Stable Injection</td>
</tr>
<tr>
<td>SMSR</td>
<td>Side Mode Suppression Ratio</td>
</tr>
<tr>
<td>SOA</td>
<td>Semiconductor Optical Amplifier</td>
</tr>
<tr>
<td>TLS</td>
<td>Tunable Laser Source</td>
</tr>
<tr>
<td>TMM</td>
<td>Transfer Matrix Method</td>
</tr>
<tr>
<td>VCSEL</td>
<td>Vertical Cavity Surface Emitting Laser</td>
</tr>
<tr>
<td>VOA</td>
<td>Variable Optical Attenuator</td>
</tr>
<tr>
<td>WDM</td>
<td>Wavelength Division Multiplexing</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

The goal of this chapter is to superficially introduce the broad background and motivation behind semiconductor lasers, fibre based optical communication systems, and methods of photonic integration.

As will be outlined below, there is a need for smaller and more cost effective methods of filtering separate wavelengths of light on a photonic integrated circuit (PIC). PICs allow the integration of multiple photonic components onto a single chip, and can reduce production costs, energy consumption and total device size, while making packaging devices simpler. The traditional on-chip optical filters (such as arrayed grating waveguides, discussed in Section 1.8) grow in size and require more accurate fabrication processes as the frequency bandwidth of the filter shrinks. This thesis instead focuses on an active method of optical filtering, which involves injecting light into a semiconductor laser. When injecting an optical frequency comb (an optical source which consists of a series of discrete, equally spaced frequency lines (see Section 1.6)) into a laser, the laser can lock to a particular line in the frequency comb, amplifying and filtering out that comb line. Optical comb injection is the central focus of this work, and the following chapters present experimental and theoretical work detailing how effective this type of optical filtering is, as well as some of the different types of dynamics which can occur with comb injection.

This introductory chapter is split into 9 parts, starting with a very broad introduction, and becoming more specific as the sections go on. Firstly, fibre based optical communication networks are discussed, and the reasons why more spectrally efficient networks are required are introduced. Semiconductor lasers make up the backbone of optical communication networks, and hence are introduced in Section 1.2. The main recombination processes in lasers are described in Sections 1.3 and 1.4. Following this, different types of photonic integration are compared, and the integration platform used in this work is presented. Optical frequency combs and optical injection locking are then introduced, which completes the groundwork required to discuss integrated demultiplexers, and how optical injection could be used as an active demultiplexer. Finally, in Section 1.9 the motivation and contents of the rest of the thesis are laid out.
1.1 Fibre-optic Communications

The internet has become ubiquitous in modern day life. When the first data packet was transmitted long distance in 1969, it could not have been predicted that access to the internet would be considered essential – in 2016 the UN condemned intentional internet access disruption as a “human rights violation” [1]. This ruling relays how dependent we have become on the internet, and hence as result, shows how humanity is becoming increasingly reliant on optical communications. Every month, over 100 exabytes ($10^{20}$ bytes) of data is transmitted over optical networks. Figure 1.1(a) shows the average monthly data transmitted over optical fibre from 2017 to the present day, with estimated data traffic from 2020 onward. In the next 4 years global internet traffic is expected to double, as a large portion of humanity still does not have internet access. With more of the earth’s population becoming connected, an increasing amount of bandwidth will used up by video streaming services.

Simultaneously, consumer internet connectivity speeds have exponentially increased over the last 35 years, as shown in Fig. 1.1(b). These trends (greater internet speeds with steadily increasing internet traffic) have been made possible due to decades of preceding research into semiconductor lasers and all other components in optical communication networks.

The following few sections will describe how optical communication networks operate, and will reveal that network bandwidth is in fact finite.

1.1.1 Wavelength Division Multiplexing

Conventional optical communication networks operate using wavelength division multiplexing. A simplified schematic of what is involved in these networks is illustrated in Fig. 1.2. On the left hand side of Fig. 1.2, a bank of individual laser sources emit light at slightly different wavelengths. The light from each laser can then be modulated (using it’s amplitude [4], phase [5], or a combination of the two [6]) to impart data on the light. The separate wavelengths are then combined (multiplexed) into a single fibre, before being amplified and transmitted. As
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**Figure 1.2**: Illustration of a wavelength division multiplexing (WDM) system. From left to right, information is transmitted using a bank of lasers with slightly different wavelengths. Unique data (in the form of electrical 1’s and 0’s) is imparted on each separate wavelength. The signals are then combined using a multiplexer and transmitted. On the receiver side, the transmitted wavelengths are then demultiplexed, to enable the detection of each channel individually.

Each wavelength can carry different information, a single fibre can carry multiple data channels. This transmitted signal can travel up to several thousand kilometres before reaching a receiver, and possibly require multiple amplification steps along the way.

On the receiver side, the transmitted optical signal must be converted back to an electronic signal. As all wavelength channels are propagated together, the light must be split up into the individual channels in order to process each stream of data, in a process called demultiplexing. Once demultiplexed, the data on each individual channel can be detected without unwanted crosstalk from neighbouring channels, using a photoreceiver.

As the wavelengths of light are multiplexed together to transmit information, this approach is called wavelength division multiplexing (WDM). The growth of data speeds in standard WDM systems has significantly slowed in recent years. Dense wavelength division multiplexing (DWDM) systems use narrower channel spacings [7], to include more carriers and improve data speeds. Further efforts have improved data speeds by moving to coherent WDM systems [8] (which use both light and phase modulation, as well as two separate polarisations), yet current optical communication systems are still approaching what has been termed a “capacity crunch” [9]. There is a fundamental limit to the amount of information that can be transmitted over a finite bandwidth, called the nonlinear Shannon limit [10]. In the following Subsections, the usable bandwidth for optical communications, and the advantages that coherent optical combs can bring to such a network are discussed.

### 1.1.2 Optical Transmission Windows

Low loss optical fibres are a key component in optical communication systems. Typically, silica fibres featuring a high refractive index core and low index cladding are used in communication systems\(^1\), and successfully guide light through total internal reflection. Although glass optical fibres are often used in short distance communication systems, like within an airplane or a car.

\(^1\)Plastic optical fibres are often used in short distance communication systems, like within an airplane or a car.
fibres were initially produced 100 years ago, they originally had extremely high optical losses ($\approx 1000$ dB/km) [13]. It wasn’t until the 1970s that the optical loss in fibres was reduced enough to be considered for long haul communication. Fig. 1.3 shows the improvements made in fibre manufacturing from the early 1970s to the 1990s. Different windows of low loss were considered for transmission, and when choosing these windows, fibre dispersion, fibre loss, cost, and the availability of transmitters, receivers and optical amplifiers was taken into account.

Ultimately, largely due to the invention of the erbium doped fibre amplifier [14] (EDFA) and the availability of low cost semiconductor lasers, the low loss window at 1550 nm was chosen for long haul communication. In optical fibres, below 1550 nm the loss is dominated by rayleigh scattering, and above 1650 nm the loss is dominated by infrared absorption. The bandwidth of this low loss region (and also the bandwidth of the EDFAs) limits the total bandwidth of the system at 1550 nm.

Recently, optical communication systems have been considered at 2 $\mu$m [15]–[18], as optical losses of lower than 0.1 dB/km have been predicted using hollow-core optical fibre [19]. These optical fibres also offer lower non-linearities, raising the nonlinear Shannon limit and allowing for higher maximum data transfer. Thulium doped fibre amplifiers have been developed and have similar operating properties as EDFAs, as they also provide inline amplification\(^2\) at 2 $\mu$m [20], [21]. However, as the cost of components is still very high, and the low loss predicted in hollow core optical fibres has yet to be realised, full 2 $\mu$m optical communication systems cannot yet be achieved in practice.

### 1.1.3 Optical Superchannels based on Frequency Combs

As described in the previous sections, due to restrictions imposed by optical loss, non-linearities and finite amplifier bandwidths, there is a finite frequency bandwidth available for use in optical communication systems. Modern networks employ hundreds of lasers, each

\(^2\)Inline amplification refers to how the optical signal can be amplified as it propagates through fibre (i.e, it can be amplified without the need for detection and re-transmission).
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Figure 1.4: Illustration of WDM channels in frequency space. (a) Frequency channels generated using a bank of individual lasers. Large guard bands between the channels in frequency space are required to protect against crosstalk due to laser frequency jitter or otherwise. (b) Two separate optical superchannels generated with optical comb sources. As the subchannels within each superchannel all come from the same source, there are no longer guard bands required between the individual subchannels. Good comb sources can generate far more than 5 subchannels within each superchannel, further improving the spectral efficiency. Coherent transmission of comb superchannels with inter-channel spacings as low as 6.25 GHz have been demonstrated [22].

with its own fixed lasing frequency. Each channel in the network must have a distinct frequency, as otherwise crosstalk can cause the receivers to struggle to decipher the information imparted on the channels used. Further, due to instabilities in the lasing frequencies (often called frequency jitter), large guard bands\(^3\) are used to avoid catastrophic channel overlap. Figure 1.4(a) shows an illustration of WDM channels separated by a 50 GHz optical spacing, with guard bands between the individual channels. These guard bands occupy a significant portion of the available bandwidth, reducing the efficiency of the network.

Optical frequency combs can overcome the frequency jitter introduced by using separate lasers. An optical frequency comb features many different frequencies of light, each separated by some fixed spacing (different frequency comb sources are discussed later in Section 1.6). As the frequencies in a comb are all produced from the same source, the frequency jitter due to slight instabilities is common to all lines in the comb. Hence, the guard bands in between the frequencies generated by a comb can be removed, allowing the channels to be more closely spaced [8], [22]–[25] (see Fig. 1.4(b)). This greatly improves the spectral efficiency of the WDM system.

These tightly spaced channels are often grouped together and called an optical superchannel [26] – all subchannels within the superchannel must be transmitted and received together. The other main advantages to using optical combs in WDM networks are as follows:

---

\(^3\)A guard band is an unused part of the frequency spectrum for the purpose of preventing interference.
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**Figure 1.5:** Illustration of a wavelength division multiplexing (WDM) system, which uses an optical comb source instead of individual lasers. The lines in the optical comb must first be demultiplexed in order to put data on each line in the comb. The rest of the WDM system can then operate as in Fig. 1.2.

- An optical frequency comb source provides many optical channels, reducing the number of components required in the WDM system. This in turn can reduce the energy consumption of the system [27].

- The digital signal processing on the receiver side can either be significantly simplified, or implemented with an increased phase-noise tolerance, as the phase from one transmitted comb line can be reused for the other lines in the network [28], [29].

- Pilot tones[^4] can be co-transmitted with the data, which can generate the local oscillators required for coherent WDM systems. Only two pilot tones are required to regenerate a local comb based phase locked oscillator [24], simplifying the data detection (phase locking will be described in more detail in Section 1.7).

Recent proposals have suggested changing the WDM network architecture from the standard configurations which use equally spaced channels to something more flexible. Flexible (or elastic) optical networks differ from the preceding rigid WDM networks, as they allow the optical bandwidth and modulation formats used throughout the network to be dynamically adjusted to meet changing network traffic [30], [31]. As a result, the power consumption of such networks can be efficiently managed, reducing the overall energy consumption. These flexible optical networks can be implemented using optical superchannels generated by coherent optical combs[^5] [23], [25], [32]. The channel spacing [33] and modulation formats can be varied from superchannel to superchannel, to optimise the baud rates used between different nodes in the network [34], [35]. The centre frequency of each superchannel could also be controlled using a similar method as discussed in Ref. [33].

Hence, optical comb based superchannels are good candidates for future communication networks. Network speeds to date have shown over 10 Tb/s transmission speeds [24], which shows promise that these networks will be able to deliver the transmission speeds required in the future.

[^4]: In telecommunications, a pilot tone is a signal, transmitted over a communications system for supervisory, control, equalization, continuity, synchronization, or reference purposes.

[^5]: Coherent optical combs have a fixed phase relation between their comb lines. More detail on optical combs is discussed in Section 1.6.
1.2 The Fundamentals of a Laser

Lasers are devices that create coherent radiation at infra-red, visible, or ultraviolet frequencies, due to the stimulated emission of electromagnetic radiation. The word laser is an acronym for “Light Amplification by Stimulated Emission of Radiation”. Lasers typically emit a very narrow spectrum of light, and have a very long list of applications, from the welding and cutting of materials, to barcode scanners and optical disk drives.

A simplified schematic of a laser is shown in Fig. 1.6(a). There are three main components in any laser:

- A gain medium.
- An energy pump (either electrical or optical).
- An optical cavity or resonator to provide feedback.

The gain medium is some material which usually absorbs specific frequencies of radiation. In particular, it requires specific energy transitions to be possible in the atoms of the material (more detail on the characteristics of the material is given in the following Subsection 1.2.1). Since their first demonstration in a ruby laser [36], lasers have been made using gases, solids, liquids, and plasmas as the gain material. If the material used as the gain medium is pumped (either optically or electrically), electrons within the material can be excited to higher non-equilbria energy levels. There are several process in which these electrons can return to their equilibrium state, but the processes are in general classified as radiative and non-radiative emission. Radiative and non-radiative recombination in semiconductors is described Sections 1.3 and 1.4.

1.2.1 Energy Levels in Solids and Semiconductors

In a single atom, there are discrete allowed energy states which electrons can occupy. However, when more than one atom is brought together, the energy levels available to energetic electrons can split and broaden. In gas and solid state lasers, the energy levels of the active atoms which...
are used to emit light are only slightly perturbed by the surrounding gas or solid host atoms. In a covalently bonded solid like a semiconductor however, the energy states broaden into bands.

To picture this, consider what happens to two identical atoms as they create a covalent bond together. When the bond is formed, the outer valence electron of one of the atoms can arrange itself to form a low-energy bonding (symmetric) charge distribution or a high-energy anti-bonding (antisymmetric) distribution. Hence, the discrete energy level that the electrons occupied has been split into two energy levels, corresponding to the bonding and antibonding states, due to the two ways the electron can arrange itself around the atom. If a third atom is brought close to the first two, a new charge distribution that is neither completely bonding or anti-bonding is possible, creating a third energy level. Hence, as N atoms are brought close together, N energy levels distributed between the lowest energy bonding state and the highest energy level antibonding state are created. The transition from a single atom to a solid is shown in Fig. 1.6(b), and as can be seen in the case of the solid, bands of energy levels are created. The valence band is defined to be the collection of bands which are filled at absolute zero temperature. The conduction band is defined as the bands which are completely empty at zero temperature. At temperatures greater than zero, the electrons inside in the material have sufficient energy to occupy some of the energy levels inside the conduction band, due to Fermi statistics. When an electron leaves the valence band to occupy a higher energy level, it leaves behind a hole in the valence band. The term hole simply implies ‘the absence of an electron’, however it will be useful to refer to holes as if they are themselves particles.

A material is said to have a direct band gap if the minimal energy state in the conduction band and the maximal energy state of the valence band occur at the same value of electron momentum. Direct band gap materials are very good at generating electromagnetic radiation, as the electron does not require a large change in its momentum in order to relax to the lower level energy state in the valence band. Examples of direct band gap materials include gallium arsenide (GaAs) or indium phosphide (InP). An indirect band occurs when the minimal energy state in the conduction band and the maximal energy state of the valence band occur at different values of electron momentum. In an indirect band gap material, electrons in the lower energy states of the conduction band (i.e, the highly populated states) require a large change in momentum in order to recombine and emit a photon (this is possible, but is much more unlikely to occur than in the direct band gap case). Examples of indirect band gap materials are crystalline silicon and germanium.

The number of free electrons and holes available can be altered by intentionally introducing impurities to the semiconductor material. p-type semiconductors are semiconductors with a larger hole concentration than electron concentration, and likewise n-type semiconductors are semiconductors with a larger electron concentration than hole concentration.

In the case of semiconductor lasers, the primary region of interest is the area where the electrons in the conduction band and the holes in valence band interact with one another. Semiconductor lasers are formed by putting an undoped (or intrinsic) semiconductor in between p-type and n-type semiconductors, creating a p-i-n junction. These junctions are semiconductor diodes, and allow the free holes in the p-type and the free electrons in the n-type to flow toward one another and meet in the intrinsic region, when a bias is applied in the correct
1.3 Radiative Recombination and Stimulated Generation

In this section, the interactions involving photons that can occur between the electrons in the conduction band and the holes in the valence band are discussed. Recombination is the term used to describe when an electron of energy $E_2$ drops down from the conduction band, and fills a hole of energy $E_1$ in the valence band. Similarly, the term generation is given to the processes that cause electrons to leave the valence band for the conduction band, leaving a hole in the valence band. Recombination processes that involve photons are called radiative recombination processes, whereas process that don’t involve photons are called non-radiative processes. There are three optical processes that occur, each briefly described below. Non-radiative recombination process are described in Section 1.4.

1.3.1 Spontaneous Recombination

Spontaneous recombination occurs when an electron of energy $E_2$ spontaneously drops from the higher energy conduction band to the lower energy valence band, recombining with a hole of energy $E_1$. The change in energy due to this recombination creates a photon of energy:

$$E_{21} = E_2 - E_1 = \frac{hc}{\lambda},$$

where $h$ is Plank’s constant, $c$ is the speed of light, and $\lambda$ is the wavelength at which the photon was created. This process is illustrated in Fig. 1.7(a). This photon has random orientation and phase, and hence spontaneous emission does not contribute significantly to the coherent emission of the laser once lasing has begun. The above equation also illustrates why lasers...
and LEDs only emit over a small range of wavelengths; only certain energy transitions are possible between the conduction band and valence band, and additionally, some are much more probable than others.

### 1.3.2 Stimulated Emission

Stimulated emission occurs when a photon perturbs an electron in the conduction band, causing it to recombine with a hole in the valence band. Displayed in Fig. 1.7(b), this results in another photon being emitted with the same phase and direction as the incident photon. Hence, stimulated emission is the all important phenomenon which causes optical amplification (i.e., optical gain) in semiconductor lasers. As long as there is a sufficient number of electrons (or carriers) in the higher energy levels, an incoming photon can result in the creation of multiple new photons as it passes through the material.

### 1.3.3 Stimulated Generation

In the case of stimulated generation, an incident photon is absorbed by an electron in the valence band. The energy of the photon is used to promote the electron from the valence band to a higher energy level in the conduction band, leaving a hole in the valence band, as shown in Fig. 1.7(c).

### 1.4 Non-radiative Recombination

There are many recombination processes possible which do not involve the absorption or emission of photons, and these transitions are called non-radiative recombination processes. Non-radiative recombination ultimately decreases the efficiency of a laser, and hence minimizing non-radiative recombination is key to making efficient devices.

Three such examples of non-radiative recombination are surface recombination, defect recombination and Auger recombination, and each will be discussed briefly in this section. For a more in-depth discussion and a mathematical approach to non-radiative recombination, the topic is presented well in Ref. [38].
1.4 Non-radiative Recombination

1.4.1 Auger Recombination

The basis of the Auger recombination effect is the Coulomb interaction between two carriers. Auger recombination occurs when one carrier perturbs another, and initiates recombination. There are two classifications of Auger recombination, band-to-band and phonon-assisted Auger recombination [39].

1. Band-to-Band Auger Recombination. Band-to-band Auger recombination occurs when one carrier perturbs another, causing an electron to drop from the conduction band to the valence band. The excess energy produced by the change in energy of the electron is transmitted to other carriers in the material. Many possible Auger processes exist; only two such examples are given here. A band-to-band Auger recombination process (referred to as CHCC) is illustrated in Fig. 1.8(a). In this example, electron 1 perturbs electron 2, causing electron 2 to recombine with a hole in the valence band. The energy released due to the recombination of electron 2 is then transferred to electron 1, causing electron 1 to be excited to a higher energy level. Over time, electron 1 can dissipate its energy in the form of lattice vibrations, and lower its energy level back to its initial state. Note that the total wavevector of the process must be conserved. Other examples of band-to-band Auger recombination can be found in Refs. [38], [39].

2. Phonon-Assisted Auger Recombination. A phonon is the quantization of lattice vibrations inside of a solid. Phonon-assisted Auger recombination involves a phonon interacting with one of the carriers (either an electron or a hole) in order to allow the recombination process occur. As displayed in Fig. 1.8(b), the phonon contributes to the total momentum of the transition, which in turn relaxes some of the energy and momentum conversation requirements for the process. Phonon-assisted Auger recombination is less likely to occur than band-to-band Auger recombination, as it involves an extra particle. As temperature increases, so do lattice vibrations, and hence the chance of phonon-assisted Auger recombination increases as the temperature of the material increases.

Auger-recombination processes are characterised by their strong temperature and band-gap dependence; these dependencies arise from the laws of energy and momentum conservation that the electrons and holes involved must obey.

1.4.2 Surface and Defect Recombination

Non-radiative recombination can also occur on surfaces and at defects in semiconductor materials. A defect in a semiconductor laser can occur during the growth of the material, or during the fabrication of the device. Further defects occur if the atomic distances between the atoms in the different materials used in the device are not carefully matched. Defects produce a continuum of states in a localized region, and electrons or holes within a diffusion length from the edge of a defect can recombine non-radiatively [38].

Surface recombination occurs in devices as some of the surfaces of the semiconductor are exposed to the surrounding materials of the device. The atoms of the semiconductor material on the surface of the device can have dangling bonds, which allow further non-radiative recombination.
1.5 Semiconductor Lasers and Photonic Integration

Semiconductor diode lasers have become commonplace in everyday life - in particular, they make up the backbone of telecommunication networks, as they provide the light used to transmit data. Lasers typically emit a very narrow spectrum of light in comparison to other light sources. As well as having better efficiencies than other solid state and gas lasers, the high reliability, small size and relatively low cost of semiconductor lasers make them ideal for use in optical communications.

As discussed in Section 1.2, semiconductor lasers are formed by joining p-type, intrinsic, and n-type semiconductors together, creating a junction which produces light if electrically pumped. If these semiconductor junctions are placed between two reflective mirrors with sufficient feedback, a photon created within the material can pass through the laser cavity multiple times, and create more photons through stimulated emission (see Fig. 1.9(a)). The simplest type of optical cavity is a Fabry-Pérot cavity, which consists of two broadband refe-
ative surfaces on either side of the semiconductor material. As the optical gain within modern semiconductor substrates is high, a simple cleave of the material can suffice as a mirror.

There are two main types of semiconductor lasers; edge emitting and vertical cavity lasers. Edge emitting laser diodes were created first, and as shown in Fig. 1.9(c), light propagates horizontally as the gain medium is pumped with electrons. The laser’s emission comes from a facet of the device. The light is guided within a waveguide\(^6\), which is typically defined by removing semiconductor material\(^7\), leaving behind a narrow ridge of material. The narrow ridge on top of the semiconductor material in Fig. 1.9(c) is what a ridge waveguide looks like in an edge emitting device. Waveguides can be “active” or “passive”; an active waveguide needs to be electrically pumped in order to generate light (or, needs to be pumped in order to have low optical loss). Passive waveguides cannot generate light and hence do not need to be electrically pumped, but have very low loss.

In contrast to edge emitting lasers, vertical cavity lasers emit from the surface of the material from which they are made (Fig. 1.9(d)). Typically in vertical cavity lasers, many layers with slightly different refractive indices are grown around the active layer in the device, creating strong optical feedback. Although edge emitting devices produce higher optical power, vertical cavity devices are much more energy efficient.

Edge emitting lasers naturally lend themselves to photonic circuit design, as each component in the photonic circuit can be connected via horizontal waveguides. Hence, light can flow without interruption or any discontinuity, remaining within a waveguide on the entire photonic circuit. On the other hand, vertical cavity lasers are very difficult to incorporate in a large photonic circuit, as they emit the light vertically into the air. The light would need to be re-coupled (either back into a waveguide on the same substrate, or possibly into a different photonic element), which adds significant complexity. Vertical cavity lasers can however be integrated into 2 dimensional arrays for high power output \([40]\), or other applications (such as facial recognition \([41]\)). As this thesis focuses on technologies which can be easily integrated onto a photonic circuit, all further discussion in this thesis is focused on edge emitting devices.

### 1.5.1 An Overview of Photonic Integration

Electronic integrated circuits were first demonstrated in 1958 \([42]\), and their importance was quickly realised. Jack Kilby was awarded the nobel prize in physics for “for his part in the invention of the integrated circuit” in the year 2000. Since 1958, engineers and physicists have jointly focused on understanding the science of the materials involved, in order to integrate more and more components onto the same substrate. This focus on integration prompted the size of electronic components to shrink, so much so that the length of modern CPU and GPU transistors\(^8\) can be measured by their number of atoms (around 70 silicon atoms or so). The drive behind this integration has been to increase speed, and to reduce cost, size and packaging\(^9\).

---

\(^6\) A waveguide is a structure that guides electromagnetic waves, restricting the propagation of the electromagnetic signal to one dimension.  
\(^7\) The controlled removal of semiconductor material is called an etch.  
\(^8\) A transistor is a basic electrical component that alters the flow of electrical current. Transistors are the building blocks of electrical integrated circuits, such as computer processors.  
\(^9\) Electronic packaging refers to enclosures for integrated circuits, passive devices and circuit cards. Photonics packaging involves a similar same process in concept.
The same motivation applies in most photonics platforms – photonic integrated circuits (PICs) allow the integration of multiple photonic components onto a single chip, and can reduce production costs, energy consumption and total device size, while making packaging devices simpler. As packaging is often the most expensive part of producing photonic circuits and devices, simplifying the packaging process is sufficient cause alone. WDM systems require many different functional components, from tunable laser sources to modulators and optical filters, and hence integrating these components on a single circuit is challenging. In general, photonic devices use a larger range of materials than standard complementary metal oxide semiconductor (CMOS) processing, and as a result it has taken many years for the industry to begin to become standardised. In recent years, companies such as SMART Photonics [43] have started to offer multi-project wafer runs, allowing multiple projects to all be apart of the same fabrication run, which will hopefully begin the standardisation that electronics saw decades ago. For the moment, different research groups and companies each have their own methods of integrating several devices on a single chip (and sometimes these methods are unique to the fabriicators creating the devices). The following sections give an insight into the different types of photonic integration that have been considered over the years.

1.5.2 Hybrid and Heterogeneous Integration
Hybrid and heterogeneous integration techniques refer to processes which involve integrating devices made on different types of material substrates together onto a final common substrate [44]. Typically, each component of the PIC is fabricated and processed separately, before being combined to make the final circuit. The natural advantage this method has in comparison with others is the ability to choose the best materials possible for each component in the circuit. This often still requires a compromise of device operation to be able to integrate each piece successfully, as losses occur at the transitions between components.

Silicon photonics is one such example of hybrid integration, and has become a recent hot topic which “is a disruptive technology that is poised to revolutionize a number of application areas” [45]. As silicon has been extensively researched over the last century and CMOS fabrication tools have reached such a high standard, high resolution photonic circuits can be fabricated at low cost [46], [47]. Silicon waveguides are passive (i.e, the waveguides do not need to be electrically pumped) and have very low loss [48], and due to the refractive index difference between silicon waveguides and the SiO₂ cladding used, waveguides which guide 1.55 µm light are smaller in silicon than in other active materials, which shrinks device size. Further, electronic circuits can almost seamlessly be integrated with silicon photonic circuits, which adds to the functionality of devices. The biggest and most fundamental drawback to using silicon is that silicon cannot produce light due to it’s indirect bandgap. As a result, light generation must happen in separate material, and then be coupled to the silicon photonic circuit. One such technique to integrate a photonic device within a silicon electronic circuit is to flip a pre-processed photonic device over, and bond it upside down to the silicon circuit [49], [50]. This process is slightly complicated, and requires good alignment in order to avoid large optical losses. Moreover, heat sinking of the active device must be accounted for and considered in all designs, as thermal effects degrade the operation of common semiconductor lasers.

A more recent innovation for integrating active material on passive circuits is a process called
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**Figure 1.10:** A cross section view of semiconductor wafers used in different photonic integration techniques. Active regions have high optical loss, and need to be pumped electrically in order to be transparent or provide optical amplification. These sections are required to make a laser. Passive material has relatively low optical loss, and among other things, can be used for transporting light across large distances on a PIC. As the photonic integration industry has not been standardised, there are still many different approaches to try and complete full photonic circuits on a single substrate.

Micro transfer printing [51]–[53]. This involves fabricating the active devices on their native substrates, and including steps to etch away a release layer below the undersides of the devices, leaving narrow tethers which hold the devices in place. The devices can then be picked up and “printed” on the target passive wafer. An advantage with this technique is that large arrays of devices can be printed simultaneously with relative ease. However, devices can still suffer from poor thermal performance among other challenges.

There are many more hybrid integration examples; wafer bonding removes issues with device misalignment [54], as a silicon wafer is bonded to a wafer of active material prior to processing, creating a hybrid wafer. The hybrid wafer can then be processed in the same fabrication run, allowing the active and passive waveguides to be aligned. Other groups are trying to grow active material on silicon [55], to circumnavigate the natural indirect band gap of silicon. Many quantum dot devices have been successfully grown on silicon [56], [57], however due to the relatively large defect densities, conventional ridge quantum well devices have not yet been realised.

Finally, there is another class of hybrid devices which rely on gratings to couple light to and from the passive silicon waveguides. By using sub-wavelength gratings, reasonable coupling efficiencies can be achieved between standard single mode fibres and passive silicon waveguides [58]. These gratings avoid the need for spot size converters, which are required in almost all types of hybrid integration to convert the mode supported in the active material to a mode supported in the passive material’s waveguides. This transfers the dependence on alignment during the fabrication process to the packaging process instead.

The examples listed above are not intended to be exhaustive, and the list is instead intended to give an idea of the many different approaches which have tried to find an integration platform that both has high performance and makes economic sense.

---

10 Spot size converters are intermediate sections used to improve the coupling efficiency between the device’s waveguide and a fibre.
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Monolithic Integration

Monolithic integration is the simplest conceptually of the approaches to photonic integration, as all the devices are made on the same substrate during a single fabrication process. As there isn’t a method of growing a substrate capable of providing all the possible functions that could be required on a circuit, often other materials are grown on top of the substrate during the fabrication process, in order to facilitate specific functions [59]. Different types of monolithic integration are depicted in Fig. 1.10, and examples (a) through (e) involve growing material during the fabrication process. This regrowth process which adds material on top of the substrate is time consuming, and makes carrying out device fabrication costly and complicated. However, excellent device results can be achieved using high resolution fabrication in combination with material regrowth.

Distributed feedback lasers (DFBs) are some of the most successful commercial semiconductor lasers as they have narrow linewidth, strong single wavelength emission, and high output power [61]. DFBs can be easily integrated with other components on a photonic circuit, such as integrated electro-absorption modulators [62], [63]. However the reflectors used in DFBs typically require many regrowth steps (although there are examples in the literature where this is not the case [64], [65]). Distributed Bragg reflector (DBR) based lasers also work well [66], and while simpler, DBRs have many of the same drawbacks. Many more significantly larger monolithic photonic circuits have also been implemented using regrowth, such as the tunable optical router shown in Fig. 1.11 [60], or integrated circuits capable of data transmission [67].
There are alternatives to using expensive and time consuming material regrowth processes. Figure 1.10(f) illustrates a process called quantum well intermixing (QWI) – no material is added or removed from the passive section of the waveguides with QWI [68]. Instead, the quantum wells within the substrate are altered as atoms from the wells and their corresponding barriers interdiffuse, and the centre wavelengths of emission and absorption are shifted far from those of the active areas (through ion bombardment [69], the introduction of impurities [68] or impurity-free vacancy diffusion [70]). In this way, light can be generated in the active regions, and should see very little absorption in the intermixed passive regions. As demonstrated in Ref. [67], QWI can be very effective, and can eliminate any design restrictions required in regrowth integration schemes [71].

In this project, a regrowth-free, QWI-free, approach was considered. As mentioned, this greatly reduces the length of time and cost involved with fabrication, yet it also introduces some design constraints, as in particular passive waveguides are not possible. This regrowth-free monolithic approach is worthwhile investigating however, as often elegant and impressively engineered solutions don’t see commercial success, if simpler more cost effect with slightly worse performance methods are available [72]. The following subsection introduces the types of regrowth-free lasers developed to be fabricated using standard contact lithography and be monolithically integrable. These devices are used in parts of this project.

### 1.5.4 Regrowth Free Monolithically Integrable Semiconductor Lasers

Much research has been carried out to find alternatives to the expensive DFB and DBR based lasers mentioned previously. The goal is to find a semiconductor laser which is free from regrowth steps and that uses standard contact UV lithography.

Slotted Fabry-Pérot lasers (SFPs) [73]–[76] are one such example, which use slots etched into the ridge of the waveguide to provide feedback and mode selectivity (see Fig. 1.12(a) for an example of a slot etched into a waveguide). These slots have good reflectivity and reasonably low loss, and several etched slots with regular (or irregular) spacing can create enough reflectivity to replace cleaved facets\(^{11}\) [77]. Slotted devices with reasonably simple mirror sections have been demonstrated with both high side-mode suppression ratios and low linewidth. Many examples in the literature also discuss how the lasing wavelengths of devices can be controlled using different sections seperated by slots [78], or different slot spacings in the mirror sections of the devices [75], [79].

One issue with SFP devices is that the slots which provide the wavelength selectivity of the laser are etch depth dependent [80], [81]. As a result, etch stop layers are required to accurately control the reflectivity of the slots, and the anisotropicity of chemical etches [82] can lead to different results across a wafer. Hence, recent alternative reflectors have been developed [81], [83]. In particular, etch depth insensitive pit perturbations [81] etched into the waveguide of a laser were used in place of slots for some of the devices used during this work (see Fig. 1.12(b) for an example of a pit perturbation etched into a waveguide). Devices with high side mode suppression ratio (SMSR) (> 37 dB) and low linewidth have been previously demonstrated using 30 pits in an integrated DBR like mirror [84]. Unlike the slotted lasers, the side wall roughness and etch depth of the pit perturbations used aren’t as integral to the device’s

---

11A cleaved facet is a flat face in the material that is made by cutting through the semiconductor material.
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A shallow etched slot (top) and a deep etched slot (bottom) and a pit perturbation etched into the waveguide of different devices. Pit perturbations and slots provide reflection within the laser cavity, and are used to ensure only one longitudinal mode in the cavity resonates, creating a single mode laser.

During this project, devices were designed using an inverse scattering method [85]–[87], and these single mode devices were used in some of the experiments presented in Chapters 3 and 4. A full description of the inverse scattering pit devices is contained in Appendix A.

1.6 Optical Combs

An optical frequency comb source is a laser source which contains multiple discrete frequencies, equally spaced at some set interval (as depicted in Fig. 1.13), and with a strong phase correlation between the frequencies in the comb. In general throughout this thesis, frequency combs will be characterised by the frequency spacing between their comb lines, and their optical power (which indicates the power in the full comb, not just the peak power of the individual lines).

In recent years, optical frequency combs have seen increasing attention. When it was shown that optical frequency combs could enable the most accurate atomic clocks to date\(^\text{12}\), optical combs took the scientific spotlight [94], [95]. The applications of optical frequency combs are continuing to grow. Frequency comb spectroscopy uses optical combs to inspect the composi-

\(^{12}\)Modern optical atomic clocks have incredible accuracy [91]. If such an optical clock was initialised during the big bang, it would have lost less than a second over the 13.77 billion years to this point. These clocks are so accurate, that they can observe general relativistic effects on laboratory tabletops, as demonstrated when one clock was raised a couple of centimetres higher than another [92], [93].
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Figure 1.13: Illustration of an optical frequency comb. (a) In the time domain, an optical frequency comb looks like a series of optical pulses. If the output comb spacing is $\Delta$, these pulses are separated by $1/\Delta$. For example, a frequency comb with an optical spacing of 10 GHz has a pulse period of $1 \times 10^{-10}$ s. (b) In the frequency domain, the optical comb looks like a set of discrete frequencies, each one equally spaced from its neighbours (in this case, the lines in the comb are separated by the comb spacing $\Delta$). In the recent review article by Fortier and Baumann [88], a detailed comparison of optical combs is presented, where they give examples of optical combs with frequency spacings from 27.56 MHz [89] to 375 GHz [90].

These combs can be used in many radio frequency (RF) applications too, such as RF arbitrary waveform generation [97], [98]. Combs have even been used to create optical arbitrary waveform generators [98], [99]. In this thesis however, we focus on optical combs for communications.

There are multiple ways to generate a frequency comb, some of which have been successfully integrated on a photonic circuit. Mode locking is one such technique, which involves introducing a fixed phase relation between the longitudinal modes in a laser. The fixed phase relation allows constructive interference to occur, producing pulses of light. There are now many examples of integrated mode locked lasers on both InP and heterogeneous platforms (see Ref. [100] for a review). Impressive optical combs have also been generated using the nonlinear Kerr effect [90], [101]–[103]. These combs use the nonlinear coupling of resonant modes in ultra high Q resonators [104] to generate combs spanning large frequency ranges. However, these combs require strong (external) optical pumps and low loss passive materials. While Kerr-effect optical combs have been demonstrated in silicon on insulator platforms, we are particularly interested in optical comb sources which can be monolithically integrated on an InP photonic circuit.

As such, gain switched optical combs are good candidates [105]–[107], as they can be implemented using relatively straightforward device designs and can be integrated onto InP PICs [108]–[110]. Gain switching is a technique in which a section of a semiconductor laser is modulated using a large amplitude RF signal [111], [112]. By applying a sinusoidal voltage, the carrier density in the laser can be forced to oscillate above and below the threshold density\(^1\), which in effect turns the laser on and off rapidly, creating a series of optical pulses. As shown

---

\(^1\)A laser’s threshold density is the carrier density at which there is sufficient gain in the laser to overcome all cavity losses. In experiment, it is much easier to refer to the threshold current of the device, which has essentially the equivalent meaning.
1.7 Optical Injection Locking

Before discussing the type of integrated optical demultiplexer studied later in this thesis, optical injection locking must be first introduced.

In general, the injection of a periodic signal into any type of oscillator can lead to interesting types of dynamics. For example, if the injected signal is strong enough and close enough to the oscillator’s natural frequency, the oscillator’s frequency and phase will transition from its free-running values, to match the frequency and phase of the injected signal. In this case we call the oscillator phase locked to the driving signal. This was originally discovered by Dutch scientist Christiaan Huygens, as he noticed two pendulum clocks in his room synchronised if they were hung close enough to one another [113]. For a while, it was even believed that human sleep patterns were locked to earth’s natural 24 hour cycle, as it was claimed that in isolation humans prefer 25 hour wake-sleep cycles (however further studies into these claims has shown this is likely false [114]).

Optical injection locking is just one example of injection locking, which involves injecting a
master laser’s signal into a slave laser. In particular, we will deal with the case where light from the slave laser does not interact with the master laser in any way. The terms master and slave now appear slightly outdated in 21st century language, however as these are very common place in current literature, they will also be used throughout this thesis.

Some injection locked systems can be described by using Adler’s equation [115]:

\[
\frac{d}{dt} \phi(t) = -\nu - K \sin(\phi(t)) \tag{1.2}
\]

where \(\phi\) is the relative phase difference between the oscillator and driving force, \(\nu\) is the frequency detuning between the injected signal and the oscillator’s fundamental frequency, and \(K\) is the driving strength. To derive some physical meaning from the above, consider an oscillator with signal \(A_0 e^{i(\omega_0 t + \phi_0(t))}\) that is injected by an external signal \(A_{inj} e^{i(\omega_{inj} t + \phi_{inj}(t))}\). Here, \(A_j\) denotes the amplitude of the signal, \(\omega_j\) denotes the frequency, and \(\phi_j\) denotes the phase of each signal. Equation 1.2 then gives the rate of change of the phase difference between the two oscillators, as measured from the reference frame of the master oscillator. The first term on the right hand side of Eq. 1.2 describes how the difference between the frequencies \(\omega_{inj}\) and \(\omega_0\) adds to the total phase difference between the oscillators (where \(\nu = \omega_{inj} - \omega_0\)). The second term describes how the magnitude of the external force effects the phase of oscillator under injection, and in general \(K\) is proportional to the ratio \(A_{inj}/A_0\).

Equation 1.2 assumes that the amplitude of oscillations is constant, and can be used to find the regions where the slave is stably locked to the master. By looking at the steady state solution of Eq. 1.2, the slave is phase locked when \(|\nu/K| \leq 1\). While the slave oscillator is phase locked, the phase of the slave oscillator directly matches that of the master oscillator. This can remain true for a bandwidth of frequencies around the slave oscillator’s natural frequency (i.e, a range of detunings around the slave’s frequency). The locking bandwidth of the slave in this case is given by \(2K\). While the slave oscillator is phase locked, it’s frequency also perfectly matches that of the master oscillator (hence, the slave is also frequency locked to the master).

Adler’s equation describes the low injection limit of optically injected semiconductor lasers very well [116], [117], but as the injection strength increases, additional amplitude dynamics must be introduced. With real master-slave semiconductor laser systems, there is no longer a simple binary transition between phase/frequency locked states and unlocked states. Rather, there exists a third state, where at certain detunings and injection strengths, the slave’s frequency can be locked, while the phase difference between the master and slave varies in time. In this case, the slave is frequency locked, and not phase locked [118]. The reverse is never possible – it is impossible for a slave laser to be phase locked and not frequency locked. This is discussed in more detail in Section 3.2.1.

Optical injection locking has been used in many applications, such as increasing laser modulation bandwidths [119], [120], reducing laser linewidth [121]–[123], improving optical comb generation [124], [125], and radio frequency (RF) signal generation [126], [127]. As an example, Fig. 1.15 shows the free-running and injection locked optical spectra of a Fabry-Pérot (FP) slave laser. The free-running laser spectrum (in blue) has many lasing modes, as the device used was a simple FP cavity. The response of the FP laser to an optically injected signal of power +1.7 dBm is plotted in red. All the modes in the slave laser except for the injected mode
are suppressed due to the injected signal, as the carriers used to generate these other modes in the free-running case are now contributing to the injected mode. The injected signal is amplified slightly as it passes through the cavity, and this is the main mechanism which will be used for active optical demultiplexing. If instead the master signal was an optical comb and the slave laser was locked to one of the lines in the comb, the signal could be demultiplexed. This was first demonstrated in Ref. [128], and since then many different studies presenting new devices [129]–[131], key parameters [132], [133] or demonstrating new optical demultiplexing results [134]–[139] have been completed. This thesis follows on from these works, adding to what has already been shown.

Optical injection was initially studied from a physical perspective [140]–[142], however the complicated dynamics which arise from the amplitude-phase coupling within the semiconductor laser’s electric field attracted many purely dynamics based studies. In fact, optical injection set-ups are considered good testbeds to study complicated nonlinear delay-coupled systems [143], and there are many studies and reports which thoroughly discuss the dynamics involved with single frequency injection (see Refs. [144]–[146] and citations within). However, very few of these analyses have focused on optical comb injection, and to our knowledge, the most relevant studies have already been mentioned in the paragraph above. Studies such as those performed in Ref. [147] and Ref. [148] deal with multiple frequency injection, however the injected lines are not coherent in these cases, as they are in all cases considered here. Hence, a secondary goal of this thesis was to investigate the dynamical behaviour of the slave laser while under injection from an optical comb. Several other groups have published articles on the dynamics of comb injection [149], [150] in the last few months, which shows there is a growing interest in this topic.
1.8 Integrated Optical Demultiplexers

A key component on a photonic integrated circuit is the ability to split and combine different wavelength signals. Optical multiplexers are required pre-transmission, with de-multiplexers required after transmission. As this thesis is focused on demultiplexers, only viable on-chip demultiplexers are discuss below.

There are several types of integrable optical filters, including asymmetric Mach-Zehnder demultiplexers [151], [152] and echelle gratings [153], [154], with the most successful commercial type being the array waveguide grating (AWG) (also known as a phased array). With the first demonstration of a dispersive phase array in 1988 [155], AWGs became a hot research topic, with designs featuring sub 2 nanometre channel separation quickly following [156], [157]. AWGs feature an array of waveguides which map the input onto multiple output channels. The path lengths of the waveguides in the array are all slightly different, which causes the different wavelengths in the input channel to be mapped to different output channels. A design of a modern 25 GHz AWG is shown in Fig. 1.16.

An AWG features a large array of waveguides, connected on either end with a free propagation region (FPR). Input light is first split up over the many waveguides in the input FPR. Each waveguide in the AWG has a slightly different length, and hence, when the light from these waveguide reaches the output FPR, the output from each waveguide will have a slightly different phase. In order to demultiplex a signal, an AWG uses the phase change in each waveguide to steer different wavelengths of light into the final output waveguides. As the output channel frequency spacing is decreased, the required phase change difference between consecutive waveguides increases. Hence, in order to decrease the output channel frequency spacing in an AWG, the optical path lengths of the waveguides in the device must increase.

Figure 1.16: Size comparison of an 8 channel arrayed waveguide grating (AWG) demultiplexer (left) and a $1 \times 3$ optical injection demultiplexer (right). Only the metal (yellow) and waveguides (black) layers of the device design are shown. The AWG design is very similar to that shown in Fig. 1.11, where the input light first enters a free propagation region (FPR), before entering an array of waveguides. The waveguides in the array have slightly lengths, which means that there is a phase difference between consecutive waveguides at output FPR. Only the metal (yellow) and waveguides (black) are shown. The AWG was designed to have 25 GHz channel spacing, and narrower channel spacings would result in a larger AWG size. The channel spacing of the optical injection demultiplexer is not fixed.
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Figure 1.17: (a) Microscope image of a 1×4 demultiplexer. (b) Illustration of an input comb, with 4 slave lasers locking to different lines in the comb.

[158], [159]. This both increases the device footprint and demands more from the device fabrication process. Waveguide imperfections can cause optical phase errors, which significantly adds to the crosstalk in devices [160]. As a result, accurate and high resolution fabrication of large devices adds to the cost of making AWGs with narrow spacing.

As mentioned above, many different materials are being used for photonic integration, and AWG performance varies from platform to platform. The crosstalk between channels is commonly used to determine the performance of an AWG, where crosstalk is a measure how much of a signal transmitted on one channel leaks into other channels in the circuit. Typically, channel frequency spacings between 25 GHz and 100 GHz have been focused on, with many examples in the literature across the different photonic platforms; e.g., on silicon nitride [161], or on InP [162]. Further examples of ultra narrow (with 1 GHz channel spacing) AWGs have been demonstrated in silica on silicon [163], and more recently on pure silicon photonics platforms [164], due to the advantage of the high contrast index on these platforms.

On InP, monolithically integrable 10 GHz AWGs have been demonstrated, with large footsizes and reasonably high crosstalks [165]–[167] when compared with other platforms. Hence, cost effective high performance monolithically integrable optical demultiplexers on InP capable of demultiplexing narrow optical combs are still required.

Prior to commencement of this project, research had began on using optical injection locking as an active filter [128]. Optical demultiplexers such as the one shown in Fig. 1.17(a) injection lock individual slave lasers to each line in the optical comb, allowing each comb line to be demultiplexed and amplified [129]–[131], [133], [168]. The illustration in Fig. 1.17(b) shows how these optical demultiplexers operate; first, the optical comb is split equally over the output channels using a multimode interference (MMI) coupler [169], and then each slave laser injection locks to a one of the optical comb lines (each laser’s frequency can be tuned slightly to match a different comb line). As shown in Ref. [170], these demultiplexers can be monolithically integrated directly with electro-absorption modulators, in order to create coherent transmitters.

These injection locked optical demultiplexers have several advantages over other types of integrated demultiplexers:

- High resolution fabrication processes or complicated regrowth steps are not required.
- Decreasing the output channel spacing does not require the device size to grow.
1.9 Thesis Motivation and Outline

The motivation for this thesis was to investigate and further the understanding of the active optical filters discussed in the previous section. To briefly summarise what was discussed in this introductory chapter, the bandwidth of conventional WDM systems is quickly filling up due to increasing demand. By moving to optical comb sources, large amounts of bandwidth reserved to protect from frequency jitter and other types of instabilities can be freed-up, increasing network capacity. Ideally, these comb sources would be integrated with modulators and packaged on a single photonic integrated circuit, as in the proof of principle demonstrated in Ref. [170]. This would make future devices cost effective and mass producible. However, integrating and modulating an optical comb on-chip requires efficient optical demultiplexers.

The reasons for the monolithic integration technology used throughout this thesis were outlined in Section 1.5. Two types of integrable single mode lasers were briefly discussed (slotted Fabry-Perot lasers and single mode pit lasers). Devices which were designed using an inverse scattering method are discussed in Appendix A, as these laser designs were developed over the course of this project. As discussed in Section 1.8, common types of integrated optical demultiplexers are not currently feasible on photonic integrated circuits for small frequency spacings. Hence, following from research into active optical demultiplexing based on optical injection locking [128], [130], the goal of this thesis was to study and further the understanding of how a slave laser injected with an optical comb demultiplexes the comb lines.

The rest of this thesis is outlined as follows:

- Chapter 2 discuss the initial investigation performed using low optical injection strengths. A steady state numerical Fabry-Perot laser model is presented and discussed in detail. The model was then compared with results from both single frequency injection and optical comb injection experiments, and good agreement was found in both cases. Based on the agreement seen between theory and experiment, the model was then used to determine how the SMSR achieved through active filtering improved with increasing the Q factor of the slave lasers in the devices.

- As the Fabry-Perot model was limited by it's steady state assumptions, Chapter 3 instead uses a single mode rate equation to investigate how the SMSR achievable varies with optical comb spacing and drive current. As rate equation models have previously been used extensively to model the dynamical behaviour of lasers, further investigation into the output state of the demultiplexed comb is discussed. The model predicts that
the relaxation oscillations within the slave laser limit the side mode suppression ratio (SMSR) at low comb frequency spacings, and this was verified using two separate experimental techniques. Using a high resolution optical spectrum analyser, it was also found that the excited relaxation oscillations within the slave laser can frequency lock to rational spacings of the optical comb spacing. The chapter is concluded with two dimensional parameter maps spanned by detuning and the optical injection power, which lay out the parameter regions with high and low SMSR for different comb spacings.

- Chapter 4 furthers the study of the dynamics present with optical comb injection. The frequency locking of the relaxation oscillations within the slave laser is studied in more detail both experimentally and theoretically, and frequency detuning sweeps are presented. It is found that a Devil’s staircase in the slave laser’s lasing frequency appears as the slave is tuned in between the optical comb lines. After a brief discussion of the circle map and Arnol’d tongues, this extra locking mechanism is discussed and studied as a function of the slave’s natural RO frequency. Two dimensional parameter maps are used to detail wider areas of interest, and it is shown that the optical output comb from an injected slave laser can be tuned using the injection strength and detuning. Further, it is shown that the output combs can have improved stability and lower linewidths.

- Finally, Chapter 5 concludes this thesis. The main results are summarised, and possible future research is discussed.

After the conclusions and the main body of this thesis, several appendices are included to provide supplementary discussion material.
Chapter 2

Fabry-Pérot Model and Cavity Q

To begin the investigation into the active mode filtering provided through optical injection, a simple and intuitive laser model was adopted. The first goal was to use the model to reproduce the different measured lasing spectra from Fabry-Pérot (FP) and slotted Fabry-Pérot (SFP) devices. Then, optical injection was added to the model. With good agreement between the single frequency optical injection experiments and the model results, optical comb injection was then also investigated.

In the following sections, the optical injection experimental setup and FP laser model are introduced. To model the different device structures, a transmission matrix method was used to determine the reflection and transmission of different mirrors and device structures. The transmission matrix method is introduced in Section 2.4, with full model results presented in Section 2.5. The mode suppression due to optical injection is then investigated in Section 2.5, and good qualitative agreement is found between theory and experiment. Finally, the impact of the quality factor (or Q factor) on how much an optical comb could be demultiplexed is investigated, and it is found that the side mode suppression ratio (SMSR) improves with increasing Q. Some of the results presented in this chapter were published in the MDPI journal Photonics (see Ref. [171] for the published article).

2.1 Experimental Set-up

To provide context for the theoretical model in the following section, the set-up used to investigate optical injection is presented here first. The full set-up is illustrated in Fig. 2.1, where the device under test (DUT) is mounted on a temperature controlled brass chuck. Figure 2.2(a) shows a device under test, contacted electrically using a tungsten needle. Throughout the experiments, a tunable laser source (TLS) was used as the master laser. Light from the lasers was collected by coupling a lensed fibre to the device’s facet. To generate the optical combs used in some of the results presented, the components inside the dashed section in Fig. 2.1 were included in the setup. In these cases, an RF signal generator was used to intensity modulate the master laser signal passing through a LiNbO$_3$ Mach-Zehnder modulator (MZM) (an example of a typical 10 GHz optical comb is plotted in Fig. 2.2(b)). An erbium doped fiber amplifier
2. Fabry-Pérot Model Description

The laser model adapted in this work has previously been proven to accurately replicate the characteristics of lasers with multi-mode and single moded lasing [173]–[175]. As discussed in the introduction, Fabry-Pérot lasers are very simple cavities, which have broadband reflectors on either side of a gain material. The Fabry-Pérot laser model was chosen to start modelling experimental results as the model is physically intuitive, and can be scaled to a multimode model with relative ease. In the following section, the model will first be summarized, then how the model was altered to include optical injection will be described.

In order to derive the optical power of each longitudinal mode within a laser cavity, we start by considering the electric fields within a cavity of length $L$ as shown in Fig. 2.3, and let $E_{A1}$ and $E_{A2}$ represent the electric fields propagating into the mirrors at boundaries 1 and 2; similarly,

---

1The interaction between light and a crystalline solid can often depend strongly on the polarisation of the light. This is true in most semiconductors, and in this particular case, both the mach-zehnder modulator and the laser itself are polarisation dependent.
Figure 2.3: Illustrations of the fields inside a Fabry-Pérot laser cavity, including two mirrors with reflection coefficients \( r_1 \) and \( r_2 \).

\( E_{B1} \) and \( E_{B2} \) denote the fields propagating into the mirrors at boundaries 1 and 2. The fields at the interfaces can be related to one another by:

\[
E_{B1} = r_1 E_{A1}, \quad E_{A2} = E_{B1} e^{(\Gamma-i\theta)L} + \delta_+, \quad \text{and} \quad E_{B2} = r_2 E_{A2},
\]

where \( \Gamma \) is the gain per unit distance of the laser cavity, \( \theta \) is the propagation constant, and \( \delta_+ \) and \( \delta_- \) are contributions of spontaneous emission to the fields as they travel to the left and right. The intensity of the field at the left facet \( |E_{A1}|^2 \) can be found using algebra:

\[
|E_{A1}|^2 = \frac{|\delta_-|^2 + |\delta_+|^2 g^2 r_2^2 + \delta_+^* \delta_- g r_2 e^{-i\theta L} + \delta_-^* \delta_+ g r_2 e^{i\theta L}}{(1 - r_1 r_2 g^2)^2 + 4 g^2 r_1 r_2 \sin^2(\theta L)}, \quad (2.1)
\]

where \( g = e^{\Gamma L} \) represents the single-pass gain seen by the field in the cavity. To proceed, we assume that the time-averaged contributions of the terms \( \delta_+^* \delta_- \) and \( \delta_- \delta_+^* \) are zero (as \( \delta_- \) and \( \delta_+ \) are uncorrelated, and on average don’t contribute to the constructive interference which forms the mode), and we also assume the magnitude of the spontaneous emission in both directions is equal, so \( |\delta_-|^2 = |\delta_+|^2 = |\delta|^2 \). Defining \( \phi = \theta L \) and integrating over one period from \( \phi = -\frac{\pi}{2} \) to \( \phi = \frac{\pi}{2} \) gives the power from one longitudinal mode in the laser. Hence, the power \( I \) in each mode of the laser is given by:

\[
I = \int_{\phi=-\frac{\pi}{2}}^{\phi=\frac{\pi}{2}} \frac{|\delta|^2 (1 + g^2 r_2^2)}{(1 - r_1 r_2 g^2)^2 + 4 g^2 r_1 r_2 \sin^2(\phi)} \, d\phi. \quad (2.2)
\]

This integral can be evaluated using mathematica (or otherwise) and found to be:

\[
I_m = \frac{\pi |\delta_m|^2 (1 + g_m^2 r_2^2)}{1 - r_{1m}^2 r_{2m}^2 g_m^2}, \quad (2.3)
\]

where now the subscript \( m \) has been added to indicate that values for the gain, reflection and spontaneous emission coupling to each mode can differ across the longitudinal modes in the laser. The reflection coefficients \( r_{1m} \) and \( r_{2m} \) for the different laser cavities considered in the following section were calculated using a one-dimensional transmission matrix method [159] (see Section 2.4 for further details). The modal gain dependence is modelled as:

\[
g_m = \exp\left[\frac{n \sigma_m - \alpha_{int}}{2} L\right], \quad (2.4)
\]

where \( \alpha_{int} \) is the cavity loss, \( L \) is the length of the gain section of the laser, \( \sigma_m \) is the gain shape of the laser material and \( n \) is the number of free carriers (i.e., the number of carriers available...
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2.2 Fabry-Pérot Model Description

Comparison between measured device gain and gain used in model

<table>
<thead>
<tr>
<th>Model Gain (a.u.)</th>
<th>Measured Gain cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>2.5</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>1.2</td>
<td>3.5</td>
</tr>
<tr>
<td>1.4</td>
<td>4</td>
</tr>
<tr>
<td>1.6</td>
<td>4.5</td>
</tr>
<tr>
<td>1.8</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>6</td>
</tr>
</tbody>
</table>

Wavelength (μm)

1.55 1.555 1.56 1.565 1.57 1.575 1.58

Figure 2.4: Comparison between measured device gain (left vertical axis) from a FP laser calculated using the Cassidy gain method [176], and the gain $g_m$ implemented in the model (right vertical axis). The Cassidy gain method is discussed in more detail in Sec. 2.3.

The gain lineshape in the model was chosen to be of the form:

$$\sigma_m(\lambda) = \frac{a}{\mu \sqrt{2 \pi}} e^{-\left(\frac{\lambda - \lambda_c}{\mu \sqrt{2}}\right)^2}, \quad (2.5)$$

where here, $\lambda_c$ gives the center gain wavelength, and $a$ and $\mu$ where used as fitting parameters to approximate the measured gain. Figure 2.4 shows the gain $g_m$ compared with the measured gain of the InGaAs semiconductor devices tested, and although the asymmetry of the real device gain is not represented by (2.5), good qualitative agreement is observed around the peak modal gain. Far away from the gain center, the Gaussian expression for the gain lineshape remains positive, implying there are no wavelengths which are absorptive or lossy. Hence, the model's simulation range was restricted to within the range of experimentally measured positive gain. The Gaussian expression for gain lineshape also allowed the overall gain to be transposed and manipulated easily. Further information on how the gain was measured and modelled is given in Section 2.3.

The spontaneous emission in the model is defined as in Ref. [173], by the term $B_m$:

$$\pi |\delta_m|^2 = B_m = \frac{\beta_{sp} n}{\tau_p} \left( \frac{g_m^2 - 1}{\ln g_m^2} \right), \quad (2.6)$$

where $\beta_{sp}$ is the spontaneous emission factor and $\tau_p$ is the photon lifetime. The number of free carriers $n$ is modelled by:

$$\frac{dn}{dt} = N - \frac{n}{\tau_c} - 2n \sum_m \sigma_m I_m. \quad (2.7)$$

Here, $N$ is the rate of injected carriers and $\tau_c$ is the carrier lifetime. The term $n/\tau_c$ accounts for the carriers which undergo non-radiative recombination, and the final term $2n \sum_m \sigma_m I_m$ takes into account the number of carriers recombining due to stimulated emission in the laser.
material. The steady state value for the carriers is:

\[ n = \frac{N}{\frac{1}{c} + 2 \sum_m \sigma_m I_m}. \]  

(2.8)

As rate equation models more accurately model the locking range and power in the slave laser under optical injection [177], the optical injection in the model uses results derived from a rate equation approach. To derive the required results, we start with the standard injection locking rate equations as reported in [142], [178]:

\[ \frac{dE(t)}{dt} = \gamma g - \gamma c \frac{E(t)}{E(t)} + f_d \frac{E_{inj}(t)}{E(t)} \cos [\Delta \omega t - \phi(t)], \]  

(2.9)

\[ \frac{d\phi(t)}{dt} = \frac{\gamma g - \gamma c}{2} \alpha_H + f_d \frac{E_{inj}(t)}{E(t)} \sin [\Delta \omega t - \phi(t)]. \]  

(2.10)

Here, \( E_{inj}(t) \) is the amplitude of the injected field, \( \gamma_g \) and \( \gamma_c \) are the rates of cavity gain and cavity losses, \( f_d \) is the longitudinal mode spacing, \( \alpha_H \) is the linewidth enhancement factor, and \( \Delta \omega = \omega_1 - \omega_0 \) is the difference between the natural frequencies of the master and slave laser. In the steady state, equation Eq. (2.9) gives us a relation between the growth and decay rates inside the laser:

\[ \gamma_c - \gamma_g = 2 f_d \frac{E_{inj}(t)}{E(t)} \cos [\Delta \omega t - \phi(t)]. \]  

(2.11)

To relate the steady state solution for the amplitude in Eq. (2.11) to the optical power in the FP modes, we note that one can write the power \( E^2 \) in terms of the saturation power of the gain medium by [178]:

\[ E^2_0 = \left( \frac{\gamma g}{\gamma c} - 1 \right) E^2_{sat} = (g_m - 1) E^2_{sat}, \]  

(2.12)

where \( g_m = \gamma g \)/\( \gamma c \) is the amount by which the unsaturated gain in the laser exceeds the cavity losses. By assuming that the laser growth rate inside the cavity saturates under injection in the form [178],

\[ \gamma_g = \frac{\gamma g}{1 + E^2/E^2_{sat}}, \]  

(2.13)

we can eliminate the unknown saturation power level \( E^2_{sat} \) using Eq. (2.12) and Eq. (2.13), and find:

\[ \gamma_c - \gamma_g = \frac{E^2(g_m - 1) - E^2(g_m - 1)}{E^2(g_m - 1) + E^2_0} = 2 f_d \frac{E_{inj}}{E} \cos [\Delta \omega t - \phi(t)], \]  

(2.14)

where the last equality follows from Eq. (2.11). A first order approximation assuming that \( E_1 \ll E_0 \) is given in Ref. [178] as:

\[ E^2(\omega_1) \approx E^2_0 \left[ 1 + \frac{2g_m}{(g_m - 1)} \frac{f_d E_{inj}}{g_m E_0} \cos [\phi_L(\omega_1)] \right]. \]  

(2.15)

Hence, using Eq. (2.15) we can describe the how the power in an injection locked mode in the
Table 2.1: Parameterised values used in the model, unless otherwise stated. Values for \( \tau_p, \tau_c \) and \( \beta \) were as used in Ref. [168], and for \( a, \mu \) and \( \alpha_{int} \) where obtained via fitting to the measured gain spectra. The value for \( \alpha_H \) in semiconductors can be between 1 and 5 [144], and was chosen to be 3.5 as it matched the locking bandwidth of the experimental data well.

<table>
<thead>
<tr>
<th>Parametrised values used in calculations</th>
<th>( \alpha_H )</th>
<th>( a )</th>
<th>( \mu )</th>
<th>( \alpha_{int} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_H )</td>
<td>3.5</td>
<td>78.2</td>
<td></td>
<td>1.27</td>
</tr>
<tr>
<td>( \tau_p )</td>
<td>1</td>
<td>0.01235</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau_c )</td>
<td>100</td>
<td>0.01235</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \beta )</td>
<td>( 10^{-6} )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FP model varies with detuning, assuming that our injected optical field strength is small. From Eq. (2.10), we can also determine the range of frequencies for which the slave laser will be frequency locked. Using Eq. (2.11) in Eq. (2.10), we can determine the locked phase \( \phi_L \) of the slave relative to the master:

\[
\Delta \omega = -f_d \frac{E_{\text{inj}}(t)}{E(t)} \left( \sin \left[ \phi_L(\omega_1) \right] + \alpha_H \cos \left[ \phi_L(\omega_1) \right] \right),
\]

\[
\phi_L(\omega_1) = -\arcsin \left( \frac{\Delta \omega}{\sqrt{1 + \alpha_H^2}} \right) - \arctan \alpha_H.
\]

The range of frequencies for which the slave laser is locked to the master laser can then also be shown to be [142], [179]:

\[
\omega_0 - \sqrt{1 + \alpha_H^2} \frac{v}{2L} E_{\text{inj}} \leq \omega_1 \leq \omega_0 + \sqrt{1 + \alpha_H^2} \frac{v}{2L} E_{\text{inj}}.
\]

Hence, Eq. (2.15) and Eq. (2.18) were used to describe the effect of the master laser on the output of the slave laser.

As a steady state solution is presumed in equation Eq. (2.8), the dynamical regions of operation of the slave laser which arise at different injection strengths and detunings are omitted by the model. However, it will be shown in the following discussion that under these assumptions, this simple model can still accurately model behaviour of the SMSR of the slave lasers under weak injection, and can even be used to qualitatively predict the suppression obtainable through injection locking a slave laser to a single injection frequency or to one of the lines of an injected optical comb.

2.3 Gain and the Thermal Tuning of Gain

Two methods to estimate laser gain were used, the Hakki-Paoli method [180] and the Cassidy method [176]. Both rely on accurate measurements of the optical spectra of FP devices, to determine the measured power in the peaks and troughs of each mode. The Hakki-Paoli method averages the power of two neighbouring peaks, and divides by the power in the intermediate trough between the two peaks, obtaining a depth of modulation \( d_i \). The corresponding gain \( G_i \) is then given as:

\[
G_i = \frac{1}{L} \ln \left[ \frac{d_i^{0.5} + 1}{d_i^{0.5} - 1} \right] + \frac{1}{L} \ln R,
\]
2. FABRY-PÉROT MODEL AND CAVITY Q

2.3 Gain and the Thermal Tuning of Gain

where here $L$ is the length of the laser and $R$ is the estimated mirror reflectivity of the laser.

The Cassidy method, published a decade after the Hakki-Paoli method, improves on the Hakki-Paoli method by removing the optical response function of the OSA from the measurements. Cassidy noted that response functions of common optical instruments have the effect of underestimating the peak powers in the spectra, while overestimating the minima in the spectrum [176]. To accurately measure laser gain, the Cassidy method instead integrates over each mode in the FP laser to find the optical power contained in each mode. The power at the troughs of the mode can be written analytically as:

$$I_{\text{min}_m} = \frac{B_m (1 + RG_m) (1 - R)}{(1 + RG_m)^2 - 4RG_m}$$  \hspace{1cm} (2.20)

and the total power in a single longitudinal mode of a Fabry-Pérot laser is given by:

$$I_{\text{tot}_m} = \left(\frac{c}{2l}\right) B_m (1 + RG_m) (1 - R) \frac{1}{1 - RG_m^2},$$  \hspace{1cm} (2.21)

where $R$ is the reflection from the cavities mirrors, $l$ is the length of the cavity, $B_m$ is as in (2.6), and $G_m$ is the gain of the mode that we’re interested in measuring. The ratio of $I_{\text{tot}_m}$ and $I_{\text{min}_m}$ is then

$$p = \left(\frac{c}{2l}\right) \frac{1 + RG_m}{1 - RG_m}. \hspace{1cm} (2.22)$$

By measuring the ratio $p$ experimentally, the gain of the mode can be found, as

$$G_m = \frac{1}{R} \left(\frac{p' - 1}{p' + 1}\right)$$  \hspace{1cm} (2.23)

where now $p' = p^2$. Figure 2.5 shows a comparison of the gain measured using both methods. The Hakki-Paoli method underestimates the actual gain of real devices, and in Fig. 2.5 the Cassidy method’s estimate of the gain is significantly larger. The Cassidy method is also less prone to error due to inaccurate determination of the peaks and troughs in an optical trace.

As shown previously in Fig. 2.4, the model gain was fit to match the gain from the Cassidy method. In order to model temperature and current sweeps in the FP model, the gain in the model was allowed to vary with temperature. For these sweeps, the $\sigma_m$ term in Eq. (2.4) was allowed to vary as a function of temperature:

$$\sigma_m(\lambda, T) = \frac{a}{\mu(T)} e^{-\left(\frac{\lambda - \lambda_C(T)}{\sigma_m(T)}\right)^2} \hspace{1cm} (2.24)$$

where here $\lambda_C(T)$ allows the center of the gain to be varied with temperature $T$, and $\mu(T)$ alters the shape of the gain as temperature changed. Over the temperature ranges used experimentally ($< 10^8$°C), the change in the gain center wavelength was approximately linear, given by $\lambda_C(T) = 1.5625 + 2.634 \times 10^{-4}T$, for $T$ in Celsius. By making $\mu$ a function of temperature, the height and width of the Gaussian gain can be changed as the temperature is varied. Increasing $\mu$ decreases the magnitude of the gain, while causing the gain to spread laterally. The
Figure 2.5: Plot of the gain of the AlInGaAs material measured at 20°C, using both the Hakki-Paoli and the Cassidy gain methods. The Hakki-Paoli method typically underestimates the gain of devices.

The rate of change of $\mu(T)$ was defined as:

$$\mu(T) = 13.1836 e^{0.01235T},$$

for $T$ in Celsius. The constants used in the definitions of $\lambda_C(T)$ and $\mu(T)$ where chosen to match the change in lasing wavelength and the decrease of lasing power seen in experimental work. This empirical method of defining how the gain varied as a function of temperature is not rigorous, however for the purpose of modelling the experimental traces observed, worked well.

2.4 Scattering Matrices and the Transmission Matrix Method

The FP model can be used to model a variety of different cavity types; by varying the effective refractive index along the cavity, different laser structures (both single mode and multimode) can be investigated. In order to do this, we require a description of how the reflection coefficients $r_{1m}$, $r_{2m}$ vary with wavelength for these structures. To model devices with more complicated mirrors and reflectors, such as the slotted FP devices introduced in Section 1.5.4, techniques such as the thin film method [181] or the transmission matrix method (TMM) [159] can be used. Both of these methods can provide a 1 dimensional description of reflection as a function of wavelength, and hence either could be used to calculate the reflection coefficients $r_{1m}$, $r_{2m}$ in the FP model. The slotted structures were investigated numerically using both methods, however as the transmission matrix method was simpler to implement numerically, it was predominantly used throughout this project. This section will hence describe the TMM and show some example reflection spectra.

To describe the transmission matrix method, it is first useful to introduce scattering matrices; a scattering matrix linearly relates the inputs and outputs at some scattering junction (e.g, Fig. 2.6). Each entry $S_{ij}$ of a scattering matrix $S$ relates an output $B_i$ of the junction with a linear
Figure 2.6: Illustration of different inputs and outputs of a 3 port scattering junction. The scattering matrix $S$ in this example would be a $3 \times 3$ matrix, relating each output $B_1$, $B_2$ and $B_3$ with the inputs $A_1$, $A_2$ and $A_3$.

A dielectric interface between two media can be considered a scattering junction, as the electric field on the left hand and right hand side of the boundary can be linearly related to each other. As in Fig. 2.7, the fields $E_{A1}$, $E_{A2}$, $E_{B1}$ and $E_{B2}$ can be related by:

$$
\begin{bmatrix}
E_{B1} \\
E_{B2}
\end{bmatrix} =
\begin{bmatrix}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{bmatrix}
\begin{bmatrix}
E_{A1} \\
E_{A2}
\end{bmatrix} =
\begin{bmatrix}
 r_{12} & t_{12} \\
t_{12} & r_{21}
\end{bmatrix}
\begin{bmatrix}
E_{A1} \\
E_{A2}
\end{bmatrix},
$$

(2.25)

where $r_{12}$ is the reflection coefficient seen by an electric field as it passes from medium 1 into medium 2, and $t_{12}$ is the transmission coefficient under the same circumstance. Similarly for $r_{21}$ and $t_{21}$. As with standard dielectrics,

$$
r_{12} = \frac{n_2 - n_1}{n_2 + n_1} = -r_{21},
$$

where $n_1$ and $n_2$ are the refractive indices of medium 1 and 2. This is approximately true for weakly guided waveguide modes [159], however the refractive indices $n_1$ and $n_2$ must be replaced by the effective index of the mode in each waveguide. The transmission coefficients $t_{12}$ and $t_{21}$ are also found trivially for a dielectric interface:

$$
t_{12} = \sqrt{1 - r_{12}^2} = t_{21}.
$$

Figure 2.7: Interface between two dielectric material.
2. Scattering Matrices and the Transmission Matrix

Scattering matrices are useful for relating the inputs and outputs of a single scattering junction. However, to model the effect of a series of scattering junctions, it is simpler to use transmission matrices. Transmission matrices are easier to use in practice, as to model the effect of multiple junctions, you multiply the transmission matrices in the order which they appear. Instead of relating inputs with outputs as with scattering matrices, transmission matrices relate the left hand side of the boundary with the right hand side of the boundary. For example, as in Fig. 2.8, the fields on the left hand side of the boundary in medium 1 can be related to those on the right by

\[
\begin{bmatrix}
E_{A1} \\
E_{B1}
\end{bmatrix} =
\begin{bmatrix}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{bmatrix}
\begin{bmatrix}
E_{A2} \\
E_{B2}
\end{bmatrix}
\text{ and }
\begin{bmatrix}
E'_{A1} \\
E'_{B1}
\end{bmatrix} =
\begin{bmatrix}
T'_{11} & T'_{12} \\
T'_{21} & T'_{22}
\end{bmatrix}
\begin{bmatrix}
E'_{A2} \\
E'_{B2}
\end{bmatrix}.
\]

Putting these together, we find that

\[
\begin{bmatrix}
E_{A1} \\
E_{B1}
\end{bmatrix} =
\begin{bmatrix}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{bmatrix}
\begin{bmatrix}
T'_{11} & T'_{12} \\
T'_{21} & T'_{22}
\end{bmatrix}
\begin{bmatrix}
E_{A2} \\
E_{B2}
\end{bmatrix}.
\]

This method is easily scalable, and hence can be used to model a complicated series of dielectric interfaces. In order to get information on the reflection and transmission of the structure, the resulting total transmission matrix must be converted back to a scattering matrix by the following:

\[
S_{11} = \frac{T_{21}}{T_{11}}, \quad S_{12} = \frac{T_{12}T_{22} - T_{11}T_{21}}{T_{11}}, \\
S_{21} = \frac{1}{T_{11}}, \quad S_{22} = -\frac{T_{12}}{T_{11}}.
\quad \tag{2.26}
\]

The inverse relations are given by:

\[
T_{11} = \frac{1}{S_{21}}, \quad T_{12} = -\frac{S_{22}}{S_{21}}, \quad T_{21} = \frac{S_{11}}{S_{21}}, \quad T_{22} = -\frac{S_{11}S_{22} - S_{12}S_{21}}{S_{21}}.
\quad \tag{2.27}
\]

The entries $S_{11}$ and $S_{12}$ give the reflection and transmission coefficients for the whole system, and hence using the above relations the reflection/transmission can be found from the system's complete $T$ matrix. The two most common $S$ and $T$ matrices are given in Table 2.2. Example reflection spectra calculated using this method are shown in the following section, which prove the effectiveness of using a 1-dimensional method to estimate a mirror’s reflection.
Table 2.2: Table containing common scattering matrices and their corresponding transmission matrices; namely, the matrix for a dielectric interface, and the matrix for propagation through a distance \( L \). It is assumed here that \( r_{12} = -r_{21} \), \( t_{12} = t_{21} \), with \( r_{12}^2 + t_{12}^2 = 1 \).

<table>
<thead>
<tr>
<th>Scattering Matrix</th>
<th>Structure</th>
<th>Transmission Matrix</th>
</tr>
</thead>
</table>
| \(
\begin{pmatrix}
  r_{12} & t_{12} \\
  t_{21} & -r_{12}
\end{pmatrix}
\) | ![Image](a) | \( \begin{pmatrix} 1 & r_{12} \\ t_{12} & 1 \end{pmatrix} \) |

![Image](b) (a) Reflection calculated using transmission matrices, of a 700 \( \mu m \) long passive FP cavity, with facet reflections \( \approx 0.27\% \). The solutions to equation (2.28) are plotted in vertical red dotted lines, which show that the modes supported in the FP cavity correspond with the peak reflections. (b) Optical spectrum from a 1050 \( \mu m \) long FP laser at 3.0 times threshold. The lasing spectrum features many modes, as the reflection seen by each mode is nominally the same, and the lasing material’s gain varies slowly with wavelength.

2.4.1 Modelled Reflection Spectra

We start by first modelling the simplest type of cavity; a FP cavity, as shown in Fig. 2.3. Although the magnitude of the facet reflection seen by all wavelengths around the lasing gain peak in the FP cavity is nominally the same, only certain longitudinal modes with specific wavelengths can exist within the FP cavity. The modes supported within a cavity are those which wavelengths can resonate and allow constructive interference within the cavity; the relationship between the lasing wavelength \( \lambda \) and a cavity of length \( L \) and refractive index \( n \) is:

\[
\lambda = \frac{2nL}{m},
\]

where here \( m \) can be any integer number. Figure 2.9(a) shows the resonances supported by a 700 \( \mu m \) long FP cavity, around the material gain peak. The spacing between the longitudinal modes (also known as the free spectral range \( \Delta \lambda_{FSR} \)) is determined by the optical path length \((nL)\) within the cavity:

\[
\Delta \lambda_{FSR} = \frac{\lambda^2}{nL}.
\]
2.4 Scattering Matrices and the Transmission Matrix Method

In Fig. 2.9(b), the lasing spectrum of a FP laser is shown at 3.0 times threshold. As the magnitude of the reflections is nominally the same for all modes, there is strong mode competition within the laser, resulting in low SMSR.

Single mode lasers are required for most telecommunications applications. As described previously in Section 1.5.4, slotted FP lasers are re-growth free cost effective devices which can achieve single mode lasing. As these were used pre-dominantly in the early stages of this work, the transmission and reflection spectra of the slotted FP lasers were also calculated using the transmission matrix method.

Each slot provides some reflection at two separate interfaces; at the transition from the waveguide to the slot, and the transition from the slot to the waveguide (shown in Fig. 2.10(a)). A 1-dimensional approach to modelling the scattering at these transitions cannot precisely predict the reflection due to each slot [80], however the slot reflection can be reasonably approximated by assuming fractions of the optical mode see different reflections [168]. As illustrated in Fig. 2.10(b), the modes supported within the waveguide and the slots differ slightly. In particular the tail of the optical mode which overlaps with the slot interface is different depending on the transition. The reflections between the slot and the waveguide were split into two parts for simplicity, and weighted by the amount the optical mode overlapped with the slot in each region (Γₗₗ or Γₗₛ). Hence, the slot reflections were set to be:

\[ r_{wg \rightarrow s} = \Gamma_{wg} r_{air} + (1 - \Gamma_{wg}) r_{wg} \]  \hspace{1cm} (2.30)
\[ r_{s \rightarrow wg} = \Gamma_{s} r_{air} + (1 - \Gamma_{s}) r_{wg} \]  \hspace{1cm} (2.31)

where \( r_{air} \) is the reflection coefficient due to an index change from the material to air, and \( r_{wg} \) is the reflection coefficient due to an index change from the material to the slightly lower effective index within the slot. In this way, \( r_{wg \rightarrow s} > r_{s \rightarrow wg} \), as predicted in [80].

Figure 2.11(b) shows the reflection spectrum calculated for the 8 slot mirror section of an SFP as illustrated in Fig. 2.11(a), with 1 µm slot width and 108 µm inter-slot spacing. The refractive indices used are contained in Table 2.3. Both the slot width and inter-slot spacing affect the locations of the reflection peaks, which have peak reflection values of approximately 27%.

Although a crude approximation was used to model the slots, good agreement is seen between the resonance of the laser cavity and real device spectra. Figure 2.11(c) shows the calculated resonance of an entire 8 slot device from mirror section to facet, and for comparison, a real
Table 2.3: Parameters used to model the SFP mirrors. The values for $n_{wg}$ and $n_s$ were calculated using a two dimensional mode solver, in the material detailed in Appendix D. The values for $\Gamma_{wg}$ and $\Gamma_s$ were similar to those used in [168].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{air}$</td>
<td>Refractive index of air</td>
<td>1.0</td>
</tr>
<tr>
<td>$n_{wg}$</td>
<td>Effective refractive index in waveguide</td>
<td>3.19043</td>
</tr>
<tr>
<td>$n_s$</td>
<td>Effective refractive index in slot</td>
<td>3.16919</td>
</tr>
<tr>
<td>$\Gamma_{wg}$</td>
<td>Mode overlap with slot interface in waveguide</td>
<td>0.250</td>
</tr>
<tr>
<td>$\Gamma_s$</td>
<td>Mode overlap with slot interface in slot</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Figure 2.11: (a) Illustration of the SFP design (not to scale). The mirror section featured a total of 8 slots. (b) Calculated reflection spectrum of an 8 slot mirror, with slot width = 1 µm, and inter slot distance = 108 µm. (c) Calculated resonance of the full SFP laser, from the end of the mirror section to the facet. (d) Measured lasing spectrum of a SFP device, for comparison.

SFP lasing spectrum is plotted in Fig. 2.11(d). Good agreement is found between the location of the calculated resonant peaks, and the lasing modes in the device. The smaller resonances have similar shape, however have slightly worse agreement with what was measured. As these lower peaks contribute significantly less to the laser spectrum, it was assumed this has negligible effect.

2.5 Model Results

Using the above FP model in conjunction with the transmission matrix method, a wide variety of lasers can be simulated (such as FP, slotted FP (SFP), pit lasers and even ring lasers). In the following subsections, the model is first used to look at examples of free running laser spectra, along with light intensity (LI) curves. Following this, we then compare optical injection experimental results with simulated results from the model, using several different laser types. As the coupling efficiency between the lensed fibre and the devices tested was unknown in experiment, the calculated results are presented using the ratio of the injection strength to the slave laser power (i.e, $I_{inj}/I_{slave}$), and assume the coupling efficiency was 1 in all cases.

Optical Comb Injection for Optical Demultiplexing and Harmonic Frequency Locking

Kevin Shortiss
2.5 Model Results

The simulated free running laser characteristics need to match experimentally measured results before the laser model can be trusted to accurately reproduce what happens when the slave laser is optically injected.

Figure 2.12(a) shows an LI curve from a 700 µm long FP device, which is plotted in black. Below the LI curve, the power of each mode in the FP device is plotted, in many different colours. At any one pump current, the power in the FP laser is split over many different modes, as expected, as FP devices are strongly multimode. By finding the maximum of the first derivative of the LI curve, the threshold current of the device was determined as \( N = 0.044 \) (recall that \( N \) is the number of injected carriers in the model). The total LI is sublinear, due to the effects of heating within the laser caused by the increase in current, which affects both the gain centre and magnitude of the gain (see Equations (2.24) and (2.25)).

The lasing spectrum at 2.5 times threshold from the same simulated FP device is shown in Fig. 2.12(b), with the equivalent real measured FP spectrum shown in Fig. 2.12(c). To compare the output spectrum from the model with the measured spectra on the OSA, the model output was convolved with a Voigt profile\(^2\). The mode spacing is equivalent in the simulated and measured cases, however the powers in each mode differ slightly. In the simulated case, the gain is symmetric around the peak gain, and as a result the mode powers are also symmetric around the peak gain. However, in the measured spectrum, the modes on the shorter wavelength side of the peak gain have higher lasing powers than those on the higher wavelength side; this is due to some asymmetry in the real lasing gain.

A calculated single facet SFP LI curve is shown in Fig. 2.13(a). The total power from the SFP device is shown in black, with the powers in each of the modes of the device shown in different

---

\(^2\)In reality, the shape of each lasers mode is Lorentzian, however the impulse response of the optical spectrum analyser is Gaussian, and hence the measure result is the convolution between the two (i.e, a Voigt function).
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Figure 2.13: (a) Calculated LI curve from the SFP device depicted in Fig. 2.11(a). In black, the total power output from the laser is shown. Below the black curve, the power level in each mode is plotted in separate colours. The strongest mode shifts as the pump current is increased. In comparison with Fig. 2.12(a), a higher percentage of the total lasing power is contained in a single mode. Note: a.u. denotes arbitrary units. (b) Calculated lasing spectrum of the same device at 2.0 times threshold current. (c) Measured lasing spectrum of a real SFP laser as part of a 1 × 2 optical demultiplexer, as shown in Fig. 2.11(d), at 2.0 times threshold.

colours below. In contrast to the simulated FP LI curve, significantly more of the total power is contained within a single mode. The laser threshold in this case was \( N = 0.06 \).

A comparison between the lasing spectra of a simulated and real single facet SFP device can be made by comparing Figs. 2.13(b) and 2.13(c). The mirror section parameters match those as in Fig. 2.11. The lasing peak of the simulated trace and the measured trace match well, and although the side modes are located slightly further away in the simulated case than in the real device, good agreement is seen between the heights of the side modes relative to the main mode. The weak modes in the simulated case however do not have the same definition as in experiment; although the number of modes between the side modes match, the spacing and height of the weaker modes varies significantly more in the experimental trace. As these modes only contribute slightly to the overall lasing power, this discrepancy should have little influence on the behaviour of the main modes when injection locked.

2.5.2 Simulated Mode Suppression and Optical Demultiplexing

Having compared free-running simulated devices with real measured results, the model can now be used to investigate how slave lasers are affected by optical injection, with some confidence that the model can accurately reproduce what is seen in experiment.

Throughout this section, experimental results will be compared with the corresponding simulated results; in all cases, the experiments were performed using the setup shown in Fig. 2.1.

Figure 2.14 shows a comparison between the measured and the calculated results of a 700 \( \mu \)m long FP laser under optical injection, as the wavelength of the master laser is swept from 1568.95 nm to 1569.05 nm in each case. Figure 2.14(a) shows the measured spectrum from the FP device, biased at 45 mA (2.5 times threshold). The mirrors of the device were uncoated.
cleaved facets, each with an estimated reflection of 30%. At an injected wavelength of 1568.938 nm the slave laser locked to the master laser, and remained frequency locked over a span of 0.031 nm (or 3.87 GHz). While locked, the side modes of the slave laser were suppressed, and the SMSR was larger than 20 dB over a span of 3.6 GHz, with a maximum SMSR of 35.77 dB.

The simulated results of the same FP sweep are shown in Fig. 2.14(b). While the slave’s lasing wavelengths remain outside of the locking range given by Eq. (2.18), the slave laser is unlocked, and the powers in the slave laser’s modes are calculated by solving equations Eq. (2.3) and Eq. (2.8), with the injected light undergoing single pass gain. When a mode is locked, the locked mode’s power is given by Eq. (2.15), with the power in the other modes calculated as previously. Equation (2.15) requires the free running mode power, and hence prior knowledge of the free running mode powers is required at each step. The parameters used in all the calculations presented are contained in Table 2.1. To account for the gain/loss seen by the unlocked injected signal, the injected light was amplified by the single pass gain of the laser at the wavelength. The refractive index ($\approx 3.5$) of the slave laser was used as a fitting parameter to line up the modes of the simulated spectra with the experiment. The simulated slave laser was biased at 2.5 times threshold, and the injected wavelength sweep matched that in the experimental trace. The optical spectrum of the slave laser undergoes sharp transitions at 1568.933 nm and 1568.978 nm unlike in the experimental case, as the model only calculates the locked steady state solutions. The complicated dynamics at the locking boundaries cannot be replicated due to the steady state assumption in the model. The optical suppression reaches a maximum of 35.1 dB, and there was a SMSR of over 20 dB over the whole locking range of 3.74 GHz, both of which are in good agreement with experiment.

Thermal tuning in the model is shown and compared with experiment in Fig. 2.15. The experimental trace presented in Fig. 2.15(a) has been taken from Ref. [128]. The slave laser used in this experiment was a two section, single mode tunable, slotted Fabry-Pérot laser. The temperature of the two section laser was swept over 2°C, with a constant injected wavelength at 1563.35. At 20.9°C, the slave laser frequency locks for approximately 0.24°C of the temperature sweep. The SMSR from the experiment was >20 dB over a frequency span of 1.29 GHz. The matching simulated result in Fig. 2.15(b) shows the slave device lock for 0.4°C, with
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Figure 2.15: Experimental and calculated temperature sweeps of an optically injected 600 µm long two section slotted FP device, with a single etched slot in the center of the device separating the sections. In each case, the slave laser was under optical injection at wavelength 1563.36 nm. (a) Experimental sweep from Ref. [128]. The temperature was stepped in increments of 0.01 °C. (b) Calculated sweep for an injection ratio of \( 6 \times 10^{-4} \).

Figure 2.16: (a) Comb demultiplexer, featuring a 1 × 2 multimode interferometer (MMI) and 2 SFP lasers [168]. (b) Optical comb injected into the demultiplexer. This two line comb was generated by biasing the MZM at the point where the carrier is suppressed, giving two strong lines.

>18 dB SMSR over a frequency span of 0.95 GHz. Thermal tuning was introduced into the model by varying the optical path length of the laser material to match the 0.1 nm/°C seen in experiment, as well as allowing the centre of the material gain to red shift with increasing temperature. The SMSR predicted by the model was slightly lower than experiment, likely due to the limitations in using a 1-dimension transmission matrix to describe the slot in the device [80]. The optical power in the mode that undergoes the frequency locking has a strong impact on the amplification the injected signal sees when locked, and the mismatch in the power of that mode could be the cause of the different SMSRs predicted.

As a final example, results from a 1 × 2 demultiplexer as shown in Fig. 2.16(a) are simulated. A two line optical comb, as shown in Fig. 2.16(b) was injected. Each line of the 2 line optical comb locks to the 2 side modes of the SFP laser, with the center of the comb (8 dB lower) also interacting with the slave laser’s side mode as it tunes.

In the experimental trace in Fig. 2.17(a), maximum SMSRs of 18.4 dB and 20.6 dB were achieved as the two strongest comb lines locked to the side mode of the slave laser. The slave laser in the demultiplexer remained locked for spans of 2 GHz and 2.5 GHz respectively. The straight through line (8 dB lower than the 2 comb lines) is amplified slightly as it passes over the side mode, however it doesn’t stably lock to the side mode. In the simulated trace in Fig. 2.17(b) the results obtained are quite similar. The SMSRs obtained as the comb locked to the
2.6 Cavity Quality Factor and Optical Comb Demultiplexing

We now wish to use our model to identify the parameters of the slave laser which can be optimised in order to increase the slave laser’s demultiplexing ability. In the case of passive resonators, the quality factor (or Q factor) is related to the frequency selectivity of the resonator, with higher Q cavities acting as better frequency filters than those with low Q. As a result, we start by investigating how the Q factor of the laser cavity effects the SMSR of the injected optical comb. In the following, we vary the Q of a FP laser by varying the reflection of the facets, and measuring the Q of the equivalent lossless cavity, given by:

\[
Q = \frac{2nL_0}{c} \frac{-1}{\ln[R_1R_2]}. \tag{2.32}
\]

Figure 2.18(a) compares the SMSR achieved as the Q of the laser cavity is improved, when injecting a 3 line 12.5 GHz optical comb into a FP laser for high and low injection ratios. The side mode were 22.1 dB and 22.9 dB, and the slave laser was locked over 3.2 GHz in each case. The model did predict that the centre line of the comb locks to the side mode, however at 8 dB less peak power the injected power wasn’t sufficient to suppress the main lasing mode.

The locking ranges in the simulated case are larger than in experiment again as bi-stable and dynamical locking regions are included in Eq. (2.18), but the suppression seen in the model closely resembles what was measured.

The SMSR obtained when demultiplexing these optical combs does not meet the 30 dB figure required for most telecommunications applications, possibly as comb lines which the slave laser is not locked to only undergo a small amount of optical loss. To try and improve the SMSR obtainable, the following section investigates how the quality factor of devices affects the demultiplexing.
Figure 2.18: Calculated results from optical comb injection simulations, of a 700 µm FP laser. (a) Plot showing how the SMSR of the output spectrum varies as the Q of the laser cavity increases, for two different injection ratios, assuming zero detuning and biased at 3.0 times threshold. The higher injection ratio was initialised at $16.9 \times 10^{-3}$, and the corresponding lower injection ratio at $10.1 \times 10^{-3}$. For qualitative comparison, the SMSR from a passive cavity with equivalent Q is also plotted. (b) Intensity plot of how SMSR varies versus detuning and Q factor, for an injection ratio of $6.7 \times 10^{-3}$, at a current of 2.5 times threshold. The white regions indicate where the slave laser was unlocked. (c) Plot the locking range of the FP laser versus Q, for the same injection ratios and parameters as in (a).

slave laser was biased at 3 times threshold for each Q value used, to avoid influencing the results by increasing the pumping of the slave. As the power of the free running slave laser was not constant as a function of the Q factor, a fixed injection strength was used throughout, and hence the injection ratios are given for the lowest Q factor in each plot in Fig. 2.18. Figure 2.18(a) shows that for the lower injection ratio, the SMSR increases with improved cavity quality factor up until $Q = 31 \times 10^3$, with similar behaviour for the slightly higher ratio. As Q increases past this point, the other longitudinal modes in the laser cavity become less suppressed due to the optical injection, and as a result eventually the unlocked FP modes become stronger than the unlocked comb lines passing through the cavity. As shown in the red dashed line in Fig. 2.18(a), stronger injected optical powers suppress the unlocked FP modes up until a higher Q value. For a qualitative comparison, the SMSR obtainable from a passive FP cavity with equivalent Q is also plotted in Fig. 2.18(a), in a blue dotted line. Notably, the increase in SMSR seen by the injection locked FP laser sees a similar growth rate as the passive case.

The SMSR obtainable also varies with the detuning between the slave laser and the injected optical comb. Figure 2.18(b) shows a colour map of how the SMSR varies as the detuning and Q factor are varied. The importance of the detuning between the slave and master is highlighted, and as the Q factor of the laser increases, the gradient in the SMSR over the detuning increases notably. At $Q = 37.5 \times 10^3$ (marked with the vertical dotted line), we see that the SMSR varies by a maximum of 10 dB as the detuning is varied. As a result, even though the slave laser can account for some frequency drift in either the injected comb or it’s lasing frequency, this shows that drift can still strongly impact the output SMSR.

An investigation into the behaviour of the locking range of the laser as it’s quality factor is improved is presented in Fig. 2.18(c), for the two injection ratios used in Fig. 2.18(a). From the comparisons of the model with experiment in Section 2.5.2, we expect the locking range of
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real devices to be slightly smaller than what’s predicted here. However, the trend shown in Fig. 2.18(c) is encouraging, as for higher Q the locking range tends to a constant value.

We can conclude that higher Q cavities increase the SMSR obtainable. We have found that improving the Q of laser cavities increases the SMSR at a rate comparable to a passive demultiplexer. At higher Q values, the unlocked modes in the FP laser require a higher injected power to be suppressed, and as a result, the side modes become stronger than the comb lines which the slave laser is not locked to. The locking range of the slave laser varies slowly in high Q cavities, however the effect of detuning the slave laser relative to the injected comb increases in sensitivity as Q increases. If it was possible to create active lasers with very high Q factors (such as a high Q semiconductor ring laser), then it would be possible to use optical injection locking to demultiplex optical combs for use in optical communication systems.

2.7 Conclusions

In this chapter, a numerical model for simulating multimode devices was presented. The model was extended to include optical injection, by using an assumption that the injected field was much weaker than the free running field in the slave. By using transmission matrices to describe the reflection/transmission at each interface in a mirror, both single mode and multi-mode devices were investigated. Single frequency optical injection experiments and calculated results were compared, and good agreement was found between experiment and theory. Results for the SMSR obtainable when injecting an optical comb were also presented, and the effect of the Q factor of the slave laser on the demultiplexed comb output was investigated theoretically. It was found that increasing the Q factor of the device does increase the output SMSR, and that for a fixed pump rate relative to threshold, the locking range of the devices tends asymptotically to a fixed value with increasing Q. Hence, for high SMSR devices, high Q is required.
However, many of the interesting dynamical oscillations and quasi-periodic states typically observed in injection locking experiments are ignored due to the steady state assumptions in the model. For example, four wave mixing (a non-linear process in which two or more frequencies interact to create one or two more frequencies (as in Fig. 2.19)) or any oscillatory state in the slave-master system cannot be reproduced with the model as presented here. The following chapter describes work completed using a laser rate equation model, which inherently includes dynamical processes. With the rate equation model, higher injected powers can be used, and the difference between stable and unstable locking states can be discerned.
Chapter 3

Rate Equation Model and the Side Mode Suppression Ratio versus Comb Spacing

In the previous chapter, the Fabry-Pérot model was used to simulate the side mode suppression ratio (SMSR) obtainable when both single wavelength sources and optical combs were injected into a slave laser. While the model does reproduce the optical spectra well, the steady state assumption in the model excludes a lot of dynamics. Additionally, the optical injection was added to the model under the assumption that the master laser’s field amplitude was weak in comparison to the free running slave’s field.

Rate equation models have been used extensively to model laser dynamics in the literature [144], and models such as the one proposed in Ref. [142] have reliably reproduced the dynamics of optically injected lasers. Hence, to understand and study the dynamics which are omitted by the FP model, a single mode rate equation was formulated and implemented.

This chapter presents the work completed using this rate equation model, and further experimental results which show that the relaxation oscillations within the slave laser have a strong effect on the optical demultiplexing of the optical comb lines. With the insight from the rate equation model, it was found that due to beating between the unlocked comb lines and the slave laser, the slave’s field and carriers are modulated slightly. In the following, the rate equation model used to investigate the optical injection is formulated. Early model predictions about how the SMSR varies with optical comb spacing is shown, and two different experimental attempts at measuring the SMSR versus comb spacing are presented. The experimental results show that the ROs can become undamped, and even frequency locked to rational fractions of the optical comb spacing. The chapter concludes by discussing how the SMSR varies over the Adler locking tongue, and investigating how the Adler locking tongue changes as optical combs with spacings close to multiples of the relaxation oscillation frequency are injected. Results from this chapter have been published in two separate journal articles; the first was published in Springer’s journal of Optical and Quantum Electronics (see Ref. [87]), with the second published in the IEEE Journal of Quantum Electronics (Ref. [182]).
3.1 Rate Equation Model Description

The single mode rate equation model used was a slightly adapted version of the models in Refs. [135], [142]; the model simplifies the description of the slave laser’s field and carriers by spatially lumping them to discrete entities. The rate of change of the slave laser’s electric field is given as:

\[
\frac{d}{dt}\tilde{E}_s(t) = \left( i\omega(N) + \frac{1}{2} \left[ G_N(N - N_{th}) - \frac{1}{\tau_p} \right] \right)\tilde{E}_s(t) + F_{sp} + \eta f_d\tilde{E}_M(t),
\]  

(3.1)

where \(G_N\) is the laser’s differential gain, \(N_{th}\) is the free running threshold carrier density, \(\tau_p\) is the photon lifetime within the laser cavity, \(\eta\) is the coupling efficiency, \(f_d\) is the longitudinal mode spacing of the slave laser, and \(F_{sp}\) describes the spontaneous emission in the laser cavity.

The change in angular optical frequency with carrier density is given as:

\[
\omega(N) = \omega_0 + \frac{1}{2}\alpha G_N \Delta N,
\]  

(3.2)

where \(\omega_0\) is the free running angular frequency of the slave, \(\alpha\) is the linewidth enhancement factor, and \(\Delta N = (N - N_{th})\). Without light injection, the carrier density is clamped at the threshold value \(N_{th}\) where \(G(N_{th}) = 1/\tau_p\). The field of the master laser \(\tilde{E}_M(t)\) which couples to the slave laser’s signal was defined as in Ref. [135]:

\[
\eta f_d\tilde{E}_M(t) = \sum_j E_j e^{i(\omega_j t + \phi_j(t))}.
\]  

(3.3)

Here, \(E_j\) and \(\omega_j\) are the field amplitude and angular frequency of the \(j\)-th comb line. We assume that the three comb lines are in phase, and without loss of generality we can assume \(\phi_j(0) = 0\). A dimensionless optical injection strength \(K\) was defined as in Ref. [144], with \(K = f_d E_j/\omega_j E_{0s}\). Both \(\omega_r\) (the relaxation oscillation frequency) and \(E_{0s}\) (the steady state free running electric field amplitude of the slave laser) are defined analytically in the following subsection. It is important to note that \(K\) gives the strength of a single line in the comb, and hence the injection strength of the whole comb would be \(3K\).

The field of the slave laser can be written in the most general form as:

\[
\tilde{E}_s(t) = E_s(t) e^{i(\omega_s t + \phi_s(t))}.
\]  

(3.4)

Taking the derivative with respect to time of (3.4) gives:

\[
\frac{d\tilde{E}_s(t)}{dt} = \frac{dE_s}{dt} e^{i(\omega_s t + \phi_s(t))} + E_s(t) \left( i\omega_0 + \frac{d\phi_s}{dt} \right) e^{i(\omega_s t + \phi_s(t))},
\]  

(3.5)

and comparing this to (3.1) allows us to write rate equations explicitly for the amplitude \(E_s\) and phase \(\phi_s\) of the slave laser’s field:

\[
\frac{dE_s}{dt} = \frac{1}{2} G_N(N - N_{th}) E_s(t) + \sqrt{\beta}\xi' + f_d \sum_j E_j \cos (\Delta \omega_j t - \phi_s(t)),
\]  

(3.6)
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Figure 3.1: A comparison between the measured RO frequency and the calculated RO frequency (using Eq. (3.10)) of a single mode laser, for the parameter values presented in Table 3.1.

\[
\frac{d\phi_s}{dt} = \frac{\alpha H}{2} G_N (N - N_{th}) + \sqrt{\beta} \xi'' + \sum_j \frac{E_j}{E_s} \sin (\Delta \omega_j t - \phi_s(t)),
\]  

(3.7)

where \( \Delta \omega_j \) is the difference in the angular frequency of the free running laser and the \( j \)-th comb line, \( \beta \) defines the spontaneous emission strength, and \( \xi' \) and \( \xi'' \) are the Gaussian white noise source terms which contribute to the spontaneous emission term \( F_{sp} \). The real and imaginary parts \( \xi' \) and \( \xi'' \) of the noise fulfil the conditions \( \langle \xi'(t)\xi'(t') \rangle = \langle \xi''(t)\xi''(t') \rangle = \delta(t - t') \), and \( \langle \xi'(t)\xi''(t') \rangle = 0 \). The rate of change of carriers for a pump rate \( R_p \) was given as

\[
\frac{dN}{dt} = R_p - \frac{N}{\tau_s} - G_N (N - N_{th}) E_s(t)^2 - \frac{1}{\tau_p} E_s(t)^2.
\]  

(3.8)

3.1.1 Free-Running Steady State Solutions

Disregarding the noise terms and the optical injection terms in the above equations, steady state values for the free-running slave laser can be determined. In steady state, the modal gain of the slave is zero, giving a steady state electric field amplitude \( E_{0s} \) of:

\[
E_{0s} = \tau_p \left( R_p - \frac{N_{th}}{\tau_s} \right)
\]  

(3.9)

The threshold pump of the free running slave laser is then \( R_p = N_{th}/\tau_s \).

As in Ref. [142], the free running relaxation oscillation frequency \( \omega_r \) is given by:

\[
\omega_r = E_{0s} \sqrt{\frac{G_N}{\tau_p}} = \sqrt{G_N \left( R_p - \frac{N_{th}}{\tau_s} \right)}
\]  

(3.10)

Approximate values for \( N_{th}, G_N \) and \( \tau_s \) were found by fitting measured values of the slave laser’s free running relaxation oscillation frequency. Figure 3.1 shows a comparison between the measured and calculated values, where values of the other parameters were determined from examples in the literature [135]. All parameters values used in the model, unless otherwise stated, are presented in Table 3.1.
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Table 3.1: Parameter values used in the rate equation model. Approximate values for $N_{th}$, $G_N$ and $\tau_s$ were found by fitting measured values of the slave laser’s free running relaxation oscillation frequency. All other values were taken from Ref. [135].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Differential gain</td>
<td>$G_N = 8.1 \times 10^{-13}$ m$^2$/s</td>
</tr>
<tr>
<td>Slave laser natural frequency</td>
<td>$\omega_0 = 3.798 \times 10^{14}$ rad/s</td>
</tr>
<tr>
<td>Spontaneous Emission Factor</td>
<td>$\beta = 1 \times 10^{-5}$</td>
</tr>
<tr>
<td>Threshold carrier density</td>
<td>$N_{th} = 1.7172 \times 10^{24}$ m$^{-3}$</td>
</tr>
<tr>
<td>Linewidth enhancement factor</td>
<td>$\alpha_H = 3.5$</td>
</tr>
<tr>
<td>Carrier lifetime</td>
<td>$\tau_s = 1.5 \times 10^{-9}$ s</td>
</tr>
<tr>
<td>Photon lifetime</td>
<td>$\tau_p = 2.0 \times 10^{-12}$ s</td>
</tr>
<tr>
<td>Coupling efficiency</td>
<td>$\eta = 1$</td>
</tr>
<tr>
<td>Longitudinal mode spacing of the slave laser</td>
<td>$f_d = 36 \times 10^9$ Hz</td>
</tr>
</tbody>
</table>

3.2 Model Results, Optimal Device Current and Predictions

As mentioned above, using a rate equation model gives information on how the slave laser’s field, phase, and carriers evolve over time. This provides us with different methods of analysing the slave laser output than are available using the FP model. We no longer assume steady state operation, and can observe how the slave laser’s field and phase vary dynamically in time. The slave’s optical spectrum can be obtained from the field’s time trace, and as the optical comb frequency spacings used here were significantly narrower than the inter-mode spacings in devices ($\approx 40$ GHz), it was assumed that a single mode model would sufficiently describe the interaction between the comb and the lasing mode.

In order to solve the rate equations, a fourth order Runge-Kutta method was used (as described in Appendix E). The accuracy of the Runge-Kutta method depends on the time step used during the calculations – too coarse a time step, and the results might not be accurate [183], [184]. In order to choose a sufficiently small time step, free-running and simulations with optical injection were compared at multiple time steps, and the difference in results was computed. It was found that consecutive simulation results only differed by a small amount as the time steps were decreased below 1 picoseconds. More details are contained in Appendix E.1.

As an example of the model output, Fig. 3.2 shows the turn on dynamics over the first 50 ns, as a current of 1.6 times threshold is applied to the slave laser. Figure 3.2(a) shows how the electric field within the slave laser responds, and over the first 10 ns, the field’s power spikes quickly, and a ringing can be observed as the field approaches its steady state value. Figure 3.2(b) shows the response of the slave laser’s carrier density over the same time. As the electric field rises, the carrier density in the slave laser decreases. Ringing is also present in the carrier density, and reaches steady state as the slave’s electric field settles. At $t = 25$ ns (marked with a red dotted vertical line), the slave is optically injected with a single wavelength source, at a detuning of 200 MHz, with an optical injection strength of $K = 0.0011$. Inset in Fig. 3.2(a) and (b) are plots centred around the free running steady state of the slave laser. As is clear in the inset figures, once the slave is optically injected, the slave’s field and carrier density respond by oscillating around new steady states values. This ringing eventually settles to a new steady state, with the slave’s field slightly stronger than the free running case, and the slave’s carrier density slightly lower than in the free-running case.
Figure 3.2: (a) Plot of the electric field in the slave laser as a function of time, for a noiseless simulation \((\beta = 0)\). At \(t = 0\), the pump parameter \(R_p\) was set to 1.6 times laser threshold. The field in the slave laser grows exponentially, and a characteristic ringing is seen after the field first spikes. After 15 ns, the laser’s field has reached its steady state value. At \(t = 25\) ns (indicated with a vertical dashed red line), the laser was optically injected with a single wavelength source, at a detuning of 200 MHz, with an optical injection strength \(K = 0.0011\). Inset: the same simulated data, plotted with a smaller range on the \(y\)-axis. The effect of the injected light can be seen, as the slave laser’s field is initially kicked from its steady state, and decays back to a new steady state. (b) Plot of the laser’s carrier density as a function of time, for the same simulation as in (a). In the inset plot, it can be seen the slave’s carriers are also affected by the injected electric field. After optical injection, the steady state value of the carrier density is reduced.

Information on the lasing spectrum of the slave laser can be obtained from the model by taking a numerical Fast Fourier transform (FFT) of the slave laser’s field. With a time step of 2.56 ps, the resolution in the frequency spectra was 6.66 kHz. Care was taken to ensure the lasing frequency and the frequencies of all injected signals coincided exactly with a frequency on the Fourier transform frequency axis, as the signal strength measured by the FFT is underestimated if the frequency lies between two points on the frequency axis.

The model was used initially to reproduce results measured as the bias of the slave laser within a \(1 \times 2\) demux was increased (the same demultiplexer shown in Fig. 2.16(a)). Experimental data showing the roll off of the SMSR as the slave bias was increased is shown in Fig. 3.3(b), with the corresponding experimental setup shown in figure 3.3(a) (these experiments were performed by a postdoctoral researcher in the group). The optical comb had a frequency spacing of 12.5 GHz, with optical power of +7 dBm. As the SMSR is affected by the detuning of the comb lines frequency relative to the slave laser’s natural frequency [133]. The optical comb’s center wavelength was swept slowly across the slave’s frequency, and the highest SMSR value was taken from the trace. The slave laser was initially biased at threshold, which was 24 mA in the MMI section of the \(1 \times 2\) demux, and 40 mA in the SFP gain and mirror sections, and then the current in the gain section was swept from 40 mA to 75 mA. In the experimental results shown, the SMSR increased from 12.5 dB at device threshold to 21.6 dB at 1.62 times threshold. The decrease in the SMSR after 1.62 times threshold was due to the increase in gain seen by the other comb lines. As expected, the locking width measured in the experiment also significantly decreased as the applied current increased, due to the increase in power in the slave laser [140].
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Figure 3.3: (a) The experimental setup used to measure the SMSR from the $1 \times 2$ device under test. The experiment was performed by Dr. Maryam Shayesteh, a postdoctoral researcher in the group. (b) Experimental (black) and theoretical (red) results showing the change in SMSR as the slave laser’s current increased. The slave laser parameters used here were: $G_N = 7.9 \times 10^{-13} m^3 s^{-1}$, $N_{th} = 2.91924 \times 10^{24} m^{-3}$, $\alpha_H = 5.0$, $\tau_s = 2 \times 10^{-9}$ s and $\beta = 0$. All other parameters were as stated in Table 3.1.

The theoretical results shown in Fig. 3.3(b) match the trend of the experimental results well. Zero detuning was assumed between the center comb line and the slave laser’s free running frequency (as will be shown later in Section 3.5, the amplification seen by the centre comb line only varies slightly with detuning for large comb spacings (>10 GHz)). The calculated SMSR increases from 39.36 dB to 44 dB, with a maximum SMSR at 1.57 times threshold. At threshold, the optical injection ratio used was -30 dB, and decreased to -35 dB as the slave’s pump current was increased to 2.5 times threshold. The difference in magnitude between the SMSR in theory and in experiment is in part due to the single moded assumption of the model. As the free spectral range of the devices tested in experiment was 36 GHz, it was assumed that the injected 3 line comb with a spacing of 12.5 GHz only interacted with the main lasing mode of the slave laser. However in the test devices, the loss experienced by the unsupported combs lines in the SFP laser is lessened by the wide gain bandwidth of the active material. These simulation results also did not include spontaneous emission (i.e, $\beta = 0$), which means the gain seen by the unlocked comb lines is underestimated by the model, and hence the SMSR is over estimated in the theoretical results in Fig. 3.3(b). The model also does not consider the effect of injected light passing through the cavity (without any amplification associated with this transition). Including this effect would also decrease the SMSR computed in the model.

The dependence of the SMSR obtainable on the slave laser’s drive current has an impact on the practical application of this technology – on an integrated device such as the one studied, the slave laser’s wavelength can be tuned slightly by varying the temperature and the current pumped through the gain and mirror sections of the slave laser. The devices studied showed a 3dB decrease in the SMSR over a range of 0.25 times the threshold current. Hence, in practice we expect there to be a trade off between choosing the optimal device bias and frequency matching each slave to a line in the optical comb.

Following these results, we became interested in numerically investigating if the SMSR changes when locking to the higher, lower, or centre frequency line in the three line optical comb. In particular, it was of interest to see how the slave laser responded as the frequency spacing decreased, as in the experiment only optical combs with spacings of greater than 10 GHz had been investigated at that point. Shown in Fig. 3.4(a), the simulated slave laser was injection
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Locked to Higher Freq. Line
Locked to Lower Freq. Line
Locked to Centre Line

Figure 3.4: (a) Plot of how the calculated SMSR varied as the frequency spacing between the injected comb lines changed, when locked to the higher frequency, lower frequency and center frequency lines in a three line comb, with an injected power of $K = 0.0011$. (b) Plot of how the calculated SMSR varied as a function of comb spacing for different carrier lifetime values, when locked to the center line of a three line comb. The slave laser was driven at 1.6 times threshold for each run. The dotted vertical lines correspond to the analytically calculated relaxation oscillation frequencies for each $\tau_s$.

locked to each line of a three line frequency comb. At large frequency spacings, there is no discrepancy between locking to any of the three comb lines used, which shows that as long as the neighbouring unlocked comb lines are sufficiently far away, they do not affect the demultiplexing. As the frequency spacing of the comb decreased, the performance of the demultiplexer worsens significantly, and a difference becomes noticeable between the case when the slave laser locked to the center line and the two outer comb lines, resulting in a 2 dB difference at a comb spacing of 4 GHz. When this was repeated using 5, 7 and 9 line optical combs, the SMSR obtained was qualitatively similar – the SMSR of the two comb lines on the extremes of the combs deviated slightly, showing that the slightly better SMSR can be obtained if there is some symmetry in the optical power on either side of the slave laser’s mode.

The downward trend seen in the SMSR as the comb frequency spacing decreased in Fig. 3.4(a) was then investigated more thoroughly. Figure 3.4(b) shows the calculated results for different slave laser carrier lifetimes, as the comb’s frequency spacing was swept from 1 GHz to 15 GHz. Again, zero detuning was assumed between the center comb line and the slave’s free-running frequency. A constant injected power of $K = 0.0011$ was used, and the slave laser was pumped at 1.6 times threshold. Above 10 GHz, the suppression of the unlocked comb lines in the slave laser varies smoothly as the frequency is decreased, with little difference between the different carrier lifetimes. As the frequency spacing is decreased further, the SMSR drops sharply to a point, and then begins increasing again. Vertical dotted lines indicate the free-running relaxation oscillation frequency $\omega_r$ (as given by equation (3.10)). The minima of the traces in Fig. 3.4(b) match very well with the free-running RO frequency.

The frequency of the slave’s ROs does vary slightly when the slave is optically injected, and specifically for single mode optical injection, the RO frequency can be described as [142]:

$$\omega_R^2 = \frac{G_N}{\tau_p} \left( \frac{E_{0s}^2 - \Delta N \tau_p / \tau_s}{1 + \tau_p G_N \Delta N} \right)$$  (3.11)

where $E_{0s}$ is the steady state value for the electric field of the slave laser without optical injec-
tion introduced in Eq. (3.9), and \( \Delta N \) is given by:

\[
\Delta N = -2f_d \frac{E_{\text{Inj}}}{G_N} E_0 \cos (\phi_L)
\]  

(3.12)

Here, \( \phi_L \) is the locked phase of the slave laser, with \( \phi_L = \arctan (\alpha_H) \) in the case of zero detuning. For the optical powers considered here, the RO frequency does not vary significantly from the free running case.

As these preliminary theoretical results indicate that the relaxation oscillations have a strong effect on how well a slave laser can demultiplex an optical comb, the next logical step in this project was to experimentally demonstrate this fact. Sections 3.3 and 3.4 detail the experiment work and results obtained in measuring the SMSR versus comb frequency spacing in two separate ways. The following subsection continues the theoretical investigation into how injecting with an optical comb differs from injecting with just a single frequency, and also comments on what occurs to the slave laser field amplitude, carrier density and phase when the injected comb frequency spacing matches the RO frequency.

### 3.2.1 Phasor Plots in Optical Comb Injection

Phasor diagrams can be used to show the three-dimensional phase space of Eqns. (3.6), (3.7) and (3.8) [144], [185]. Usually used to indicate asymptotic states, phasor diagrams are a concise way to show the limit cycle of the optically injected laser. This subsection will introduce what we mean by limit cycles, and briefly describe three common limit cycles. Using phasor diagrams, we can then compare how the phase, amplitude and carriers are affected by optical comb injection versus single mode injection, and how the comb spacing affects the damping of the relaxation oscillations in the slave laser.

Figure 3.5 shows three phasor diagrams (and their corresponding optical spectra) for the case of a laser under injection from a single frequency, for three different detunings. The diagrams show how the real \( E_R \) and imaginary \( E_I \) parts of the electric field vary, relative to the steady state free running values (similarly for the carriers). Each phasor diagram shows the output of the slave laser relative to the master over 50 ns (with \( \beta = 0 \)). In Fig. 3.5(a), the master laser is detuned by -320 MHz from the slave. The phasor diagram shows that the limit cycle of the system is a stationary point, which means that the slave laser has constant intensity, active carriers, and relative phase. In this case, the slave laser is locked, with its phase and frequency matching that of the master.

Figure 3.5(b) shows the phasor diagram at zero detuning for the same optical injected power. Now the limit cycle is seen to oscillate in all three dimensions. This is an example of a limit cycle with bounded phase (i.e, the limit cycle does not orbit around the origin). Extra frequencies appear in the optical spectrum (at multiples \( m \) of the relaxation oscillation frequency, \( \pm m\omega_r \)), as the relaxation oscillations within the slave laser become undamped.

Finally, Fig. 3.5(c) shows a limit cycle with unbounded phase, where the detuning between the master and slave was set to 400 MHz. In this case, the slave laser is not frequency locked to the master, and lases at a frequency slightly shifted from the free running frequency (due to new average carrier density in the slave laser). As can be seen from the projection of the limit cycle onto the plane spanned by \( E_R \) and \( E_I \), the limit cycle clearly orbits the origin, with
the slave laser’s phase unbounded by the master laser. The optical spectrum now consists of many different frequencies in this case (due to processes referred to as four wave mixing or multiwave mixing [186]–[188]), as the frequency difference between the slave’s lasing frequency and the injected frequency causes the slave’s optical frequency to be modulated by this difference. Notice also in this case that the relaxation oscillations are less damped than in the stationary point case, appearing at $\pm 3.75$ GHz.

Next, we compare the limit cycles in the single frequency injection case to those when optically injecting with a 10 GHz three line optical comb. In particular, this allows us to see the effect of the unlocked comb lines on how well “bounded” the slave’s intensity, phase, and carrier density are under comb injection. In order to make direct comparisons between the single frequency injection cases (Fig. 3.5) and the comb injection cases (Fig. 3.6), the laser parameters and the initialisation of the slave laser was kept identical, however now the master laser signal featured three different frequencies with equivalent optical power as used in Fig. 3.5.

Figure 3.6(a)(i) shows the phasor diagram for a detuning of -320 MHz. In the single frequency injection case, the limit cycle was by definition a stationary point. With comb injection, the unlocked comb lines modulate the slave laser with a frequency corresponding to the comb frequency spacing (this is an inevitability, due to the $\cos(\Delta \omega t)$ and $\sin(\Delta \omega t)$ terms in Eqns. (3.6) and (3.8)). As a result of this modulation, from a strictly mathematical point of view,
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Figure 3.6: (i) Phasor diagrams and (ii) computed optical spectra for comb injection at different detunings. The optical spectra are plotted relative to the free running frequency of the slave laser. Each line in the three line 10 GHz optical comb had a power of $K = 0.0286$. The slave laser was pumped at 1.6 times threshold, and the spontaneous emission was set to zero, allowing a direct comparison between the single frequency injection and optical comb injection case. The diagrams presented are for detunings of (a) -320 MHz, (b) 0 MHz, and (c) 400 MHz. The projection of each limit cycle onto the complex $E$ plane (spanned by $E_R$ and $E_I$) is plotted in gray. The inset figure in (a)(i) is a zoom on all three axes (Carriers go from -0.003 to 0.001, $E_R$ goes from 0.31 to 0.39, and $E_I$ goes from -0.17 to -0.11).

The slave-master system can never be in a stationary state when the master laser consists of multiple frequencies (hence the quotation marks in the title of Fig. 3.6(a)). Closely comparing Fig. 3.6(a)(i) with Fig. 3.5(a)(i) reveals the projection of the limit cycle is slightly larger in the optical comb case. Of course, the optical spectrum shows all three comb lines comb lines present in the spectrum; the centre comb line to which the slave is locked has the largest amplitude, and the two unlocked side modes are significantly suppressed. As the suppression of the unlocked comb lines increases, the limit cycle with comb injection approaches that of the single frequency injection case.

The limit cycle’s growth with optical comb injection is more apparent in Fig. 3.6(b)(i). When comparing Fig. 3.6(b)(i) with Fig. 3.5(b)(i), it is clear that $E_R$, $E_I$ and the carrier density oscillate with a larger amplitude when an optical comb is injected. As with the bounded phase case previously, extra optical frequencies appear in the slave laser’s output spectrum. Again, frequencies appear at multiples of the RO frequency, with other weaker frequencies occurring due to four wave mixing between the new RO frequency lines and the unlocked comb lines. As is intuitively clear, regions where the slave laser has undamped ROs need to be avoided when demultiplexing optical combs, as the extra frequencies generated strongly effect the demultiplexing.
Figure 3.7 shows two dimensional comparisons between the single frequency and optical comb bounded phase limit cycles. Figure 3.7 gives a sense of how much more the carrier density and the field’s components oscillate. The limit cycle for the case of the optical comb is closely related to the single frequency case, and it is clear the ROs are more weakly damped under injection from the optical comb.

An example of the unbounded phase limit cycle is shown in Fig. 3.6(c)(i), where the slave laser has become unlocked from the centre line of the comb. Again in this case, the limit cycle orbits the origin of the complex E plane. For the parameters chosen, the injected comb was strong enough to cause the carriers to oscillate throughout the limit cycle. The optical spectrum in this case shows many frequencies around the main lasing peak, with four wave mixing occurring around each of the injected comb lines. The unlocked comb lines also contribute to the change in the average carrier density, slightly varying the slave’s lasing frequency in this case.

The above results have shown the impact of optically injecting with a 10 GHz comb – as discussed previously (e.g. Fig. 3.4), optically injecting with a comb spacing which matches the RO frequency significantly affects how much the unlocked comb lines are suppressed. As the modulation due to the unlocked comb lines resonates with the natural RO frequency within the slave laser, the ROs become very weakly damped. As an illustration, time traces and a phasor diagram are presented in Fig. 3.8, which show the increase caused in the oscillations when the comb spacing matches the RO frequency. From the time traces in Fig. 3.8(a) and (b), the oscillations in the 10 GHz and 3.75 GHz comb spacings are almost sinusoidal, with the amplitude oscillations an order of magnitude larger in the \( \omega_R \) case. In Fig. 3.8(c) we see that for a comb spacing of 2 GHz (less than the relaxation oscillation frequency), the limit cycle shrinks in size, approaching the same size as the 10 GHz case. This is as expected from the results presented earlier, as it was shown that the SMSR increases below the RO frequency.

It is possible to experimentally measure the relative phase between a master and slave laser in single frequency optical injection [185], [189], [190]. Using a similar setup as in references [185], [191], it could be of interest to try and measure the relative phase of a demultiplexed line from an injected comb, and experimentally reproduce some of the work presented in this subsection. Due to equipment and time constraints, measuring experimental phasor diagrams was not possible as part of this project.
3.3 Probe Signal Method of Measuring Narrowly Spaced Demultiplexed Optical Combs

As discussed in the previous sections, the rate equation model predicts that the performance of these demultiplexers decreases significantly as the frequency spacing of the optical comb approaches the relaxation oscillation frequency. Demonstrating this in an experiment however was difficult, as standard optical spectrum analysers have optical resolutions of 2 GHz. As shown in Fig. 3.9, for optical comb spacings as low as 5 GHz, the power levels of the comb lines which the slave laser is not locked to can become masked by the envelope of the locked comb line. Figure 3.9(a) shows a flat 5 GHz comb measured on the 2 GHz OSA, and for comparison, Fig. 3.9(b) shows the same comb with a lower RF bias, creating a 5 GHz comb with unequal power in the comb lines. Vertical black dotted lines indicate the frequencies of the strongest three lines in the comb. Figure 3.9(b) highlights that the maximum measurable SMSR of a 5 GHz comb is approximately 20 dB, as the side modes in the comb are barely visible in the trace. As the comb spacing decreases, this problem worsens.

Hence, in order to measure these narrowly spaced demultiplexed combs, a separate experimental set-up was created, illustrated in Fig. 3.10(a). The slave laser was a single moded InP device lasing at approximately 1550 nm (as in Appendix A), with a free running SMSR of 40 dB at 90 mA (which was 1.8 times threshold). A circulator was used to collect the light from the slave laser output, which was monitored on an optical spectrum analyser (OSA). As the resolution of the OSA was insufficient to monitor the SMSR of demultiplexed combs with...
spacings below 5 GHz, the beat signal between the unlocked comb lines and a second tunable laser source (TLS) (named the probe TLS) was measured on an electrical spectrum analyser. In this way, the variation in the magnitude of the beat signal was used to monitor the strength of the comb’s side modes, as the power of the probe TLS was fixed, and both the photo detector and the ESA had known frequency responses between 1 GHz and 10 GHz. Figure 3.10(b) illustrates how the lasing wavelength of the probe TLS was fixed relative to the comb. The probe TLS was tuned such that, for a comb spacing of $\Delta$, there was a frequency separation of $\Delta/3$ between the unlocked side mode and the probe wavelength.

As an example, an ESA trace of a demultiplexed 6 GHz comb (i.e. $\Delta = 6$) beating with the probe TLS is presented in Fig. 3.11(a). The beat notes at $\Delta/3$ and $2\Delta/3$ are the most pronounced, and a weak signal at 6 GHz can also be seen, which corresponds to the beating between the comb lines. The signals at $\Delta/3$ and $2\Delta/3$ are broad due to a frequency jitter in the probe TLS. The probe TLS used in this case was an ID Photonics CoBrite-DX1, and this frequency jitter is imposed by the manufacturers of the TLS to ensure that the laser’s frequency is nominally set around the correct frequency. It was confirmed prior to testing that this is the case using a real time spectrum analyser with a 40 µs spectrum frame time, and found that clear narrow beat notes could be achieved when beating the demultiplexed comb with several other laser sources around 1550 nm. However, this frequency jitter added an extra uncontrollable element to the measurements, as both the height and position of the beat notes varied with each trace, as shown clearly in Fig. 3.11(b). To average out the variation in magnitude of the beat notes, each ESA trace was recorded 10 times, and the maximum beat note at approximately $\Delta/3$ was then averaged over all traces. The maximum beat note was chosen, as larger beat notes correspond to a worse SMSR, and hence this method should under estimate the change in the SMSR.

The experimental results obtained from the SMSR versus comb spacing experiment are shown in Fig. 3.12. The slave laser was locked to the centre line of the 3 line optical comb, and...
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Figure 3.10: (a) The experimental setup used to perform the comb experiments. TLS: Tunable laser source, MZM: Mach zehnder modulator, PC: Polarisation controller, EDFA: Erbium doped fibre amplifier, OSA: Optical spectrum analyser, PD: Photodiode, ESA: Electrical spectrum analyser. The slave laser was a 15 pit device, as described in Appendix A. (b) Illustration showing where the probe wavelength from the second TLS was located relative to the demultiplexed comb. The probe laser could be tuned at each step of the experiment.

Figure 3.11: Example ESA traces measured while performing the SMSR versus comb spacing experiment. The slave laser was biased at a current of 90 mA throughout, and in this case a 6 GHz comb with an injected power of \(-8\) dBm was used. (a) A wide ESA sweep, showing the beat notes measured at \(\Delta/3 = 2\) GHz, \(2\Delta/3 = 4\) GHz, and \(\Delta\). The beat notes at \(\Delta/3\) and \(2\Delta/3\) are broad, due to jitter in the probe TLS frequency. (b) Ten separate ESA traces plotted on top of each other. The peak magnitude of each trace was averaged to give the final measured value.

approximately zero detuning was maintained through the experiment. The experimental results (plotted in black on the left vertical axis) show the magnitude of the beat note between the probe TLS and the demultiplexed comb line as the comb spacing was varied. The results show the average beat note obtained over five tests, and the error bars indicate the maximum and minimum beat note strengths measured. Due to the minimum frequency step size of the probe TLS, the comb spacing was varied in steps of 1 GHz. We see the magnitude of the beat note increased significantly around a comb spacing of 5 GHz, and a rise in the beat note between the demultiplexed line and the probing signal indicates that the output SMSR of the device decreased, as the probe TLS had constant power.

These results confirm the early predictions made using the rate equation model; for comparison, simulated SMSR results are shown in red, plotted on the right axis in Fig. 3.12. The dotted vertical line indicates the free-running relaxation oscillation (RO) frequency of the slave laser in experiment and theory, which was measured experimentally to be 4.375 GHz at bias of 90 mA. As discussed above in Section 3.2, the dip in the SMSR around the RO frequency is due
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**Figure 3.12**: Experimental results (left axis) showing the average beat note of the unlocked comb line with the probe TLS versus comb spacing obtained over five experimental runs, with an inject power of −8 dBm. The error bars on the experimental results show the maximum and minimum values obtained over the five experiments performed. On the right axis, simulated SMSR results are presented, for an injected field strength of $K = 0.024$, at 1.8 times threshold.

Due to modulation of the unlocked comb lines resonating with the natural resonant frequency of the carriers.

Using this method of measuring the SMSR, good agreement between theory and experiment was observed. However, this method of measuring the optical SMSR had several drawbacks. Firstly, we were only able to measured the qualitative change in the SMSR, and hence could not indicate the magnitude of the drop in the SMSR. Additionally, due to the limitations imposed by the probe TLS’s frequency step size, the optical comb’s spacing could only be varied by 1 GHz. Closely examining what occurred as the comb’s frequency spacing matched that of the slave laser’s RO frequency was impossible with the set-up presented in this section. For the above reasons, the research group invested in a high resolution optical spectrum analyser, which had an optical resolution of 5 MHz. With such a significant improvement in the optical resolution, the experiment detailed in this chapter was revisited. The following section details the results obtained using the high resolution OSA.

3.4 SMSR Versus Optical Comb Spacing

Due to the reasons outlined in the conclusion of the previous section, a high resolution optical spectrum analyser was purchased in order to directly measure the demultiplexed outputs. The new OSA increased the optical resolution by almost 3 orders of magnitude, from 2 GHz to 5 MHz. Figure 3.13(a) shows the dramatic difference in the resolution obtainable, by comparing the same 5 GHz comb measured on both the high resolution and the standard OSA.

The SMSR versus comb spacing experiment was revisited using the new OSA, with a slightly different experimental set-up, as illustrated in Fig. 3.13(b). A commercial master laser (ID Photonics CoBrite-DX1) was intensity modulated using an Oclaro LiNbO3 Mach-Zehnder modu-
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Figure 3.13: (a) Comparison of 5 GHz optical comb spectra, measured on a 2 GHz resolution OSA and a 5 MHz high resolution OSA. (b) Experimental setup used to investigate the SMSR obtainable. TLS: Tunable laser source, VOA: Variable optical attenuator, MZM: Mach zehnder modulator, PC: Polarisation controller, Iso: Optical isolator, EDFA: Erbium doped fibre amplifier, OSA: Optical spectrum analyser.

Figure 3.14: Free-running spectra measured using a high resolution optical spectrum analyser. (a) Free running single mode device, at 1.8 times threshold. Inset: Zoom in around the main lasing peak. (b) Free running spectrum of a 1050 µm Fabry-Perot device at 3.5 times threshold. Only 3 modes in the FP laser spectrum are shown, in order to make the small side peaks on each mode visible.

The optical comb power injected into the slave laser was controlled using both a variable optical attenuator (VOA) and an erbium doped fibre amplifier (EDFA). An optical filter was used to remove the amplified spontaneous emission introduced by the EDFA. Two optical spectrum analysers (OSAs) were used; the standard 2 GHz resolution OSA (Ando AQ6317B) was used to ensure there was equal power in the 3 lines of the injected optical comb, while the 5 MHz resolution OSA (Apex AP2061A) measured the output SMSR from the slave laser. The slave laser used was an unpackaged single mode laser (a 15 pit device, as described in Appendix A), with a free running SMSR of $>35$ dB emitting at 1550 nm, mounted on a brass temperature controller. Optical coupling to the slave laser was achieved using a lensed fibre.

The drop in SMSR at the RO frequency becomes intuitively clear when the free running spectrum of the slave laser’s is recorded in high resolution. As shown in Fig. 3.14(a), even with a strongly single mode laser, the modulation caused by the relaxation oscillations adds frequency noise to the optical spectrum of the slave laser. In the inset plot in Fig. 3.14(a), two side peaks at a power level of approximately -60 dBm can be seen on either side of the main lasing mode, at the expected frequency of the ROs. Hence, as the unlocked comb lines approach these side peaks, they sum with the frequency noise created due to the ROs, which causes the
Figure 3.15: Measured SMSR as the frequency spacing of the injected optical comb was varied, for four different optical injection strengths. The slave laser was maintained at current of 80 mA, at which the frequency of its relaxation oscillations were measured to be 3.765 GHz. The free running power coupled into the lensed fibre from the slave laser was -2 dBm. Each point shows the average of 50 measurements. Vertical gray dotted lines mark the first three multiples of the relaxation oscillation ($\omega_r$, $2\omega_r$, and $3\omega_r$).

SMSR to worsen. These peaks of frequency noise due to the ROs are present around all lasing modes; Figure 3.14(b) shows 3 modes from a FP laser biased at 3.5 times its threshold. The amount of frequency noise around each longitudinal mode is proportional to the strength of the mode.

Figure 3.15 shows how the measured SMSR varied as the injected optical comb frequency spacing was swept from 14 GHz to 3 GHz, repeating the experiment performed in Section 3.3 with better frequency resolution. The detuning between the slave laser and the centre line of the three line optical comb was approximately zero, and each point shows the average of 50 measurements. Four comb injection strengths are presented; for the lowest injection strength (-23.1 dBm), the SMSR decreases smoothly as the comb spacing was varied from 14 GHz to 3 GHz, dropping 14 dB in total. As shown previously, when the optical comb frequency spacing approaches the frequency of the relaxation oscillations, the SMSR reduces significantly. The relaxation oscillation frequency $\omega_r$ of the slave laser was measured to be 3.765 GHz, and the first three multiples of $\omega_r$ are marked by grey vertical dotted lines in Fig. 3.15. It is known that optical injection can modify the dampening mechanism of the relaxation oscillations [179], and cause the ROs rise in optical power. The intrinsic modulation due to the relaxation oscillations adds to the frequency noise around each mode within the slave laser, and hence as the unlocked optical comb lines approach the RO frequency, they sum to the already heightened noise floor.

As the optical injection strength is increased in Fig. 3.15, the SMSR can be seen to decrease over all comb spacings. However it was found that the SMSR can also decreases sharply at specific comb spacings. For comb powers of -20.3 dBm (red diamonds) and -19.0 dBm (blue x’s), the SMSR drops sharply at 7.5 GHz, as the comb’s frequency spacing approaches $2\omega_r$. As the injection strength increases, this dip widens and the SMSR drops to only a few dB. For the highest optical injection strength presented, further decreases in the SMSR are seen,
with another significant decrease occurring as the comb’s frequency spacing matches $3\omega_r$, with smaller drops in performance occurring at approximately $\frac{\omega_r}{2}$ and $\frac{5\omega_r}{2}$.

The cause of these drops in the SMSR at comb spacings of $2\omega_r$ and $3\omega_r$ is shown in Fig. 3.16. Different demultiplexed optical spectra are presented, indicating four different types of behaviour. Figure 3.16(a) shows the slave laser output spectrum as the slave was locked to the centre line of a 14 GHz optical comb, with optical SMSR of 30 dB. The ROs in the slave (located at ± 3.675 GHz from the centre line) are 40 dB lower than the lasing peak. As shown in Fig. 3.16(b), the ROs become further undamped when the comb spacing is narrowed to 7.62 GHz. If the optical power is increased even further, the ROs can become excited, rising higher than the sidemodes of the comb and reducing the output SMSR. The excited ROs within the slave laser can even stably frequency lock to half of the optical comb (as shown in Fig. 3.16(c)), which causes the output comb to have half the frequency spacing of the input comb.

As the injected comb’s power is increased even further, it has been found that the ROs within the slave laser can frequency lock to the injected optical comb’s frequency spacing whenever $\omega_r$ matches a multiple the comb’s frequency spacing. Demonstrated in Fig. 3.16(d), even while frequency locked to $\frac{1}{3}$ of the optical comb spacing, the excited ROs over take the side modes in the injected optical comb, causing the SMSR to approach zero.

Figure 3.17(a) shows simulated results of the SMSR versus frequency spacing experiment performed in Fig. 3.15. There is good qualitative agreement between theory and experiment; as the experimental results indicated, the SMSR decreases as the injected power is increased. The calculated SMSR declines as the comb spacing was varied from 14 GHz to the relaxation frequency $\omega_r$, however after the reaching the relaxation oscillation frequency, the SMSR can
be seen to increase again. This could be due in part to unrealistic modelling of the ROs; the measured device ROs span a wider frequency range than in the calculated results. This is also likely the cause of the discrepancy between the widths of the regions where the ROs become locked, as these are seen to be larger in experiment than in theory. However, good agreement is still seen, as at higher powers the model also predicts drops in the performance at frequency spacings close to $\omega_r$, $2\omega_r$, and $3\omega_r$, as seen in experiment.

The large drops in SMSR at specific comb frequency spacings can be avoided by increasing the slave laser’s pump current. Increasing the slave’s current increases both the free running RO frequency and the dampening of the ROs. As shown in Fig. 3.17(b), increasing the pump current from 1.6 times threshold to 3.0 times threshold can improve the SMSR at a specific comb spacing, and can even stop the ROs becoming excited and locking to a fraction of the injected comb’s frequency spacing. The results from Fig. 3.3(b) can be explained by interpreting Fig. 3.17(b) slightly differently, as the decrease in the SMSR seen with increasing pump current past a certain point in Fig. 3.3(b) is due to the dip in SMSR at the RO frequency moving closer to the comb spacing used. As the bandwidth over which the slave laser remains locked is directly proportional to the ratio of the free-running slave’s power to the injected power, increasing the pump current in turn decreases the locking bandwidth. The model also omits any roll off in the laser’s gain as the current is increased, and we expect that as laser gain clamps, further increasing the optical pumping will also lead to a degradation in SMSR.

### 3.5 SMSR Versus Detuning

In the previous section, it was shown that the relaxation oscillations can become excited, and even frequency lock to fractions of the optical comb spacing. The results presented up to this point in this chapter have focused on cases with zero detuning. In the following section, we consider what occurs when the optical comb is detuned from the free running frequency of the slave laser.
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Figure 3.18: Calculated intensity plot showing the slave laser output SMSR, as a function of detuning and optical injection power, for a three line 10 GHz comb. The slave laser was pumped at 1.6 times its threshold. The areas where four wave mixing (FWM), stable locking (within the Adler locking tongue) and unstable locking are marked on the plot. The dashed black line between the boundary of the stable and unstable locking regions marks a Hopf bifurcation line, where the relaxation oscillations become weakly damped, and extra frequencies appear in the optical spectrum. The points marked (a), (b) and (c) coincide with the detuning and power values used in the example phasor diagrams shown in Fig. 3.6.

In order to discuss the behaviour over a wide range of detunings and powers, two dimensional intensity maps were calculated using the model in Section 3.1. These maps will be used throughout this section, as they concisely show the performance of the slave laser as an optical demultiplexer over the whole parameter space. Figure 3.18 shows how the SMSR changes versus detuning and optically injected power, for a 10 GHz optical comb. Our attention is restricted to the Adler locking tongue around the centre comb line - for large comb spacings, the behaviour within each Adler tongue is similar. For low injection strengths and large detunings, the slave laser is unlocked from the comb (marked in the plot as four wave mixing (FWM)). The high SMSR region is where the slave laser is stably locked to the centre line of the comb. The SMSR drops slightly as the optical power is increased, and as expected, the locking bandwidth of the slave laser also increases with stronger injection. A dashed black line indicates where the system undergoes a Hopf bifurcation [132] (where a Hopf bifurcation is a critical point where a system’s stability switches and a periodic solution arises). Within the unstable locking region, the ROs become very weakly damped, and extra frequencies appear in the optical spectrum, causing the SMSR to drop to almost zero. The unstable locking region is asymmetric around zero detuning due to the fact that the $\alpha$ parameter has a non-zero value. Within this region, many chaotic bifurcations can occur, particularly at higher injection powers. The points marked (a), (b) and (c) in Fig. 3.18 show the detuning and power values used in the example phasor diagrams shown in Fig. 3.6.
Figure 3.19: Four calculated intensity plots, which show how the SMSR varies around the Adler locking tongue for comb spacings $\Delta$ around the relaxation oscillation frequency. The slave laser was driven at 1.6 times threshold. (a) $\Delta = 4.25$ GHz, (b) $\Delta = 3.75$ GHz (which corresponds approximately to $\omega_r$ in this case), (c) $\Delta = 3.25$ GHz and (d) $\Delta = 2$ GHz. Below the four intensity plots, optical spectra from the slave laser at an injected strength $K = 0.0285$ are shown at detunings of (a)(i) 0 MHz and (a)(ii) 225 MHz for the $\Delta = 4.25$ GHz case, and in (c)(iii) at a detuning of 225 MHz with a comb spacing of 3.25 GHz.
3.5.1 Comb spacings close to $\omega_r$

We now use these intensity colour plots to examine the dynamics as the comb spacing approaches the critical frequencies $\omega_r$, $2\omega_r$, and $3\omega_r$. Figure 3.19 shows four such intensity maps, for optical comb spacings around $\omega_r$. Figure 3.19(a) presents the case where the comb spacing is 0.5 GHz above the RO frequency. In contrast to the 10 GHz example, there is only a small area with high SMSR (>20 dB). The region of high SMSR starts at zero detuning, and does not grow in size with increased optical injection strength, rather remaining concentrated around a straight line which is orientated toward positive detunings. Most of the locking tongue has very low SMSR, and this SMSR continues to decrease over the whole locking tongue as the comb spacing reaches the RO frequency $\omega_r$. Interestingly, the size of the unstable locking region also shrinks as the comb spacing approaches $\omega_r$, becoming replaced with more stable locking states. Figure 3.19(a)(i) shows the optical spectrum at zero detuning and $K = 0.0286$ injected power, were previously it was shown that for a 10 GHz comb with the same injection strength and detuning the slave laser’s output was unstable (for example, Fig. 3.6(b) and Fig. 3.18). The magnitude of the peaks around the ROs in the optical spectrum has risen in comparison with the other stable locking states however. Figure 3.19(a)(ii) shows an example output from the smaller unstable locking region.

When the comb spacing exactly matches the RO frequency (Fig. 3.19(b), $\omega_r \approx \Delta \approx 3.75$ GHz), the unstable locking region vanishes almost completely within the parameter range chosen. The modulation due to the unlocked optical comb lines resonates with the natural relaxation oscillations, extending the region where the slave laser can stably lock to the comb. This also causes the SMSR to drop to almost zero for higher optical powers, making it difficult to distinguish between the locked and unlocked regions when measuring only the SMSR.

Slightly below the relaxation oscillation frequency (Fig. 3.19(c), $\Delta = 3.25$ GHz), the SMSR within the Adler locking tongue improves, as the slave laser can still stably lock symmetrically around zero detuning. The injected power and detuning used to generate the optical spectrum in Fig. 3.19(c)(iii) is the same as in Fig. 3.19(a)(ii), and yet the spectrum with $\Delta = 3.25$ GHz shows that the ROs are damped more. The combs used to generate these two cases were 500 MHz above and below the RO frequency, yet the behaviour found is significantly different, which shows it’s easier to modulate the ROs with lower frequencies than with higher frequencies. The SMSR is also highly sensitive to detuning at low comb spacings, as again the high SMSR region appears around a straight line area. The unstable locking region reappears for comb spacings far below the RO frequency (Fig. 3.19(d), $\Delta = 2$ GHz).

3.5.2 Comb spacings close to $2\omega_r$

The Adler locking tongue of the comb-slave system undergoes an interesting transformation as the comb’s frequency spacing approaches $2\omega_r$. Shown in Fig. 3.20(a), for a comb spacing 200 MHz above $2\omega_r$, the unstable locking region can be seen to have split into two distinct regions. On the negative detuning side, a region where the undamped relaxation oscillations become frequency locked to half of the optical comb spacing appears, and grows in size as the comb spacing approaches $2\omega_r$. The slave laser becomes stably locked to the comb due to the resonance with the relaxation oscillations, which decreases the size of the unstable region. Within this new region where the ROs have become both undamped and frequency locked, the SMSR is significantly reduced.
Figure 3.20: Four calculated intensity plots, which show how the SMSR varies around the Adler locking tongue for comb spacings $\Delta$ around twice the relaxation oscillation frequency. (a) $\Delta = 7.7$ GHz, (b) $\Delta = 7.5$ GHz (which corresponds approximately to $2\omega_r$), (c) $\Delta = 7.3$ GHz and (d) $\Delta = 6$ GHz. Below the four intensity plots, optical spectra from the slave laser are shown for the $\Delta = 7.7$ GHz case, at detunings of: (a)(i) -300 MHz, (a)(ii) 0 MHz and (a)(iii) 220 MHz.
Figures 3.20(a)(i), (ii) and (iii) show output optical spectra at detunings of -300 MHz, 0 MHz, and +220 MHz. In Fig. 3.20(a)(i), the slave laser is stably locked to the centre line of the three line comb. As the detuning is decreased to zero in Fig. 3.20(a)(ii), new frequencies at multiples of the ROs appear, with the slave remaining stably locked to the centre line. In contrast, the optical spectrum in Fig. 3.20(a)(iii) shows further frequencies have been generated, as the slave laser becomes unstably locked.

The new region with RO frequency locking grows until the unstable locking region completely disappears, as in Fig. 3.20(b) (for the parameter ranges tested). For the parameter range presented, almost the full Adler tongue is replaced with low SMSR states due to the undamped and locked ROs. As the comb spacing decreases past $2\omega_r$, the locked RO region shrinks, as the unstable locking region grows until it completely replaces the Adler tongue (Fig. 3.20(c)). As might be expected, when the comb spacing is far below $2\omega_r$ (e.g., $\Delta = 6$ GHz, as in Fig. 3.20(d)), the unstable locking region’s size in the Adler tongue matches that of cases where the comb spacing is far above $2\omega_r$.

The intensity plots around $2\omega_r$ also show that the high SMSR regions become more sensitive to detuning as the comb spacing shrinks. This is likely as the unlocked comb lines are closer to the frequency noise introduced by the slave ROs.

### 3.5.3 Comb Spacings close to $3\omega_r$

As indicated previously, higher RO locking harmonics have smaller locking bandwidths. For comb spacings around $\omega_r$, almost the whole Adler locking tongue became a low SMSR region, where the ROs resonated with the modulation due to the unlocked comb lines. At a comb spacing of -500 MHz away from the RO frequency, the unstable locking region within the Adler tongue was stable. For comb spacings around $2\omega_r$, a smaller area of the Adler locking tongue was affected by the resonating ROs. These effects only persist for comb spacings within ±350 MHz of $2\omega_r$. When injecting with comb spacings of approximately $3\omega_r$, the locking bandwidth significantly shrinks yet again, where the ROs are only able to lock to one third of the comb spacing within ±300 MHz of the $3\omega_r$ comb spacing. Even with a comb spacing 50 MHz above $3\omega_r$ (as shown in Fig. 3.21(a)), no locked RO states appear.

At 11.25 GHz ($\Delta \approx 3\omega_r$, Fig. 3.21(b)), a small region where the ROs frequency lock is visible around the boundary between the high SMSR stable locking region and the unstable locking region. The growth of this locked RO region is not similar to the previous cases – with a comb spacing 150 MHz below $3\omega_r$, the locked RO region no longer borders the stable locking region, but has grown in size (the largest RO locking region no longer happens at three times the free running RO frequency). The optical spectra shown in Figs. 3.21(c)(i), (ii) and (iii) show that at the boundary between the stable and unstable region, the relaxation oscillations are undamped but do not become frequency locked, becoming excited and dominating the SMSR. Figure 3.21(c)(ii), further away from the stable locking region, the ROs become stably frequency locked. At even higher positive detunings, further frequencies appear around the undamped relaxation oscillation peaks in the optical spectrum, as the slave is in again in an unstable bounded phase state. For comb spacings even further below $3\omega_r$ (Fig. 3.21(d)), the locked RO region moves to being predominately in the centre of the unstable locking region, as it begins to shrink.
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Figure 3.21: Four calculated intensity plots, which show how the SMSR varies around the Adler locking tongue for comb spacings $\Delta$ around three times the relaxation oscillation frequency. (a) $\Delta = 11.3$ GHz, (b) $\Delta = 11.25$ GHz (which corresponds approximately to $3\omega_r$), (c) $\Delta = 11.1$ GHz and (d) $\Delta = 10.95$ GHz. Below the four intensity plots, optical spectra from the slave laser are shown for the $\Delta = 11.1$ GHz case, at detunings of: (c)(i) -45 MHz, (c)(ii) 10 MHz and (c)(iii) 170 MHz.
3.6 Chapter Conclusion

In this chapter, a standard single moded rate equation model was introduced, and used to model optical comb injection. The rate equation model has provided some more insight into how semiconductor lasers interact with optical combs, and shown the importance of the slave laser’s relaxation oscillations. The effects of single frequency optical injection and optical comb injection on the slave’s field, phase and carriers were compared. The model matched experimental results collected, which indicated that there is an optimal current which should be used to pump the slave laser to provide maximum SMSR. Three different asymptotic states were discussed, and in the optical comb case, the comb-slave system will never reach a stationary state. Phasor diagrams were used to show that the unlocked comb lines always modulate the slave laser’s field, carriers and phase, and this modulation grows in size when the frequency of the modulation matches the fundamental RO frequency of the slave laser.

It was found that locking to higher, lower or the centre frequency comb line does not affect the demultiplexed SMSR significantly. For comb spacings close to the RO frequency, the SMSR significantly decreased (due to the increase in the modulation effect at the RO frequency). Two different experiments were discussed, where the optical comb spacing was varied, and the SMSR of the demultiplexed signal was measured. Using a high resolution optical spectrum analyser, it was found that the relaxation oscillations within the slave laser can become undamped, and frequency lock to the rational fractions of the optical comb spacing.

The effect of the detuning between the slave laser and the injected comb on the SMSR was also investigated, along with the relative size of the locked RO regions for different comb spacings. The output SMSR becomes more sensitive to detuning as the comb spacing shrinks – however, the model predicted the slave laser locking bandwidth remains constant for all comb spacings over the parameter ranges tested. The relative sizes of the RO locking regions shrinks as the ROs lock to higher harmonics of the comb spacing. At specific comb spacings, the unstable locking region completely vanished over the parameter regions investigated, replaced with a low SMSR region where the undamped ROs frequency lock to the comb.
Chapter 4

Harmonic Locking and the Frequency Locking of Relaxation Oscillations

Following from the results presented in Chapter 3, further investigation into the frequency locking of the undamped relaxation oscillations was performed. The RO locking greatly decreases the SMSR obtainable, however it simultaneously creates a new optical comb with a reduced frequency spacing. Surprisingly, even though optical injection has been a thoroughly researched topic over the last 4 decades, very few studies have reported on the dynamics present when an optical frequency comb is injected into a single mode slave laser (although, two very recent studies (Refs. [149], [150]) show that there is renewed interest in the topic). As optical injection locking has been reasonably recently been proposed as a method of demultiplexing optical combs in optical networks [129], [130], [137], [138], recent literature has been focused on how to optimise the side mode suppression [132], [133], [171] or stability [192] obtainable when injecting optical combs into single mode lasers (including the preceding 2 chapters).

While studying the frequency locking of the relaxation oscillations, another frequency locking mechanism was uncovered - it was found that a slave laser can also stably frequency lock in between the injected optical comb lines. This frequency locking had previously been demonstrated [193], however the underlying mechanism was not understood. In this chapter, it is shown that these frequency locked states (also known as Arnol’d tongues [194]) appear as the slave laser is detuned by a rational fraction of the injected optical comb spacing.

This chapter presents a study of the types of harmonic locking which can occur with optical injection. The chapter is laid out as follows:

• First, Section 4.1 details the experimental set-up, to give context to the results which follow.

• Section 4.2 then presents results from detuning sweeps, as the slave laser’s frequency was tuned across the injected comb. Subsection 4.2.1 first presents single frequency de-
tuning sweeps to indicate how the ROs within a slave laser can become undamped due to optical injection, and reveals the well known fact that the undamped ROs can tune as the detuning varies. This is contrasted with the detuning sweeps in Subsections 4.2.2 and 4.2.3, where it is shown that the undamped ROs don’t freely tune in frequency when an optical comb is injected. In these subsections, it is pointed out in the experiment results that the lasing frequency of the slave laser can also stably frequency lock in between the injected optical comb lines. Subsection 4.2.4 details a numerical model used to simulate the experiment, and a comparison between the model and experiment is discussed in Subsection 4.2.5.

- The underlying mechanisms behind this frequency locking is then explained in Section 4.3. Firstly, to better understand both types of frequency locking mechanisms observed with comb injection (the RO locking and also the locking of the slave’s lasing frequency between the comb lines), a simple non-linear model known as the circle map is introduced in Subsection 4.3.1. The circle map is typically used to demonstrate Arnol’d tongues and harmonic locking, and the well known devil’s staircase is also reproduced. In Subsection 4.3.2, a parallel between the circle map and the optical comb injection results is made, and it is shown that a devil’s staircase also appears in the slave’s lasing frequency. This link between Adler frequency locking and harmonic locking is then discussed further, and it is shown that Arnol’d tongues are present when frequency combs are injected.

- Following this, Section 4.4 studies the effect of the RO frequency and the magnitude of the amplitude-phase coupling $\alpha$ on the size of Arnol’d tongues in parameter space. It is shown that the nonlinearity induced by a large $\alpha$ enables locking of the ROs to higher order resonances of the injected comb, when the laser RO frequency is close to this harmonic comb spacing. This effect is largely suppressed for smaller values of $\alpha$, with only the second harmonic resonance remaining significant.

- An example of asymmetry in the RO locking around the centre comb line is then present in Section 4.5, and the limits of the harmonic locking mechanism are presented in Section 4.6.

Some of the results presented in this chapter have been published in Optics Express (see Ref. [195]). Another paper has been prepared using more results from this chapter, and is presently available as a pre-print on the arXiv (see Ref. [196] for more details).

### 4.1 Experimental Set-up

To study the frequency locking of the slave laser’s relaxation oscillations (ROs) and lasing frequency under the injection of an optical frequency comb (OFC), a standard injection experimental setup similar to those presented in previous chapters was used, as shown in Fig. 4.1. A commercial ID Photonics CoBrite-DX1 tunable laser source (TLS) was intensity modulated using a LiNbO$_3$ Mach-Zehnder modulator (MZM) to create a 3 line OFC. The comb’s optical power was amplified and controlled using an erbium doped fibre amplifier (EDFA) and variable optical attenuator (VOA) in series. A fixed frequency optical filter with a 50 GHz
Figure 4.1: Experimental setup for performing optical comb injection. TLS: Tunable laser source, MZM: Mach-Zehnder modulator, PC: Polarisation controller, EDFA: Erbium doped fibre amplifier, VOA: Variable optical attenuator, OSA: Optical spectrum analyser, PD: Photodiode, ESA: Electrical spectrum analyser. The slave laser used was a 15 pit device designed using the inverse scattering method, detailed in Appendix A.

bandwidth at -3 dB removed a significant portion of the amplified spontaneous emission introduced by the EDFA. The slave laser used was an unpackaged single mode AlGaInAs quantum well device emitting at 1550 nm (a 15 pit device, described in full in Appendix A). A lensed fibre was used to optically couple to the device, which is mounted on top of a temperature controlled brass chuck. A circulator was used to optically inject the slave laser, and the light output was monitored on an OSA and ESA simultaneously.

In order to perform the frequency detuning sweeps in the rest of the chapter, the temperature of the slave laser was swept rather than the lasing frequency of the tunable laser. This was due to the fixed centre frequency of the optical filter used; varying the comb’s centre frequency would also have resulted in equal power in the optical comb lines. While varying the slave laser’s temperature affected the output power of the laser, the temperature ranges used in the experiment were small, and hence the change in optical power was also small.

4.2 Detuning Sweeps

Optical injection detuning sweeps were previously studied in Chapter 2, where the focus of the discussion was on the side mode suppression ratio obtainable as a slave laser was tuned relative to some injected master signal. In this chapter however, detuning sweeps will be used to study different types of dynamics which appear when injecting with optical combs. This relatively long section first details a case with a single frequency injected signal, before continuing with optical comb injection in Subsections 4.2.2 through 4.2.5.

4.2.1 Single Frequency Detuning Sweep

Detuning sweeps of a master-slave system can reveal different regions of behaviour and different types of dynamics. Initially, detuning sweeps with a single injected frequency were studied, and are presented here again to discuss some of the characteristic dynamic behaviour seen in optical injection. The experimental setup used was as in Fig. 4.1, without the MZM, EDFA, VOA or optical filter. The experimental results for one such detuning sweep are shown in Fig. 4.2. Figure 4.2(a) shows a wide range of measured optical frequencies on the OSA. The temperature of the slave laser was used to tune the lasing frequency of the slave ±20 GHz
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Figure 4.2: Experimental results from a detuning sweep, as a single mode slave laser’s frequency was tuned across a single frequency injected signal. The slave laser was initially biased at 1.8 times threshold, with an optical power of -2 dBm. The single frequency source had an optical power of +5 dBm. (a) Intensity plot which shows wide optical spectra, plotted ±250 GHz around the injected frequency. (b) Intensity plot which shows a close up of the optical spectra centred around the injected frequency. Vertical dotted lines indicate the transitions between different types of dynamics. The acronyms used in the figure stand for four wave mixing (FWM), period 1 (P1), period 2 (P2) and stable injection locking (SIL). (c) Comparison between the optical spectrum as the slave laser is stably locked (at -5 GHz detuning), undergoing period 1 oscillations (at 0 GHz detuning) and undergoing period 2 oscillations (at 6.6 GHz detuning). (d) RF spectra for the same detuning sweep picture in (a) and (b).

from the master signal, and all modes in the slave can be seen to tune at approximately the same rate (this is clear between detuning frequencies of -20 GHz and -11 GHz for example). The temperature was allowed stabilise at each step (by waiting approximately 20 s).

At a detuning of -9 GHz, the slave laser stably locks. The weaker modes in the slave laser can be seen to become more visibly suppressed, and all modes in the slave laser no longer tune with frequency as the temperature was increased further. While the main mode is stably locked to the injected frequency, the frequency of all the modes visible remained constant. At a detuning of -3 GHz, the slave laser exits the stable locking region. Figure 4.2(b) shows a zoom around the injected frequency, for the same detuning sweep. Vertical dotted lines indicate changes in behaviour visible on the OSA. At large detunings (between -20 GHz and -11 GHz), the slave laser undergoes four wave mixing (FWM), however at -11 GHz, period 2 (P2) oscillations briefly appear in the slave laser’s output. Figure 4.2(d) shows the RF spectra recorded on the electronic spectrum analyser (ESA). As the extra frequencies appear in the optical spectrum, we also see an additional frequency appear in the electrical spectrum. As mentioned above, at -9 GHz detuning, the slave laser stably locks to the injected signal. The ESA shows no strong frequencies, and the OSA shows only a single frequency. Following the stable locking region, period 1 oscillations\(^1\) appear for detunings between -3.2 GHz and +3 GHz. Period 1 oscillations occur when the slave’s limit cycle is no longer at a stationary

\(^1\)In reality, the period 1 oscillations observed in the experimental results presented in Fig. 4.2 are nonlinear period 1 oscillations, as a pure period 1 oscillation would only add a single extra frequency to the slave laser’s optical spectrum.
point, and an extra oscillation frequency is added to the slave laser’s field and phase [144]. As the detuning continues to grow, the period 1 oscillations undergo period doubling, becoming period 2 oscillations. Notably, while the period 2 oscillations are present, the ESA traces in Fig. 4.2(d) show another lower frequency than the period 1 oscillation frequency. The period 2 region finishes at +10 GHz detuning, as the slave laser tunes away from the injected signal. A line plot shown in Fig. 4.2(c) shows a comparison of the optical spectra when the slave laser is stably locked (at -5 GHz detuning), undergoing period 1 oscillations (at 0 GHz detuning) and undergoing period 2 oscillations (at 6.6 GHz detuning). The pulsed outputs add multiple frequencies to the output spectra. A relatively high optical injection strength was used in Fig. 4.2, and as shown previously in Chapter 3, better SMSRs are achieved at lower optical injection strengths. As a result, lower optical injection strengths were focused on when injecting optical combs, and the optical injection strengths used throughout the rest of the chapter are lower than what was presented in Fig. 4.2.

### 4.2.2 Frequency comb detuning sweep

Experimental results from a detuning sweep where an optical comb was injected are shown in Fig. 4.3. In this case, the lasing frequency of a single mode slave laser was swept across the 10 GHz optical comb. A wide optical spectrum is shown in Fig. 4.3(a), and unlike in the single frequency case shown in Fig. 4.2, there is very little suppression visible in the slave laser’s modes, due to the lower optical power injected. Lowering the optically injected power also causes the locking regions to be significantly shorter. Vertical dotted lines in Fig. 4.3 indicate where the slave laser’s frequency matched one of the comb lines, and for low injection strengths, we expect the stable locking region to be centred around 0 detuning. Figure 4.3(b) shows a zoom around the comb’s frequencies. In the zoomed image, the slave’s frequency can be seen to lock each time the slave’s main lasing mode approaches one of the comb lines. As discussed in the previous chapter, the injected comb’s strength was strong enough to excite the relaxation oscillations in the slave laser. As the slave positively detunes from the centre of each locking region, additional frequencies (on either side of the comb line which the slave is locked to) become visible.

The ESA spectra from the same detuning sweep are shown in Fig. 4.3(d). As the slave laser tunes from -20 GHz to the first comb line located at -10 GHz, a clear beat note is visible on the ESA. The beat note is steeper than a linear line between the points (-20,10) and (-10, 0), due to non-linear dynamics affecting how the slave laser tunes. The slave laser becomes locked at -11.5 GHz. Even while the slave is stably locked to the comb line, a strong 10 GHz beat note is visible for all detunings, due to the beating between the comb lines. Hence, as the slave stably locks to the lower frequency comb line the ESA still shows the 10 GHz beat note. Midway through the first locking region, the ROs become undamped and lock to a 5 GHz tone, which is visible in the ESA traces. The ROs don’t remain locked over the full region where the slave’s frequency is locked, and they become unlocked right before the slave becomes unlocked. This is consistent with the model results shown in Fig. 3.20(a) - these experimental detuning sweeps are equivalent to sweeps from negative to positive detuning in the Adler locking tongues shown in Section 3.5. As described during the discussion of Fig. 3.20(a), at negative detunings, the slave laser first stably locks, and as the detuning increases, the ROs become undamped and then frequency lock. Prior to the slave becoming unlocked at positive
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Figure 4.3: Experimental results of a detuning sweep, as a single mode slave laser’s frequency was tuned across a three line 10 GHz optical comb. The slave laser was initially biased at 1.8 times threshold, with an optical power of −2 dBm. The optical comb had an injected power of −7 dBm. (a) Intensity plot which shows wide optical spectra, plotted ±250 GHz around the centre comb line. Vertical dashed white lines indicate where the free-running slave laser’s optical frequency coincided with one of the optical comb lines. (b) Intensity plot which shows a close up of the optical spectra centred around the three line optical comb. (c) Comparison between the injected optical comb, and the optical spectrum at a detuning of +1.25 GHz, where the slave laser’s ROs have become undamped and frequency locked to half of the optical comb spacing. (d) RF spectra for the same detuning sweep pictured in (a) and (b).

detunings, the ROs become unlocked. Interestingly, Fig. 4.3(d) shows that the ROs become undamped when the slave is locked to the higher frequency comb line, however the ROs don’t lock in this case. This shows that there is some asymmetry in the behaviour around the centre line of the comb, due to the laser’s $\alpha$ parameter. As shown in Fig. 4.3(c), the output comb from the slave laser has half of the spacing of the input comb, and the new RO peaks are larger than the other comb lines.

As the slave laser tunes between the optical comb lines, rather than a continuous smoothly varying beat note, specific frequencies appear in the ESA traces. In particular, at detunings of ±5 GHz, the slave laser’s optical frequency appears to be locked inbetween the comb lines. This was surprising, as upon further investigation, it was found that the slave laser could also lock at detunings which matched rational fractions of the spacing, between the comb lines. Figure 4.4 shows comparisons of different locked states on the ESA for a 10 GHz optical comb with −1.8 dBm injected power. When the slave is unlocked (Fig. 4.4(a)) the beat note between the slave and the comb lines is broad, as the slave and the master aren’t coherent with one another. In general, the beat note measured between the comb and the slave is broad if the slave is not locked to the master due to the frequency jitter between the lasers. The 10 GHz beat note is narrow and clear over all traces, as the comb lines beat with one another independent of whether the slave is locked or unlocked to the comb. Figure 4.4(b) shows the ESA spectra when the slave is stably locked to the centre line of the comb. While stably locked, only the beat note from the beating of the unlocked comb lines is visible. As expected, the ROs become undamped and locked at higher detunings, as shown in Fig. 4.4(c). The ESA traces in Figs.
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Figure 4.4: Individual ESA traces from a detuning sweep obtained when injecting a three line 10 GHz comb with optical injection strength -1.8 dBm. The slave laser was biased at 1.8 times threshold, and had an output power of -2 dBm. The ESA noise floor has a visible step at 6.5 GHz, which was a limitation of the ESA used. The ESA traces show the measured results when the slave laser was (a) unlocked from the comb, (b) stably locked to the centre comb line, (c) stably locked to the comb line, with the ROs also locked to half the comb spacing, (d) frequency locked half way between the comb lines, (e) frequency locked a third of the way between the comb lines, and (f) frequency locked a quarter of the way between the comb lines.

4.4(d), 4.4(e) and 4.4(f) show the slave laser at detunings in between the main locking regions. At +4.4 GHz detuning, the slave is stably locked to a frequency in between the centre and higher frequency comb lines. Similarly, at +6.6 GHz and -7.5 GHz, the slave’s frequency also stably locks to frequencies which were in between the three comb lines. As apparent in Fig. 4.3(d), locking bandwidth of the frequency locked states at detunings of 1/2, 1/3, and 1/4 of the comb spacing decreases as the fraction decreases. It was found that the slave laser could also lock to detunings at multiples of 1/5 of the comb spacing, however it was difficult to maintain these locked states for long.

These frequency locked states at detunings in between the optical comb lines was previously been reported in [193], where they claim that the frequency locked states arise due to many four-wave mixing tones. The true underlying locking mechanism however will be discussed in detail in Subsection 4.3.2.

4.2.3 Sweeping Direction and Hysteresis

It is well known that optical injection locking can lead to hysteresis and bi-stabilities in a slave laser; since first reported by Otsuka and Kobayashi [197], hysteresis has been found in many different applications of optical injection locking. Examples include hysteresis in the lasing state of 2-state quantum dot lasers [198], to hysteresis in the lasing polarisations of vertical-cavity surface-emitting lasers (VCSELs) [199], [200].

In particular, hysteresis can often be observed in the locking bandwidth of a slave laser. Typically, the locking bandwidth is larger when the master is swept from a positive frequency...
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detuning to a negative frequency detuning, rather than the other way around. This difference in locking bandwidth can be very large in some cases – when comparing the locking bandwidths of VCSELs with strong optical injection, a difference of over 400 GHz was found between positive to negative sweeps versus negative to positive detuning sweeps [201], [202].

The affect of the directionality of the optical comb detuning sweeps was also investigated, in order to determine if there was significant hysteresis in the RO locking or in the locking of the other frequency locked states in the slave laser. Results from two separate 6.5 GHz comb sweeps are shown in Fig. 4.5. In Figs. 4.5(a) and 4.5(b), results from the OSA and ESA are shown as the slave laser was tuned from negative to positive detuning. Results from the corresponding sweep in the opposite direction are shown in Figs. 4.5(c) and 4.5(d). Very similar behaviour is seen in each case, presumably due to the low injection power used in the experiment. In both directions, the slave laser’s ROs lock to 1/3 of the optical comb spacing while locked to the higher frequency comb line, while the ROs only become undamped in the other cases. The slave laser’s frequency also tunes in a similar manner outside of the Adler-type locking regions in each case.

4.2.4 Modelling Detuning Sweeps

The laser modelling performed in this portioned of the thesis was completed in collaboration with Dr. Benjamin Lingnau and Dr. Bryan Kelleher. In order to simulate the optical comb injection experiments described above, we formulated a rate equation equation model [203], modelling the dynamics of the complex electric field inside the cavity, \( E(t) \), and the normalised
gain $N(t)$ (in units of inverse time) due to the active carriers.

\[
\frac{d}{dt} E = (1 + i\alpha) \left( \frac{N - N_0}{2} - \kappa \right) E + \frac{\partial E}{\partial t}_{\text{inj}} + \sqrt{\beta} (\xi'_{sp}(t) + i\xi''_{sp}(t)), \quad (4.1)
\]

\[
\frac{d}{dt} N = \frac{J - N}{T} - (N - N_0)|E|^2. \quad (4.2)
\]

Here, $J$ is the normalised pump current, $N_0$ is the normalised transparency carrier density (in units of inverse time), $T$ is the carrier lifetime, and $\alpha$ is the amplitude-phase coupling parameter. The optical cavity loss rate is given by $2\kappa$, and we define $J_{th}$ as the threshold pump current. Values for the model were obtained by matching simulation outputs with the measured random intensity noise spectra of a free running laser (as shown in Fig. 4.6).

The optical comb injected into the laser cavity is modelled by an additional driving term:

\[
\frac{\partial E}{\partial t}_{\text{inj}} = KE_0 \left( 1 + 2m \cos(\phi_{\text{comb}}) \right) e^{i\phi_{\text{inj}}(t)} - i2\pi\nu_{\text{inj}} E, \quad (4.3)
\]

where $m$ is the relative strength of the injected side-modes at frequencies $\nu_{\text{inj}} \pm \Delta_{\text{comb}}$. We neglect comb modes further away from the center mode since, experimentally, their power is well below $-30$ dB of the three strongest comb modes. The injection strength in this case $K$ is the amplitude ratio of the injected field and the free-running laser emission, with $E_0$ the free-running intracavity field. The second term in Eq. (4.3) transforms the electric field into the rotating frame of the central comb mode, at a frequency detuning of $\nu_{\text{inj}}$ with respect to the free-running laser frequency [144].

We model spontaneous emission noise by a stochastic forcing $\sqrt{\beta}(\xi'_{sp}(t) + i\xi''_{sp}(t))$, with the spontaneous emission strength $\beta$. Similarly, we implement a timing noise in the optical comb leading to an RF comb linewidth $\Delta\nu_{\text{comb}}$, and a phase noise of the master laser, leading to an

![Figure 4.6: Measured free-running ROs of the slave laser from 55 mA to 120 mA, in steps of 5 mA up until 90 mA and steps of 10 mA thereafter, offset vertically from top to bottom by $-10$ dB for clarity. The laser’s threshold was 50 mA. Solid black lines indicate simulated results from the model.](image-url)
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Table 4.1: Simulation parameters used to model the detuning sweeps, unless noted otherwise. Values for the model were obtained by matching simulation outputs with the measured random intensity noise spectra of a free running laser, and the parameters are in line with literature values [144], [203].

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>κ</td>
<td>60 ns⁻¹</td>
<td>Cavity field loss rate</td>
</tr>
<tr>
<td>α</td>
<td>3</td>
<td>Linewidth enhancement factor</td>
</tr>
<tr>
<td>T</td>
<td>0.22 ns</td>
<td>Carrier lifetime</td>
</tr>
<tr>
<td>N₀</td>
<td>100 ns⁻¹</td>
<td>Normalised transparency carrier density</td>
</tr>
<tr>
<td>J_{th}</td>
<td>220 ns⁻¹</td>
<td>Threshold pump current</td>
</tr>
<tr>
<td>Δ_{comb}</td>
<td>10 GHz</td>
<td>Optical comb spacing</td>
</tr>
<tr>
<td>β</td>
<td>10⁻⁵ ns⁻¹</td>
<td>Spontaneous emission strength</td>
</tr>
<tr>
<td>Δν_{comb}</td>
<td>1 MHz</td>
<td>Optical comb RF linewidth</td>
</tr>
<tr>
<td>Δν_{inj}</td>
<td>1 MHz</td>
<td>Master laser linewidth</td>
</tr>
</tbody>
</table>

The optical linewidth Δν_{inj}:

\[ \frac{\partial \phi_{\text{comb}}}{\partial t} = 2\pi \Delta_{\text{comb}} + \sqrt{2\pi \Delta\nu_{\text{comb}}} \xi_{\text{comb}}(t) \]  \hspace{1cm} (4.4)

\[ \frac{\partial \phi_{\text{inj}}}{\partial t} = \sqrt{2\pi \Delta\nu_{\text{inj}}} \xi_{\text{inj}}(t) \]  \hspace{1cm} (4.5)

Here, \( \xi_j(t) \) are complex Gaussian white noise source terms, fulfilling the correlation properties \( \langle \xi_j(t)\xi_k(t') \rangle = \delta(t-t')\delta_{j,k} \). The parameters used in the simulations are contained in Table 4.1.

4.2.5 Model Comparison with High Resolution Detuning Sweep

A comparison between the model results and experimental data recorded using the high resolution optical spectrum analyser is shown in Fig. 4.7. Very good agreement is seen between the model and experiment. As in the previous subsections, a single mode slave laser’s frequency was tuned from -20 GHz to +20 GHz relative to the centre line of a 3 line 10 GHz comb. In Fig. 4.7(a), an intensity plot shows the output optical spectrum of the slave laser. Vertical dashed lines indicate where the frequency of the slave matched that of one of the comb lines. In comparison to the previous detuning sweeps shown (e.g. Fig. 4.3 and Fig. 4.5), the higher resolution provides a better insight into the lasing frequency of the slave and the other frequencies generated. The left of each of the three dashed lines, the slave laser undergoes standard Adler-type frequency locking, its frequency entrained by the closest optical comb line. For the centre and lower frequency comb lines, the ROs in the slave laser become undamped as the slave is detuned positively from the Adler-type locking region, which is followed by the ROs locking to a 5 GHz frequency. This does not occur in the higher frequency detuning case as there is some asymmetry around zero detuning, due to the \( \alpha \) parameter. This is reproduced in the simulated results shown in Fig. 4.7(c). For the higher frequency comb line, the ROs become undamped but do not lock in both cases.

Further detail on the frequencies present in the detuning sweep is visible in the measured and simulated ESA data in Fig. 4.7(b) and 4.7(d). As with the optical spectra, there is strong agreement between the simulated and measured results. As the slave laser undergoes Adler-type locking, the electrical spectrum shows only the strong 10 GHz frequency and its harmonics (not shown). This 10 GHz frequency extends across all detuning values, due to the beating of the injected comb lines. Sub-harmonics at 5 GHz are generated when the ROs become excited,
4. Harmonic Locking and the Frequency Locking of Relaxation Oscillations

4.2 Detuning Sweeps

Figure 4.7: Experimental and theoretical results from a frequency detuning sweep (the theoretical modelling was performed by Dr. Benjamin Lingnau). In the experimental results, the slave laser was initially biased at 1.75 times threshold current with free-running power -4.5 dBm, and was injected by 3 line comb of total power -7 dBm, with spacing $\Delta_{\text{comb}} = 10 \text{ GHz}$. The slave laser’s temperature was varied to perform the frequency detuning sweep, and the vertical dashed white lines show where the free-running laser frequency is resonant to one of the optical comb lines. (a) Intensity plot of measured optical spectra as the slave laser was tuned across the injected optical comb. The frequency axis has been scaled such that 0 GHz coincides with the centre comb line. (b) Electrical power spectrum for the corresponding frequency sweep in (a). (c) Intensity plot of simulated optical spectra and (d) simulated electrical power spectrum with $K = 0.06$, for the same parameters as in (a) and (b).

and undergo a second frequency locking. The sub-harmonics lock to exactly half the comb spacing, then subsequently unlock and split as the detuning increases, prior to the slave laser becoming unlocked entirely from the comb line.

The high resolution OSA also clearly demonstrates the frequency locking observed as the slave was tuned in between the comb lines. At approximately $\pm 5 \text{ GHz}$, the slave’s frequency can be seen fixed between the comb lines. The model also reproduces this behaviour, and gives further insight into how the slave laser’s frequency is tuned between the lines. The ESA intensity plots also show beat notes at $2.5 \text{ GHz}$, $3.3 \text{ GHz}$ and $5 \text{ GHz}$ (and their higher harmonics) as the slave is tuned between the comb lines. In particular, the locking bandwidth of the $5 \text{ GHz}$ resonances (or, the $1:2$ resonances), located at $\pm 5 \text{ GHz}$ detuning, are the largest (although as will be shown later in Subsection 4.4.1 this is not necessarily always the case).

The agreement seen between theory and experiment reinforces our understanding of how the unlocked comb lines interact with the slave laser. The slave laser clearly locks to (sub-)harmonics of the optical comb’s frequency spacing. This is an example of harmonic locking, and while it is well known that harmonic locking appears in many driven oscillator systems, to our knowledge this is the first time harmonic locking has been demonstrated in a laser under optical comb injection. To better understand harmonic locking and how it manifests in a comb-slave system, the following section will first present a standard example of harmonic locking (in a non-linear model known as the circle map). Following this, the link between the circle map and the comb-slave system will be made clear.
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The frequency locking of a system to some external driving force is a fundamental phenomenon which occurs across multiple disciplines, from climate studies [204] to electrical circuits [115] to biological synchronisation [205]. Lasers subject to optical injection are a well-studied example [144] of such a system, and semiconductor lasers are a relatively cheap and reliable method of studying interesting dynamics. The following section discusses work which links the harmonic locking seen in the circle map [194], [206], [207] with the classic optical frequency locking observed as a semiconductor laser is injected by a master optical signal.

Subsection 4.3.1 first introduces the circle map, and shows how Arnol’d tongues appear in the circle map’s parameter space. Following this, Subsection 4.3.2 links the comb-slave experiments to the experimental results in the previous section, and provides insight into the locking mechanism which causes a devil’s staircase to appear in the slave’s lasing frequency as it tunes between the comb lines.

4.3.1 The Circle Map

The circle map is a basic non-linear model, which is studied in many nonlinear dynamics textbooks. It can be used to model a periodic system with some pulsed forcing, and applications of the circle map have been found in many applications, including neuronal [208] and biological systems [209], [210].

The discrete circle map can be defined as [211], [212]:

\[ \theta_{n+1} = \theta_n + \nu - \frac{K}{2\pi} \sin (2\pi \theta_n). \] (4.6)

Here, \( K \) is the coupling strength and \( \nu \) is driving phase. Often, the right hand side of (4.6) is defined using a modulus, as \( \mod (\theta_n + \nu - K \sin \theta_n, 1) \) (or with an equivalent scaling). For
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Figure 4.9: Two dimensional map spanning the injection strength $K$ and driving phase $\nu$, showing the Arnol’d tongues which appear, for $0 \leq K \leq 2\pi$. In each Arnol’d tongue, the map is mode locked to a different harmonic. For clarity, only the first 8 resonances are shown.

the case of $K = 0$, the map simply defines a trivial linear rotation at a rate of $\nu$. For $|K| > 0$, the dynamics of the circle map are often characterised using the winding number (or rotation number) $\rho$ defined as:

$$\rho = \lim_{n \to \infty} \frac{\theta_n - \theta_0}{n}. \quad (4.7)$$

The winding number gives the average phase shift per iteration of the map. A plot of the winding number over the two dimensional space spanned by the driving phase and injection strength is shown in Fig. 4.8(a). At each point in Fig. 4.8(a), the average winding number was averaged over 50 simulations, each case initialised with a random $\theta_0$. For low injection strength, the winding number tunes almost linearly as the driving phase is varied. However, as $K$ increases, large areas with constant winding number appear. In these regions, $\theta_n$ becomes mode locked – this means that future steps in $\theta_n$ advance in a multiple of a fixed step size. Transitions to and from these mode locked regions occur through saddle-node bifurcations\(^2\) [211].

For a fixed value of $|K| > 0$, the mode locked regions form a devil’s staircase as the driving phase is altered [213] (the devil’s staircase is a function made up of rational numbers which goes from 0 to 1, in which the simplest rational numbers have the largest steps). Shown in Fig. 4.8(b) for $K = 1$, the winding number takes fixed values of $1/2, 1/3, 1/4, \ldots$, over small bandwidths of the driving phase. In general, if a periodic mode locked state has period $q$, and during $q$ steps the phase makes $p$ rotations (i.e., $\theta_{n+q} = \theta_n + 2\pi p$), then the winding number $\rho = p/q$. All rational fractions $p/q$ are present in Fig. 4.8(b), however the bandwidth of each winding number $p/q$ is ordered in the same way as the fractions appear in the Farey sequence [214].

Figure 4.9 shows different harmonic mode locked solutions which exist. The first 8 harmonic locked states are plotted, where white regions indicate areas with either higher harmonic dy-

\(^2\)A saddle node bifurcation is one in which two fixed equilibria collide and disappear.
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Harmonic locking or quasi-periodic dynamics. The vertical tongues extending from low $K$ values are called Arnol’d tongues. The symmetry around $\nu = 0.5$ is apparent, and the sizes of the tongues decreases as the sub harmonics decrease (again, as in the Farey sequence). Arnol’d tongues appear in a wide variety of areas, from vibrations in musical instruments [215], [216] to cardiac rhythms [217] to the tidal locking of orbital moons. In the following section, we show that Arnol’d tongues also appear in the lasing frequency of semiconductor lasers when they are optically injected with a frequency comb.

4.3.2 The Devil’s Staircase in the Frequency and Amplitude Locking of Nonlinear Oscillators with Continuous Modulated Forcing

Optical injection locking of a semiconductor laser to a master injected signal is an example of synchronisation, and when amplitude oscillations are negligible (i.e., the low injection strength regime), the system is governed by Adler’s equation [115]. However, the comb injection results in Subsections 4.2.2 through 4.2.5 cannot be described by Adler’s equation alone, as Adler’s equation fails to predict the locking of the slave’s frequency between the comb lines.

To address this, we start by re-examining Adler’s equation:

$$\frac{d}{dt} \phi(t) = -\nu - K \sin(\phi(t))$$

(4.8)

where here $\nu$ is the frequency difference between the slave laser and the master laser, and $K$ is the injection strength. Adler’s equation describes systems with continuous forcing, however if instead a periodic or modulated forcing is used, of the form $\sum_n \delta(t - nT) \sin(\phi(t))$, Adler’s equation reduces to the circle map. This can be noted if you look at Adler’s equation evaluated at the time of the $n$-th forcing:

$$\phi_{n+1} = \phi_n - \tilde{\nu} - K \sin(\phi(t)),$$

(4.9)

where $\phi_n = \phi(nT)$ and $\tilde{\nu} = T\nu$. The circle map has a much richer set of dynamics in comparison with Adler’s equation, as systems which are described exactly by equation (4.8) can only be either phase locked, or have the phase continuously evolve. As shown in the previous section, the circle map exhibits multiple different phase-locked regions, with Arnol’d tongues appearing at oscillation frequencies corresponding to ratios of the driving frequency $T^{-1}$. To observe Arnol’d-type locking and dynamics in Adler’s equation, we can transform the circle map in equation (4.9) into an ordinary differential equation by expressing the Dirac comb $\sum_n \delta(t - nT) \sin(\phi(t))$ as a Fourier sum:

$$\frac{d}{dt} \phi(t) = -\nu - K \sin(\phi(t)) \times \sum_{n=-\infty}^{\infty} \cos(n\Delta t).$$

(4.10)

Here, we define $\Delta = 2\pi/T$. Equation (4.10) only remains continuous for a finite number of Fourier components [218], which in practice is often the case.

The link between Adler’s equation and the circle map was noted by Dr. Benjamin Lingnau,
4. Harmonic Locking and the Frequency Locking of Relaxation Oscillations

4.3 Arnol’d Tongues, Harmonic Locking, and the appearance of a Devil’s Staircase

and the frequency sweeps discussed in Section 4.2 were used as an exemplary system to study the richer dynamics which occur when a system which is typically described by Adler-type locking is instead driven with periodic forcing. Semiconductor lasers have traditionally been used as a test bed for nonlinear dynamics, as many characteristic nonlinear properties can be reliably reproduced, and laser systems allow for the study of chaos, stochastic resonance effects, and spatio-temporal dynamics, among many other types of dynamics [143]. Hence, to replicate the Fourier sum in Eqn. (4.10) in a semiconductor laser system, we use an optical frequency comb.

A simplified version of the model presented in Section 4.2.4 was used to draw comparison between the standard circle map; while the model in Section 4.2.4 could also have been used to produce similar results, chronologically the model below was used first. A dimensionless rate equation model described the complex field \( E(t) \) and the normalised optical gain \( N(t) \) as:

\[
\frac{d}{dt}E(t) = (1 + i\alpha)N(t)E(t) + \frac{\partial E}{\partial t} \bigg|_{\text{inj}} + \sqrt{\beta} \xi(t) \tag{4.11}
\]

\[
T \frac{d}{dt}N(t) = J - N(t) - (N(t) + 1)|E(t)|^2 \tag{4.12}
\]

Here, \( J = 1.5 \) is the normalized pump current, \( T = 13.2 \) is the relative inversion lifetime, and \( \alpha = 3 \) is the amplitude-phase coupling parameter. The time \( t \) is given in units of the inverse optical cavity lifetime, \( \kappa = 60 \text{ ns}^{-1} \). The optical comb injected into the laser cavity is modelled by an additional driving term:

\[
\frac{\partial E}{\partial t} \bigg|_{\text{inj}} = KE_0(1 + 2m \cos(\Delta t)) - i\nu E(t), \tag{4.13}
\]

where \( m = 1.1 \) is the relative strength of the injected side-modes at frequencies \( \pm \Delta \). The injection strength \( K \) is the amplitude ratio of the injected field and the free-running laser intracavity field \( E_0 \), and the spontaneous emission noise inside the laser cavity by a \( \delta \)-correlated complex Gaussian white noise source term \( \xi(t) \), with a noise strength \( \beta = 4 \cdot 10^{-5} \).

Figure 4.10 shows a comparison between the simplified model and experimental results, which are very similar to the experimental and model results shown previously in Fig. 4.7. An optical comb with frequency spacing of 10 GHz was injected into a single mode slave laser, and as previously shown, the slave laser’s frequency was tuned \( \pm 20 \) GHz from the centre line of the comb. The optical spectra in Fig. 4.10(a) show that as the slave laser tunes close to one of the comb lines, the slave laser locks to that comb line. At slightly higher detunings in each case where the slave locks to a comb line, the ROs become undamped, and the ROs can be seen to frequency lock when the slave is locked to the lower frequency and higher frequency line. The simulated optical spectra in Fig. 4.10(b) matches the behaviour seen on the OSA well. Between the comb lines, additional frequency locking occurs. This frequency locking is clearer on the electrical spectrum analyser results shown in Figs. 4.10(c) and 4.10(d). Harmonic locking is visible as the slave laser tunes between the comb lines, and peaks at 5 GHz, 3.33 GHz and 2.5 GHz (and their harmonics) appear between the comb lines.

Using the simplified model presented in this subsection, strong parallels can be drawn between the comb injection experiments and the circle map results in Figs. 4.8 and 4.9. Figure 4.11 shows two dimensional resonance maps, spanned by the detuning between the comb and
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slave, and optical injection strength. The driving phase in the circle map is analogous to the detuning between the slave and master laser in this system. Figure 4.11(a) shows how many oscillations occur per period over the two dimensional space (where here a single period is considered one full oscillation from the optical comb). The three comb lines injected are centred at detunings of $-1, 0, 1$ in Fig. 4.11(a), and from each a large Adler-type locking tongue visibly grows from low to high injection strength. These are similar to the Adler-type tongues discussed in Subsections 3.5.1 - 3.5.3. For lower injection strengths within these tongues, the slave laser is stably locked to the comb, and the output from the slave laser is some demultiplexed 10 GHz comb. Regions with 2 amplitude oscillations per period have comb spacings of 5 GHz - when the ROs lock within the Adler-type tongues, the ROs lock to half of the comb spacing. The Arnol’d tongues shown in Fig. 4.11 clearly also appear at detunings in between the injected comb lines. Arnol’d locking tongues can be seen with multiple different amplitude oscillations, as the slave laser locks to different harmonic resonances. However, unlike in the circle map case, the resonances aren’t symmetric around the mid-point between 1 : 2 resonance.

Figure 4.11(b) shows how the average optical frequency $\langle \nu_{\text{opt}} \rangle := \langle d\phi/dt \rangle$ of the slave laser’s output varies over the same parameter space as in Fig. 4.11(a). In essence, the average optical frequency of the slave laser is equivalent to the winding number in the circle map, as can be seen when comparing the winding number results in Section 4.3.1 with Fig. 4.11(b). Within the Adler-type locking tongues, the average output slave laser frequency is exactly the comb line frequency. Arnol’d tongues also appear in the average lasing frequency, and the average lasing frequency locks within multiple resonance tongues in between the comb lines.

The study into periodic forcing in nonlinear oscillators was then extended further, and a Hopf-normal form oscillator was investigated. This type of oscillator describes the dynamics of ev-
Figure 4.11: Two-dimensional resonance diagrams, showing (a) the period $T_{\text{per}}$ of the intensity oscillations, and (b) average optical frequency $\langle \nu_{\text{opt}} \rangle$, in dependence on the injection strength $K$ and the laser detuning $\nu$ from the center comb line with respect to the free-running slave laser frequency. Simulated without spontaneous emission noise, $\beta = 0$. The simulations were performed by Dr. Benjamin Lingnau. The plot in (b) highlights areas where the output frequency changes little between neighboring sampling points, i.e., $|\frac{d}{d\nu}\langle \nu_{\text{opt}} \rangle| < 0.05$. The horizontal dashed line denotes the parameter range covered in Figs. 4.10 and 4.12. All frequencies are normalized to the comb spacing $\Delta$.

ery nonlinear oscillator close to a Hopf bifurcation. As Hopf bifurcations are ubiquitous in nonlinear systems, studying the Hopf-normal oscillator extends the relevance and application of these results much further than just a master-slave laser system. Figure 4.12 shows a comparison between results from the Hopf-normal form oscillator, circle map, and a slave laser under optical injected comb. Further information on the details and the parameters used in the simulations of the Hopf-normal form oscillator can be found in [196]. As shown in Fig. 4.8(b), the circle map shows a complete devil’s staircase. Note however that the Hopf-normal oscillator also shows a devil’s staircase in it’s average phase velocity $\langle d\phi/dt \rangle$ when forced with periodic forcing. As not all frequencies are present in the Hopf-normal or laser model cases, these devil’s staircases are technically referred to as “harmless” staircases [219]. Adler’s equation is also solved and plotted in Fig. 4.12 for reference(denoted in the figure as “phase oscillator”), which clearly shows no locking outside of the main resonances around $\nu = 0$ and $\nu = \Delta$.

This frequency locking mechanism is a direct consequence of the amplitude dynamics of the oscillators. Hence, all oscillators forced in this way close to a Hopf bifurcation exhibit a devil’s staircase in their average phase frequency.
4.4 Relative Locking Stability and the Role of Linewidth Enhancement Factor

In the previous section, the mechanism behind the harmonic locking seen in the slave laser’s lasing frequency was revealed, and it was shown that there are Arnol’d tongues in the parameter space of the comb-slave system. As there is strong agreement between theory and experiment shown in Sections 4.2.5 and 4.3.2, in this section the theoretical model from Section 4.2.4 is used to further understand how the $\alpha$ parameter affects the size of the locking tongues, and is also used to investigate the stability of the frequency locking and RO locking.

To study the relative range of parameter values that lead to the observed types of locking, two-dimensional maps of the parameter space spanned by detuning $\nu_{\text{inj}}$ and optical injection strength $K$ were calculated and are shown in Fig. 4.13 for a three line optical comb with 10 GHz spacing. In Fig. 4.13(a), the output comb spacing from the slave laser is monitored, for positive detunings only. Large Adler-type locking cones are centred around 0 GHz and 10 GHz detuning, where the slave laser is locked to one of the main comb lines. As the injection strength is increased within these Adler-type locking regions, we see the output comb spacing half in a period-doubling bifurcation, leading to a significantly large area of harmonic locking within the main locking cones. As demonstrated above in Section 3.4, within these regions the slave laser’s ROs become undamped and lock to one half of the optical comb’s spacing (the ROs lock to the 5 GHz subharmonic as the ROs were approximately 4.375 GHz in this case). The map in Fig. 4.13(a) also shows asymmetry between locking to the centre or higher frequency lines in the comb, as the RO locking occurs at lower injection strengths when the slave is locked to the centre comb line. Interestingly, we see further period doubling at even higher injection strengths in both of the Adler-type locking regions, before the slave unlocks from the injected comb. In order to characterise the stability of each of the locked states, the RF
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Figure 4.13: Two dimensional maps of the parameter space spanned by detuning and injected power, calculated with $J = 1.82 J_{th}$ and $\Delta_{comb} = 10 \text{ GHz}$. The simulations were performed by Dr. Benjamin Lingnau. (a) Map of the output comb frequency spacing. White regions indicate unlocked states. The triangular region enclosed within the dashed lines shows the parameter region used to calculate the relative size of the harmonic locking areas in Fig. 4.14. (b) RF linewidth of the dominant harmonic’s beat note, over the same parameter space as in (a).

The linewidth of the dominant RF peak in each state was calculated over the same parameter space and is presented in Fig. 4.13(b). At low injection strengths, the Adler locking cones around 0 GHz and 10 GHz detuning have RF linewidths close to the simulated comb linewidth of 1 MHz, suggesting these are stable locked states as expected. Within the harmonic RO locking regions of these cones, the RF linewidth decreases further to below 1 MHz, thus improving the comb stability even beyond that of the driving optical comb. This linewidth narrowing is due to the dynamical stability of the induced higher harmonic oscillations. The deterministic dynamics counteracts the effects of noise on the system [220], improving the linewidth. The boundary of the locked RO region is unstable however, as the noise stochastically kicks the injected laser out of the harmonic locking state, leading to a broad RF peak. Higher harmonic locking beyond the secondary period doubling bifurcations at even higher injection strengths can be seen to be highly unstable, with linewidths in excess of 100 MHz, suggesting a clean comb output can be obtained only for harmonic locking ratios that are not too high.

Smaller Arnol’d-type locking tongues can be seen in between the main Adler locking tongues in Fig. 4.13(a). As in the circle map [194], [206], [207], these harmonic locking tongues appear due to a periodic forcing, and in this case they appear due to the periodic forcing of the unlocked comb lines on the slave laser [196]. For low injection strengths, Arnol’d tongues can be seen at detunings corresponding to rational fractions of the optical comb spacing. The $1:2$ resonance tongue, located at 5 GHz for lower injection powers, is the largest of these Arnol’d tongues, locking the frequency of the slave laser mid-way between the comb lines, causing the output comb spacing of the slave to be 5 GHz. Within this locking tongue, we see some period doubling occur as the injection power is increased. The RF linewidth map in Fig. 4.13(b) sug-
4.4 Relative Locking Stability and the Role of Linewidth Enhancement Factor

Figure 4.14: Plots showing the relative size of the Arnol’d resonances as a function of slave laser pump current, for (a) $\alpha = 3$, and (b) $\alpha = 0$. The simulations were performed by Dr. Benjamin Lingnau. For each current, a two dimensional map over injection strength and detuning was calculated as in Fig. 4.13 with $\Delta_{\text{comb}} = 10$ GHz, and only the area contained in each resonant Arnol’d tongue was counted. The vertical dotted lines indicate the pump currents at which the free-running RO frequency matches that of a resonance. Some of the maps used to calculate the above results are presented in Appendix C.

gests that the centre of the 1 : 2 resonance Arnol’d tongue is stable, with unstable boundaries. As with the Adler-type locking regions, the period doubled states which appear as the injection strength is increased within the 1 : 2 resonance tongue are very unstable. Figure 4.13(a) clearly shows the sizes of the 1 : 3, 1 : 4 and 1 : 5 resonances shrink as the denominator in the rational fraction grows. The corresponding RF linewidth calculation also suggests that these resonances become less stable as the denominator grows.

4.4.1 Relationship Between the Relaxation Oscillations and the Size of Arnol’d Tongues

The free-running frequency of the ROs has to be close to a rational fraction of the comb’s frequency spacing, in order for the ROs to lock. The size of the locked RO regions within the Adler-type locking regions in Fig. 4.13 can thus be expected to depend critically on how close the free-running ROs are to a subharmonic of the comb spacing. In the following subsection, we instead investigate the dependence of the Arnol’d regions on the RO frequency of the free-running laser for the 10 GHz injected comb considered in Fig. 4.13. Examples which instead use larger comb spacings are discussed in Section 4.6, where it is shown how the Arnol’d tongues vary and shrink as the optical comb spacing is increased.

Figure 4.14(a) shows a measure of the area of each Arnol’d resonance tongue in the parameter space within the red dashed triangle in Fig. 4.13(a) as a function of the slave pump current, for $\alpha = 3$. For each pump current, a two dimensional map was computed, and the size of each Arnol’d tongue within the area enclosed in the dotted red triangle in Fig. 4.13(a) was counted. Example outputs from the computation are shown in Appendix C. The vertical dotted lines in Fig. 4.14(a) indicate the pump currents at which the free-running RO frequency matches that of a resonance. The results show a strong correlation between the size of the frequency locked resonances and the RO frequency. We find that the 1 : 2 resonance only becomes the largest resonance as the RO frequency approaches half the injected comb spacing. Likewise, as the RO frequency approaches one-third and one-fifth of the comb spacing, the 1 : 3 and
4. Harmonic Locking and the Frequency Locking of Relaxation Oscillations

4.5 Asymmetry of Relaxation Oscillation Locking around the Centre Comb Line

1 : 5 resonances are the largest in the parameter space. The same is not true for the 1 : 4 resonance. Interestingly, in each case, the maximum of the resonance area doesn’t correspond exactly with the pump current where the ROs frequency exactly matches the resonance. This could be in part due to variance between the free-running ROs and the ROs in the locked slave laser [179]. The ROs in an injection locked slave laser also vary with optical injection strength and detuning [142], both of which are parameters varied in the two dimensional resonance areas measured. Nevertheless, the theoretical predictions suggest that for a specific harmonic resonance an optimal pump current exists at which that resonance can be produced reliably.

Figure 4.14(b) repeats the calculation of Fig. 4.14(a) with $\alpha = 0$. Example outputs from the computation are shown in Appendix C. It is immediately clear that the magnitude of the amplitude-phase coupling in the slave laser’s electric field has a strong impact on the how large the resonance areas are. Interestingly, the 1 : 2 resonance grows in size with decreasing $\alpha$, with the 1 : 2 resonance remaining dominant for all pump current values in this case. The higher order resonances are severely suppressed in the $\alpha = 0$ case. It is also noteworthy that the correlation between the free-running RO frequency and the peaks of the resonance areas is much weaker in this case, showing that the nonlinearity in the laser response induced by $\alpha$ is a main driving mechanism for the excitation of the higher order resonances.

4.5 Asymmetry of Relaxation Oscillation Locking around the Centre Comb Line

In this section, further results are presented detailing the asymmetry of the RO locking around the optical comb centre. The results which motivate this discussion are shown in Fig. 4.15. Similar to the detuning sweeps presented above, Figs. 4.15(a) and 4.15(b) show measured and simulated ESA spectra as the frequency of a slave laser was tuned ±14 GHz (from negative to positive) relative to the centre of a 6.5 GHz comb. In this case, an optical comb spacing of 6.5 GHz was chosen to ensure that the free-running ROs of the slave laser approximately matched $\frac{2}{3}$ of the comb spacing.

While locked to the lower frequency comb line, the slave laser ROs become undamped and lock to $\frac{1}{4}$ of the comb spacing. The bandwidth over which the ROs remain locked is narrow, relative to the 10 GHz case shown previously. While the slave is locked to the centre line however, we note that the ROs lock instead to $\frac{1}{2}$ of the comb spacing. This highlights the asymmetry introduced by using a 3 line optical comb – the modulation effect is stronger at zero detuning as the neighbouring comb lines have higher intensity, and as a result the modulation is strong enough to force the ROs to lock to a frequency of 3.25 GHz. For the higher frequency comb line, the ROs become undamped and instead of locking immediately, tune in frequency from 4.8 GHz to 4.33 GHz. The difference between the behaviour of the ROs while locked to the lower frequency and higher comb lines is due to the asymmetry introduced by the amplitude-phase coupling.

Figure 4.15(c) shows a two dimensional map which highlights the output comb spacing, for the parameter space spanned by detuning $\nu_{\text{inj}}$ and optical injection strength $K$. The vertical dotted line indicates the injection power used in (b). In this case, we notice that the Arnol’d
4. HARMONIC LOCKING AND THE FREQUENCY LOCKING OF RELAXATION OSCILLATIONS

4.6 Large Comb Spacings and the Limits of the Harmonic Locking Mechanism

The results presented up to this point in this chapter have been largely fixated on two separate comb spacings (10 GHz and 6.5 GHz). As a result, the following section investigates what occurs as the comb spacing is increased far beyond 10 GHz, in order to investigate when the Arnol’d tongues disappear. As the spacing between the injected optical comb lines increases, the slave laser’s dynamics are less affected by the neighbouring unlocked comb lines. Figure 4.16 presents theoretical results which show how the output comb spacing of the slave laser

tongues are significantly smaller in size than previously seen in the 10 GHz case, due to the narrower spacing of the optical combs. This is reflected in both the experimental and simulated detuning sweeps, as neither have strong locking events as the slave tunes between the comb lines. Likewise, the two dimensional parameter map shows different RO locking behaviour within the three Adler locking cones. The lower frequency Adler cone has a region where the ROs lock to \( \frac{1}{3} \) of the optical comb spacing. In the centre Adler cone, the ROs lock instead to \( \frac{1}{2} \) of the input comb spacing, and as seen in experiment, the ROs don’t lock at all in the higher detuning cone. However, as the number of comb lines increases, the behaviour within the Adler locking cones will only differ for the outer comb lines.

**Figure 4.15:** (a) Intensity plot showing the electrical spectra measured as the frequency of a single mode slave laser was swept across the injected 6.5 GHz optical comb. The optical comb had a power of \(-5.0\) dBm, and the slave laser was initially biased at 1.75 times threshold current, with \(-4.4\) dBm coupled to the lensed fibre. The vertical dashed white lines show the parameter values where the free-running laser frequency is resonant to one of the optical comb lines. (b) Corresponding simulated experiment for the parameters in (a). (c) Two dimensional map of the parameter space spanned by detuning and injected power, showing the output comb frequency spacing, calculated with \( J = 1.75J_{th} \) and \( \Delta_{comb} = 6.5 \) GHz. The vertical dotted line indicates the injection strength used in (b). White regions indicate unlocked states. The simulations were performed by Dr. Benjamin Lingnau.
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4.6 Large Comb Spacings and the Limits of the Harmonic Locking Mechanism

Figure 4.16: Two dimensional maps of the parameter space spanned by detuning and injected power, which show the output frequency spacing of the slave laser, calculated with $J = 1.82 J_0$ (corresponding to an RO frequency of 4.375 GHz). The comb spacings used were (a) 10 GHz, (b) 15 GHz, (c) 20 GHz, (d) 25 GHz, (e) 30 GHz, and (f) 35 GHz. White regions indicate unlocked states. The simulations were performed by Dr. Benjamin Lingnau.

varies as the injected comb spacing is increased. The vertical dotted lines in Figs. 4.16(a)–4.16(f) show the injection strengths used in the detuning sweeps discussed in Fig. 4.7, and larger injection strengths are presented here to introduce broader regions of interest. As discussed in Section 4.4.1, the frequency of the slave laser’s relaxation oscillations affects the harmonic locking which can occur. Comparing the sizes of the 1 : 2 and 1 : 3 resonances located at detunings between the comb lines in Figs. 4.16(a) and 4.16(b), we find that the 1 : 2 resonance almost disappears as the comb spacing is increased to 15 GHz, whereas the 1 : 3 resonances have almost equivalent size in the both the 10 GHz and 15 GHz cases. The 1 : 3 resonances remain large in the 15 GHz case, as the frequency of the ROs was approximately 5 GHz. Similarly, we find that the 1 : 4 resonance is the most prominent in the 20 GHz case (Fig. 4.16(c)). At a detuning of 10 GHz, a small 1 : 2 resonance can be seen for lower injection strengths, becoming a larger 1 : 4 resonance at higher injection strengths. Again, this occurs as the free running RO frequency is closer to 1 : 4 resonance than the 1 : 2 resonance. For the 25 GHz and 30 GHz cases shown in Figs. 4.16(d) and 4.16(e), the higher harmonics (i.e, 1 : 5, 1 : 6 and 1 : 7 resonances) dominate. Eventually, as the comb spacing is increased further still, the
Arnol’d tongues begin to disappear (Fig. 4.16(f)). The harmonic locking mechanism is thus limited by the RO frequency of the driven laser. The attainable output comb spacing is close to that frequency, and for very large comb spacings the mechanism is greatly suppressed.

The behaviour within the Adler-type locking regions also changes significantly with increased comb spacing. In Fig. 4.16(b), only a small RO locking region is visible at low injection strengths. At higher injection strengths, the ROs in the slave laser strongly lock to smaller fractions of the comb spacing, whenever the slave’s ROs are suitably close to a rational fraction of the comb spacing. Interestingly, the RO locking regions are not prevalent in the 20 GHz and 25 GHz cases, yet reappear at high injection strengths for the higher injected comb spacings cases.

### 4.7 Chapter Conclusion

In the chapter above, further experimental and numerical studies were presented. The discussion in this chapter was focused on two types of frequency locking which occur with optical comb injection, rather than the SMSR obtainable through optical injection. Namely, the frequency locking mechanisms where the locking of the undamped relaxation oscillations, and the Arnol’d type higher order resonance tongues found as the slave laser’s frequency lied between the comb lines. In effect, both types of locking can be used to decrease the optical comb spacing of the original injected optical comb. It was shown that relaxation oscillations of the injected laser can lock to harmonics of the injected optical comb, generating extra tones in the optical comb around the slave laser’s lasing frequency. The relaxation oscillations can in principle lock to any rational fraction of the input comb’s frequency spacing. However, simulations showed that the extent of the locking range in general decreases with the order of the harmonic resonance. Furthermore, through analysing the simulated RF linewidth, it was shown that both Arnol’d frequency locking and the relaxation oscillation locking can be as stable as the standard Adler-type locking, and in some cases reduce the RF linewidth of the produced output comb compared to the injected comb. The effect of the free-running relaxation oscillation frequency on the extent of the Arnol’d resonances in parameter space was also discussed.

The locking range for producing a given harmonic comb can be optimised by tuning the slave laser relaxation oscillation frequency to an optimal value via the pump current, and furthermore, the nonlinearity induced by the $\alpha$ parameter is a driving mechanism for the generation of harmonic locked states in the injected slave laser. The presented locking scenarios can be used to generate optical combs with variable frequency spacing, as well as regenerate noisy frequency combs via the nonlinear interaction within the laser device, producing a comb with narrower RF linewidth.
Chapter 5

Conclusion

The aim of the research in this thesis was to study optical comb injection, both for its technological use as an optical comb demultiplexer, and to further the understanding of the semiconductor laser dynamics which occur when an optical comb is injected into a laser.

It was shown that it is possible to demultiplex narrow optical combs on a photonic integrated circuit. While it was found that there are some drawbacks to using this technique (e.g., the SMSR and locking bandwidth are inversely proportional, and the negative effects introduced by the ROs), it is still possible to monolithically integrated a slave laser on chip to act as a demultiplexer. The results in this thesis map out the favourable operating regions to achieve high SMSR, and further the understanding of optical comb injection.

Further, this thesis results shows that, unsurprisingly, optical comb injection can undamp and excite the relaxation oscillations (ROs) in the slave laser, which in turn ruins the comb demultiplexing. However, it was not known that these undamped ROs can frequency lock to fractions of the comb spacing, which in turn creates a new comb. Hence, optical comb injection could also be used as a method of changing the output optical comb spacing from the input comb spacing.

The following section briefly summarises the main results from each of the results chapters, before possible future work is discussed in Section 5.2.

5.1 Overview of the Results Presented

Chapters 2 and 3 were primarily focused on using optical injection as a method of demultiplexing optical combs. As photonic integration offers many economic advantages (such as reducing cost, device size, energy consumption and device packaging), photonics research has seen increasing investment in reliable photonic integration techniques. Standard integrated optical comb demultiplexers cannot demultiplex narrow optical combs, due to the large device sizes and high resolution fabrication required. As was shown in this thesis, optically injecting a semiconductor with a frequency comb can circumnavigate these restrictions, as optical comb demultiplexing is possible using this technique.
In Chapter 2, optical injection experiments were first introduced. Some of the properties of single frequency optical injection were investigated, such as the amount of mode suppression seen when a slave laser is locked to the injected signal. A numerical model, named the Fabry-Pérot laser model, was developed and initially used to model single frequency optical injection. Optical injection in both Fabry-Pérot and slotted Fabry-Pérot devices was investigated, and good qualitative agreement between the model and experiment was found. The Fabry-Pérot model laser model was then extended to include optical comb injection, and used to model results from a device designed to be a $1 \times 2$ optical demultiplexer. Again, good qualitative agreement was found experiment and theory. As the measured side mode suppression ratios (SMSR) at that time had not surpassed 25 dB (with greater than 30 dB ultimately the target), some of the key laser parameters were altered, to try and optimised the output SMSR when demultiplexing a comb.

It was found that increasing the Q factor of devices increases the output SMSR, however this increase occurs nominally at the same rate as it would with a passive device. Fortunately, for a fixed pump rate relative to threshold and a fixed injection ratio, the locking range of the devices appears to tend asymptotically to a fixed value with increasing Q.

While the Fabry-Pérot model was effective at modelling the slotted devices, within the derivation of the model there are several assumptions which limit its usefulness. Firstly, the model assumes that the injected laser is in a steady state, which eliminates any dynamics which can occur due to the optical injection. Secondly, it was assumed that the optically injected field strength was much smaller than the slave lasers field, and hence it is not possible to investigate the high injection limit. For these reasons, a single mode rate equation model was also developed. Rate equations model how the slave laser’s field, carriers and phase evolve over time, and allowed an investigation of the dynamics omitted by the Fabry-Pérot model.

In Chapter 3, it was shown that the rate equation model predicted the SMSR obtainable when locking the slave laser to the highest and lowest frequency lines in a comb is nominally the same for large comb frequency spacings, yet this begins to differ at smaller comb frequency spacings. Early results from the rate equation model also predicted that the relaxation oscillations within the slave laser negatively affect the SMSR at low frequency spacings, and these predictions where then confirmed using two separate experiments. The first experiment indirectly measured the magnitude of the demultiplexed comb line, by measuring the beat note between an external laser and the demultiplexed comb line. Results from the experiment validated the model’s predictions, however due to equipment limitations, the experiment used large 1 GHz step sizes. When a high resolution optical spectrum analyser became available, the experiment was re-visited, allowing the output SMSR to be directly measured. Using the new optical spectrum analyser, it was found that the relaxation oscillations (ROs) could be undamped and excited using optical comb injection, and that the undamped ROs could be locked to rational fractions of the frequency comb spacing.

The differences between the phasor diagrams of single frequency injection experiments and optical frequency comb injection experiments was also discussed. It was shown that the slave laser’s field and phase is modulated slightly when injected with an optical comb, and as a result the laser’s limit cycle in phase space can never be at a “stationary point” (by definition). Bounded phase limit cycles can exist with optical comb injection, and a comparison between
the single frequency case and the optical comb case revealed the effects of the modulation of
the unlocked comb lines on the limit cycle. The model was then used to map how the
SMSR varied over the two dimensional space spanned by the optical injection strength and
detuning. Comb spacings which matched multiples of the RO frequency were highlighted and
discussed, as it was shown how the regions where the ROs lock to the comb grow and shrink in
parameter space. Understanding the relative size of these regions is important, as the output
SMSR approaches zero when the ROs become undamped and frequency lock. Both theory
and experiment showed that higher injection strengths have lower SMSRs, and so the output
SMSR and the locking bandwidth of the slave laser are inversely proportional. Hence, optimal
SMSR will always be achieved when the slave laser is very weakly locked to the master.

Chapter 4 then further investigated the dynamics observed. Frequency detuning sweeps were
used to show that the injected laser can be stably locked in between the comb’s frequency lines,
and it was found that a devil’s staircase appears in the lasing frequency of the slave laser as
it tunes while under injection. This was investigated using a slightly different rate equation
model than in Chapter 3, and the results reproduced the experimental observations very well.
It became evident that the locking states in between the comb’s frequency lines were Arnol’d
tongues, and this was confirmed by completing a simple study of the circle map. These results
were then completely generalised in a separate study Ref. [196], where it was shown that
any non-linear oscillator which is undergoing continuous modulated forcing exhibits a devil’s
staircase in it’s operating frequency.

Two dimensional parameter space maps were used to indicate how stable the different locked
states found with optical injection locking are. The simulated RF linewidth fell well below the
driving linewidth when the slave laser was either locked in between the comb lines, or when
the ROs became locked to a fraction of the comb spacing. Hence, the model suggests that comb
linewidths could be improved using optical comb injection. As the output combs are very
stable, comb injection could also be used to convert the frequency spacing in an optical comb.
Both types of locking (RO locking, and locking between the comb lines) can be used to decrease
the optical comb spacing of the original injected optical comb. It was shown that the non-
linearity induced by the $\alpha$ parameter has a large effect on the sizes of the different harmonic
locking regions, and that by tuning the RO frequency of the slave laser, these harmonic locking
regions can grow and shrink in size.

5.2 Future Work

The work in this thesis has contributed towards the realisation of a PIC suitable for optical
comb based communication networks. Ideally, an optical comb source capable of producing
narrowly spaced comb lines would be integrated with several slave lasers, in order to
demultiplex the comb lines. These demultiplexed comb lines could then be modulated and
recombined on the same PIC, before being transmitted across a network. Figure 5.1 shows a
schematic for such a PIC [221]. Although this device design is highly ambitious, it offers excel-
 lent potential as a solution to the approaching bandwidth problem in optical communication
networks.

Some of the components required to make such a device have already been developed - in-
Figure 5.1: Schematic of a photonic integrated circuit (PIC) for the generation of an integrated coherent optical comb transmitter, taken from Ref. [221]. The schematic shows how an optical comb could be generated by injecting a tunable laser signal (labelled PSICOMB, similar to those shown in Ref. [222]) into a gain switch waveguide section, located in the centre-left of the PIC. The optical comb could then be demultiplexed by injection locking each of the ring lasers (labelled ALPHA, BRAVO, CHARLIE, DELTA) to separate line in the comb [223]. The demultiplexed lines can then be modulated, and recombined before being transmitted.

Integrable tunable lasers [222] and optical comb generators [108], [109] have previously been shown. To continue toward making this PIC a reality, the next step would be to optimise the ring lasers to enable high Q cavities. Optically demultiplexing using ring lasers was studied in Ref. [223], and as discussed in Chapter 2, higher Q factors are preferable for high SMSRs. The Q factor of the ring laser can be controlled by the strength of the optical coupling to and from the ring, and an experimental study on the optimal coupling ratio between the rings and the injected comb would reveal how weak the coupling can be before the ring lasers can no longer lock to the comb signal. Weaker coupling would be advantageous as it would improve the SMSR obtainable (as discussed in Chapter 3) while also improving the Q factor of the ring.

This PIC would also require on-chip integrated modulators, and as a result further research to determine the SMSRs required from the demultiplexers to suitably modulate the signal is needed. The speeds of the modulators could also be improved and optimised with future designs. Finally, shrinking the size of the device could be required (for example, shrinking the sizes of the ring lasers used).

This work also revealed that the properties of an injected comb, such as the comb spacing and potentially the comb linewidth, can be altered with optical injection. It would be valuable to experimentally verify that the output optical comb’s linewidth can be reduced below the injected comb’s linewidth, as this could be of technological interest in the future.

The dynamics which occur with extremely narrow comb spacings were not investigated during the project - it could be of interest to investigate the behaviour of semiconductor lasers when injected with optical comb’s with spacings far below the RO frequency. By analogy to other forced non-linear oscillators, it seems likely that the ROs in the injected laser could also be locked to a multiple of the combs frequency spacing when the comb spacing is below the RO frequency.

Finally, further research could be carried out to see if the linewidth and comb spacings of on-chip comb sources can be improved through optical comb injection.
Appendix A

The Inverse Scattering Method for Single Mode Devices

During the introductory chapter of this thesis, the motivation for regrowth-free semiconductor lasers which use standard contact lithography was outlined. The fabrication processes of distributed feedback lasers or distributed Bragg reflector (DBR) lasers can be expensive and time consuming, and as a result, much research has been focused on designing devices and processes which eliminate the need for high precision lithography and epitaxial regrowth.

Slotted Fabry-Pérot lasers [73], [75], [79] are one such example, which use slots etched into the ridge of the waveguide to provide feedback and mode selectivity. Slotted Fabry-Pérot lasers can provide high side-mode suppression ratios (SMSR) and low linewidth, however the slots which provide the wavelength selectivity of the laser are etch depth dependent [79]–[81]. As a result, etch stop layers are required to accurately control the reflectivity of the slots, and the anisotropicity of chemical etches [82] can lead to different results across a wafer.

The following Appendix outlines work which was carried out during this project, with the goal of creating strongly single mode devices without using slots in the waveguide. We demonstrate regrowth-free single moded lasers which use etch depth insensitive pits [81] etched into the waveguide of the slave laser. The pits are etched deep into the material, and hence the amount of reflection introduced into the laser cavity does not vary strongly with etch depth, unlike in the case of slots. High SMSR (37 dB) and low linewidth have been previously demonstrated using 30 pits in an integrated DBR like mirror [84]. In the following, single moded lasing is achieved by using pits as local perturbations placed as described by an inverse scattering technique [85]. The inverse scattering technique used has successfully been demonstrated using slots [76] and side wall gratings [86], however in both cases either high resolution e-beam or high reflectance (HR) coatings were applied to the facets of the devices. The design of the devices presented uses Fourier techniques to specify the position each pit should be placed, in order to approximate a target threshold gain function.

The deeply etched waveguide pits, which require no epitaxial regrowth and use standard contact UV lithography, can achieve similar results with higher fabrication tolerances and lower fabrication costs. Each pit is etched down to a depth of 0.8 µm beyond the quantum wells
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(QWs) in the centre of the ridge waveguide of the laser, and is circular with a 1 µm diameter. Unlike the reported slotted inverse scattering lasers, the side wall roughness and etch depth of the perturbations used isn’t as integral to the device’s operation, as the deeply etched pits are used as local perturbations in the laser’s waveguide. As a result, devices using pit perturbations have higher device yield than slotted devices, however suffer slightly in performance due to the rudimentary perturbations used, which lead to additional scattering losses. Standard commercial AlInGaAs material grown on a InP substrate was used for the fabrication of the devices, and the details of the epitaxial structure used can be found in Appendix D.

Sections A.1 and A.2 re-derive the method presented in [85], presenting more detail than the published method. Section A.3 describes the method that was used to calculate the perturbation positions required. Finally Section A.4 describes the devices that were designed using this method, with device results presented in Section A.5. Some of the device results presented here were published in IEEE Photonics Journal.

A.1 Derivation of First Order Perturbation to Gain

The inverse scattering method used to achieve single mode lasing was first presented by O’Brien et al. in [224], and was later expanded and described in more detail in [85]. The strength of using the inverse scattering method over a regular periodic grating is the ability to engineer the output spectrum of a semiconductor laser using simple perturbations along the laser’s ridge. Single mode, dual mode [76], [225] and optical comb generation [226], [227] have all been modeled using the inverse scattering method. Experimental results for single mode devices have shown SMSRs of up to 50dB, however the fabricated devices used HR coated facets with several etched slots.

When the modeling of the devices was performed, the method used was mostly unchanged from O’Brien’s 2011 paper. A full description of the method is presented below, and all the assumptions introduced due to the pit perturbations rather than slots used in [85] and this work are highlighted within the section.

To achieve single mode lasing, the inverse scattering method attempts to lower the threshold gain of a target mode more than the other competing longitudinal Fabry-Pérot modes in the laser cavity. This is achieved by introducing \(N\) perturbations into the laser cavity, where each perturbation changes the effective index of the supported optical mode by \(\Delta n = n_1 - n_2\), as shown in Fig. A.1(a), where \(n_1\) is the effective refractive index of the waveguide, and \(n_2\) is the effective refractive index of the perturbation section. The method calculates the locations of each perturbation, to minimise the threshold gain of the target mode.

We can describe each section \(j\) of the cavity using one dimensional transmission matrices [159]. Similar to Section 2.4, the transmission matrix associated with a small perturbation in index (as shown in Fig. A.1(b)) is given by:

\[
F = T_{12} P(\theta_2) T_{23}
\]  

(A.1)
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\[
T_{ij} = \frac{1}{t_{ij}} \begin{bmatrix} 1 & -r_{ij} \\ -r_{ji} & r_{ij} + t_{ij} t_{ji} \end{bmatrix}
\text{ and } P(\theta_k) = \begin{bmatrix} e^{-i\theta_k} & 0 \\ 0 & e^{i\theta_k} \end{bmatrix}.
\] (A.2)

The reflection and transmission coefficients \( r_{ij} \) and \( t_{ij} \) are as previously mentioned in Section 2.4. As \( r_{12} = r_{32} \) is true for the perturbations considered here, it can be shown that

\[
F_2 = \begin{bmatrix} e^{-i\theta_2} \left( \frac{n_1}{n_2} + \frac{n_2}{n_1} \right) & -\frac{1}{2} \sin (\theta_2) \left( \frac{n_1}{n_2} - \frac{n_2}{n_1} \right) \\ \frac{1}{2} \sin (\theta_2) \left( \frac{n_1}{n_2} - \frac{n_2}{n_1} \right) & e^{i\theta_2} \left( \frac{n_1}{n_2} + \frac{n_2}{n_1} \right) \end{bmatrix}
\] (A.3)

Defining \( q = \frac{n_2}{n_1} \), this can be written more compactly in terms of the Pauli matrices \( \sigma_y \) and \( \sigma_z \) (as is done in the literature) as

\[
F_2 = \begin{bmatrix} e^{-i\theta_2} & 0 \\ 0 & e^{i\theta_2} \end{bmatrix} - q \sin (\theta_2) \sigma_y + i \left( 1 - q^+ \right) \sin (\theta_2) \sigma_z,
\] (A.4)

where \( q^+ = \frac{2 + q^{-1}}{2} \) and \( q^- = \frac{2 - q^{-1}}{2} \). As small perturbations are being considered, we let \( n_1 = n \) and \( n_2 = n + \Delta n \). Then \( q^+ \) and \( q^- \) can be approximated using a Taylor expansion to give

\[
q^+ = \frac{1}{2} \left( \frac{n}{n + \Delta n} + \frac{n + \Delta n}{n} \right) \approx 1 + \frac{1}{2} \left[ \left( \frac{\Delta n}{n} \right)^2 - \ldots \right]
\] (A.5)

\[
q^- = \frac{1}{2} \left( \frac{n}{n + \Delta n} - \frac{n + \Delta n}{n} \right) \approx -\frac{\Delta n}{n} + \frac{1}{2} \left[ \left( \frac{\Delta n}{n} \right)^2 - \ldots \right]
\] (A.6)

Using these approximations in (A.4) gives

\[
F_j = P(\theta_j) + \frac{\Delta n}{n} \sin (\theta_j) \sigma_y - \frac{1}{2} \left( \frac{\Delta n}{n} \right)^2 \sin (\theta_j) \left( \sigma_y + i\sigma_z \right).
\] (A.7)

If there are \( N \) total perturbations introduced into a laser cavity, then there are \( 2N + 1 \) sections inside the laser (labelled in Fig. A.1(a)). The matrix \( F_j \) relates the input and output fields at each perturbation, as the transmission matrices in section 2.4 did. The total transmission matrix \( T \) for the whole cavity with \( N \) perturbations is then given by

\[
T = P(\theta_1) F_2 P(\theta_3) F_4 \cdots P(\theta_{2N-1}) F_N P(\theta_{2N+1}).
\] (A.8)
This expression for $T$ can be expanded using the definitions of $P(\theta_i)$ and $F_j$, and it can be shown that the general expression for $T$ is given by:

$$
T = P \left( \sum_i \theta_i \right) + \left( \frac{\Delta n}{n} \right)^2 \sum_{k>j=1}^N \sin(\theta_{2j}) \sin(\theta_{2k}) P_{0j} [P_{jk}]^{-1} P_{k(N+1)}^{-1} \ 
$$

(A.9)

$$
+ \left[ \frac{\Delta n}{n} - \frac{1}{2} \left( \frac{\Delta n}{n} \right)^2 \right] \sum_{j=1}^N \sin(\theta_{2j}) P_{0j} [P_{j(N+1)}]^{-1} \sigma_y \ 
$$

(A.10)

$$
- \frac{i}{2} \left( \frac{\Delta n}{n} \right)^2 \sum_{j=1}^N \sin(\theta_{2j}) P_{0j} [P_{j(N+1)}]^{-1} \sigma_z, 
$$

(A.11)

where the term

$$
P_{jk} = P \left( \sum_{i=2j+1}^{2k-1} \theta_i \right)
$$

(A.12)

has also been introduced. If there are facets on either side of the laser with reflectivity $r_1$ and transmission $t_1$, then the transfer matrix for the laser is given by:

$$
T_{Total} = \frac{1}{t_1} \left[ \begin{array}{cc} 1 & -r_1 \\ -r_1 & 1 \end{array} \right] \left[ \begin{array}{cc} T_{11} & T_{12} \\ T_{21} & T_{22} \end{array} \right] \frac{1}{t_2} \left[ \begin{array}{cc} 1 & -r_2 \\ -r_2 & 1 \end{array} \right] 
$$

(A.13)

Converting $T_{Total}$ to a scattering matrix:

$$
S_{Total} = \frac{1}{t_1 t_2} \left[ \begin{array}{cc} T_{21} - t_1 r_1 T_{22} + T_{21} r_1 t_2 \\ -t_1 T_{21} r_1 - T_{12} r_1 + T_{12} r_1 t_2 \end{array} \right] \frac{1}{t_1 t_2} \left[ \begin{array}{cc} T_{11} - T_{12} r_2 + T_{11} r_2 t_2 \\ -T_{11} T_{12} r_2 - T_{12} r_2 + T_{12} r_2 t_2 \end{array} \right] 
$$

(A.14)

$S_{Total}$ can now be used to derive the lasing threshold. When

$$
T_{11} - T_{12} r_2 + T_{22} r_1 t_2 = 0 
$$

(A.15)

becomes true, then the expressions in the scattering matrix become large as their denominators go to zero. Hence, (A.15) can be used to find the threshold gain. Using the Pauli matrix definition of $T$ in (A.7), $T_{11}, T_{12}, T_{21}$ and $T_{22}$ can be written as

$$
T_{11} = e^{-i \sum_{i=1}^{2N+1} \theta_i} 
$$

(A.16)

$$
+ \left( \frac{\Delta n}{n} \right)^2 \sum_{k>j=1}^N \sin(\theta_{2j}) \sin(\theta_{2k}) e^{-\sum_{i=1}^{2j-1} \theta_i + \sum_{i=j+2}^{2k+1} \theta_i - \sum_{i=2k+1}^{2N+1} \theta_i} 
$$

(A.17)

$$
- \frac{i}{2} \left( \frac{\Delta n}{n} \right)^2 \sum_{j=1}^N \sin(\theta_{2j}) e^{-\sum_{i=1}^{2j-1} \theta_i + \sum_{i=j+2}^{2N+1} \theta_i}, 
$$

(A.18)

$$
T_{12} = -i \left[ \frac{\Delta n}{n} - \frac{1}{2} \left( \frac{\Delta n}{n} \right)^2 \right] \sum_{j=1}^N \sin(\theta_{2j}) e^{-\sum_{i=1}^{2j-1} \theta_i + \sum_{i=j+2}^{2N+1} \theta_i}, 
$$

(A.19)
\[ T_{21} = i \left[ \frac{\Delta n}{n} - \frac{1}{2} \left( \frac{\Delta n}{n} \right)^2 \right] \sum_{j=1}^{N} \sin(\theta_{2j}) e^{i \left( \sum_{l=1}^{2j-1} \theta_l - \sum_{l=j+1}^{2N+1} \theta_l \right)} \]  
(A.20)

\[ T_{22} = e^{-i \sum_{l}^{2N+1} \theta_l} \]  
(A.21)

\[ + \left( \frac{\Delta n}{n} \right)^2 \sum_{k>j=1}^{N} \sin(\theta_{2j}) \sin(\theta_{2k}) e^{i \left( \sum_{l=1}^{2j-1} \theta_l - \sum_{l=j+1}^{2k+1} \theta_l + \sum_{l=k+1}^{2N+1} \theta_l \right)} \]  
(A.22)

\[ + \frac{i}{2} \left( \frac{\Delta n}{n} \right)^2 \sum_{j=1}^{N} \sin(\theta_{2j}) e^{i \left( \sum_{l=1}^{2j-1} \theta_l - \sum_{l=j+1}^{2N+1} \theta_l \right)} \]  
(A.23)

Plugging in these definitions and diving across by \( e^{-i \sum_{l}^{2N+1} \theta_l} \) gives:

\[ 1 = r_1 r_2 e^{2i \sum_{l=1}^{2N+1} \theta_l} \left( 1 + \left( \frac{\Delta n}{n} \right)^2 \sum_{j=1}^{N} \sin(\theta_{2j}) e^{i \left( \sum_{l=1}^{2j-1} \theta_l + \sum_{l=j+1}^{2N+1} \theta_l + \sum_{l=j}^{2N+1} \theta_l \right)} \right) \]

\[ - \frac{i}{2} \left( \frac{\Delta n}{n} \right)^2 \sum_{j=1}^{N} \sin(\theta_{2j}) \left[ r_1 e^{i \left( \sum_{l=1}^{2j-1} \theta_l + \sum_{l=j+1}^{2N+1} \theta_l + \sum_{l=j}^{2N+1} \theta_l \right)} \right] \]

\[ + r_2 e^{i \left( \sum_{l=1}^{2j-1} \theta_l - \sum_{l=j+1}^{2N+1} \theta_l + \sum_{l=j}^{2N+1} \theta_l \right)} - r_1 r_2 e^{i \left( \sum_{l=1}^{2j-1} \theta_l - \sum_{l=j+1}^{2N+1} \theta_l + \sum_{l=j}^{2N+1} \theta_l \right)} \]

\[ + \frac{i}{2} \left( \frac{\Delta n}{n} \right)^2 \sum_{j=1}^{N} \sin(\theta_{2j}) \left[ r_2 e^{i \left( \sum_{l=1}^{2j-1} \theta_l + \sum_{l=j+1}^{2N+1} \theta_l + \sum_{l=j}^{2N+1} \theta_l \right)} \right] \]

\[ + r_2 e^{i \left( \sum_{l=1}^{2j-1} \theta_l - \sum_{l=j+1}^{2N+1} \theta_l + \sum_{l=j}^{2N+1} \theta_l \right)} \]

\[ - \left( \frac{\Delta n}{n} \right)^2 \sum_{k>j=1}^{N} \sin(\theta_{2j}) \sin(\theta_{2k}) e^{i \left( \sum_{l=1}^{2j-1} \theta_l + \sum_{l=j+1}^{2k+1} \theta_l - \sum_{l=k+1}^{2N+1} \theta_l + \sum_{l=k}^{2N+1} \theta_l \right)} \].  
(A.24)

First, the terms in the exponents can be simplified. The complex exponent in the first term of equation (A.24) can be simplified by introducing new definitions. Let

\[ \sum_{l=1}^{2j-1} \theta_l - \sum_{l=2j+1}^{2N+1} \theta_l = 2 \phi_j^- + \phi_k^+ - 2 \sum_{l=1}^{2N+1} \theta_l = e^{-2i \phi_j^k}. \]  
(A.25)

Here, \( \phi_j^- \) is the total complex phase contribution to the field due to it traversing from the left facet to the perturbation at position 2j. Similarly \( \phi_k^+ \) is the phase due to traversing the distance to the right facet. The formal definitions are:

\[ \phi_j^- = \frac{\theta_{2j}}{2} + \sum_{l=1}^{2j-1} \theta_l; \]  
(A.26)

\[ \phi_k^+ = \frac{\theta_{2k}}{2} + \sum_{l=2k+1}^{2N+1} \theta_l. \]  
(A.27)
The phase between two sections \( j \) and \( k \) is then given by

\[
\phi_{jk} = \sum_{l=1}^{2N+1} \theta_l - \phi_j^- - \phi_k^+.
\]  

(A.28)

Using \( \phi_j^- \), \( \phi_k^+ \) and \( \phi_{jk} \) in equation (A.24) leaves:

\[
1 = r_1 r_2 e^{2i \sum_{l=1}^{2N+1} \theta_l} \left( 1 + \left( \frac{\Delta n}{n} \right)^2 \sum_{j=1}^{N} \sin (\theta_{2j}) e^{-2i\phi_{jk}} \right) 
- i \frac{\Delta n}{n} \sum_{j=1}^{N} \sin (\theta_{2j}) \left[ r_1 e^{2i\phi_j^-} + r_2 e^{2i\phi_j^+} - r_1 r_2 e^{2i\phi_j^-} e^{2i\phi_j^+} \right] 
+ i \frac{\Delta n}{n} \sum_{j=1}^{N} \sin (\theta_{2j}) \left[ r_1 e^{2i\phi_j^-} + r_2 e^{2i\phi_j^+} \right] - \left( \frac{\Delta n}{n} \right)^2 \sum_{k>j=1}^{N} \sin (\theta_{2j}) \sin (\theta_{2k}) e^{2i\phi_{jk}}.
\]  

(A.29)

As in [85], we will only consider the terms up to first order in \( \Delta n \), and also include the second order terms in \( \Delta n \) that arise from the coupling between pairs of features \( (j, k) \). Hence, retaining these terms the lasing condition becomes

\[
1 = r_1 r_2 e^{2i \sum_{l=1}^{2N+1} \theta_l} \left( 1 + \left( \frac{\Delta n}{n} \right)^2 \sum_{j=1}^{N} \sin (\theta_{2j}) e^{-2i\phi_{jk}} \right) 
+ i \frac{\Delta n}{n} \sum_{j=1}^{N} \sin (\theta_{2j}) \left[ r_1 e^{2i\phi_j^-} + r_2 e^{2i\phi_j^+} \right] - \left( \frac{\Delta n}{n} \right)^2 \sum_{k>j=1}^{N} \sin (\theta_{2j}) \sin (\theta_{2k}) e^{2i\phi_{jk}}.
\]  

(A.30)

In order to derive the first order and second order contributions to the threshold gain of the laser due to \( \Delta n \), it is useful first to derive the threshold gain assuming no perturbations exist (or alternatively, when \( \Delta n = 0 \)). In this case, the lasing condition simplifies to

\[
1 = r_1 r_2 e^{2i \sum_{l=1}^{2N+1} \theta_l} \left( 1 + \left( \frac{\Delta n}{n} \right)^2 \sum_{j=1}^{N} \sin (\theta_{2j}) e^{-2i\phi_{jk}} \right) 
+ i \frac{\Delta n}{n} \sum_{j=1}^{N} \sin (\theta_{2j}) \left[ r_1 e^{2i\phi_j^-} + r_2 e^{2i\phi_j^+} \right] - \left( \frac{\Delta n}{n} \right)^2 \sum_{k>j=1}^{N} \sin (\theta_{2j}) \sin (\theta_{2k}) e^{2i\phi_{jk}}.
\]  

(A.31)

where \( \theta' \) and \( \theta'' \) are the real and imaginary parts of the phase respectively. Looking at the magnitude of (A.31) gives

\[
\left| \frac{1}{r_1 r_2} \right| = e^{-2 \sum \theta''},
\]  

(A.32)

From textbook definitions of gain (see Coldren and Corzine [159] for example), we know that the zeroth order gain \( \gamma^{(0)} \) must be

\[
\gamma^{(0)} = \frac{1}{L_c} \ln \frac{1}{|r_1 r_2|},
\]  

(A.33)

where \( L_c \) is the length of the cavity. Hence, comparing this with (A.32) implies that \( \sum \theta'' = \).
Using Taylor expanding the exponential with −\(\theta\) of the position along the cavity. Let To match the notation in [85], we will now define the position of each perturbation as a fraction order terms in (A.30), and expanding \(\phi_j^-\) and \(\phi_j^+\) into real and imaginary parts (as was done with \(\theta\)), we have that the lasing condition up to first order is given by:

\[
1 = r_1 r_2 e^{2i(\theta' + \theta'')} + i \frac{\Delta n}{n} \sum_{j=1}^{N} \sin(\theta_2) \left[ r_1 e^{2i(\phi_j^- + i\phi_j^+)} + r_2 e^{2i(\phi_j^- + i\phi_j^+)} \right].
\] (A.35)

To match the notation in [85], we will now define the position of each perturbation as a fraction of the position along the cavity. Let \(\epsilon_j < \frac{1}{2}\) be the position of the center of the \(j\) th perturbation. Then it follows that

\[
\phi_j^- = \left( \epsilon_j + \frac{1}{2} \right) \sum \theta'\), (A.36)
\]

\[
\phi_j^+ = \left( \frac{1}{2} - \epsilon_j \right) \sum \theta'\), (A.37)
\]

Using \(\phi_j^-\) and \(\phi_j^+\) in terms of \(\epsilon_j\) and also equation (A.34) in (A.35) gives:

\[
1 = r_1 r_2 e^{2i\sum(\theta')} e^{\gamma^{(0)}(0)} L_c e^{\left( \frac{\Delta n}{n} \gamma^{(1)}_m + \left( \frac{\Delta n}{n} \right)^2 \gamma^{(2)}_m + \ldots \right)}
\]

\[
+ i \frac{\Delta n}{n} \sum_{j=1}^{N} \sin(\theta_2) \left[ r_1 e^{2i\phi_j^-} e^{\gamma^{(0)}(0)} L_c e^{\left( \frac{\Delta n}{n} \gamma^{(1)}_m + \left( \frac{\Delta n}{n} \right)^2 \gamma^{(2)}_m + \ldots \right)} L_c e^{\frac{\gamma^{(0)}(0)}{2}}
\]

\[
+ r_2 e^{2i\phi_j^+} e^{-\gamma^{(0)}(0)} L_c e^{\left( \frac{\Delta n}{n} \gamma^{(1)}_m + \left( \frac{\Delta n}{n} \right)^2 \gamma^{(2)}_m + \ldots \right)} L_c e^{\frac{\gamma^{(0)}(0)}{2}} \right].
\] (A.38)

Taylor expanding the exponential with \(\gamma^{(1)}_m\), we find that

\[
e^{\gamma^{(1)}_m(0)} L_c \approx 1 + \epsilon_j \frac{\Delta n}{n} \gamma^{(1)}_m L_c + \left( \frac{\Delta n}{n} \right)^2 \gamma^{(2)}_m L_c + \ldots
\] (A.39)

Also we have that \(e^{\frac{\gamma^{(0)}(0)}{2} L_c} = \frac{1}{\sqrt{|r_1 r_2|}}\), and hence

\[
1 = r_1 r_2 e^{2i\sum(\theta')} e^{\gamma^{(0)}(0)} L_c \left( 1 + \epsilon_j \frac{\Delta n}{n} \gamma^{(1)}_m L_c + \left( \frac{\Delta n}{n} \right)^2 \gamma^{(2)}_m L_c + \ldots \right)
\]

\[
+ i \frac{\Delta n}{n} \frac{1}{\sqrt{|r_1 r_2|}} \sum_{j=1}^{N} \sin(\theta_2) \left( 1 + \epsilon_j \frac{\Delta n}{n} \gamma^{(1)}_m L_c + \left( \frac{\Delta n}{n} \right)^2 \gamma^{(2)}_m L_c + \ldots \right)
\]

\[
\times \left[ r_1 e^{2i\phi_j^-} e^{\gamma^{(0)}(0)} L_c + r_2 e^{2i\phi_j^+} e^{-\epsilon_j \gamma^{(0)}(0)} L_c \right].
\] (A.40)
A. THE INVERSE SCATTERING METHOD FOR SINGLE MODE DEVICES

A.2 Solving the Inverse Problem

Only keeping the terms with $\Delta n$, we have:

$$e^{2i \sum \theta_m^{(1)}} = -i \frac{1}{\sqrt{|r_1 r_2|}} \sum_{j=1}^{N} \sin \left( \theta_{2j} \right) \left[ r_1 e^{2i \phi_j'} e^{\gamma_m^{(0)} L_c} + r_2 e^{2i \phi_{j'}'} e^{-\gamma_m^{(0)} L_c} \right]. \quad (A.41)$$

At each mode $m$, assuming that the perturbations $\Delta n$ have negligible effect on the cavity mode wavelengths, we have that $\sum \theta' = 2m\pi$ (as otherwise the light in mode $m$ would not constructively interfere within the cavity). Hence, the LHS of (A.41) must be real. This implies the RHS of (A.41) is also real, which gives:

$$\gamma_m^{(1)} = 1 \frac{1}{\sqrt{|r_1 r_2|}} \sum_{j=1}^{N} \sin \left( \theta_{2j} \right) \left[ r_1 \sin \left( 2\phi_j' \right) e^{\gamma_m^{(0)} L_c} + r_2 \sin \left( 2\phi_{j'}' \right) e^{-\gamma_m^{(0)} L_c} \right]. \quad (A.42)$$

Hence, up to first order perturbations in $\Delta n$, we can describe the gain of each mode in the cavity by including the above expression. The following sections now describe how we can use equation (A.42) to our advantage, and manipulate the threshold gain of a particular mode using an inverse Fourier transform technique.

### A.2 Solving the Inverse Problem

The goal of the previous section was to find how the introduction of $N$ perturbations of magnitude $\Delta n$ affected the threshold of the modes in a laser cavity. This section will outline how (A.42) can be used to determine the positions required to make a single moded device. Specifically, the positions of $\epsilon_j$ must be determined using (A.42) to modify the threshold gain of the modes in the cavity, to favour one mode over all others.

We’ll start by writing each mode $m$ in terms of the target mode $m_0$. If $m = m_0 + \Delta m$, and we assume that there are no phase changes due to the facets, then $\phi_j'$ can be expanded to give:

$$\phi_j'' = \sum_i \theta_i' - \phi_j' = \left( 1 - \left( \epsilon_j + \frac{1}{2} \right) \right) \sum_i \theta_i' = \left( \frac{1}{2} - \epsilon_j \right) m\pi \quad (A.43)$$

as each mode’s total optical path length must resonate within the cavity in order for the mode to constructively interfere. Hence $\sin \left( 2\phi_j'' \right)$ becomes:

$$\sin \left( 2\phi_j'' \right) = \mp \cos \left( m\pi \right) \sin \left( 2\epsilon_j m\pi \right) . \quad (A.44)$$

As a result it follows that $\sin \left( 2\phi_{j'}'' \right) = -\sin \left( 2\phi_j'' \right)$. We can now re-write (A.42) as

$$\gamma_m^{(1)} = \frac{1}{\sqrt{|r_1 r_2|}} \sum_{j=1}^{N} \sin \left( \theta_{2j} \right) \left[ r_1 e^{\epsilon_j \gamma_m^{(0)} L_c} - r_2 \sin \left( 2\epsilon_j m\pi \right) \cos \left( 2\epsilon_j m\pi \right) \right]. \quad (A.45)$$

As we’re trying to optimise the positions $\epsilon_j$ of the perturbations to create a single moded laser, only the terms containing $\epsilon_j$ in (A.45) can be altered. The $\sin \left( 2\epsilon_j m\pi \right)$ term can be used to maximise the modulation of the threshold gain envelope, as will be seen later. All that remains
to be optimised are the terms with $e^{\pm \epsilon_j \gamma_m^{(0)} L_c}$. Let the function $f(\epsilon_j)$ be defined as:

$$f(\epsilon_j) = r_1 e^{\epsilon_j \gamma_m^{(0)} L_c} - r_2 e^{-\epsilon_j \gamma_m^{(0)} L_c}.$$  \hfill (A.46)

The positions of $\epsilon_j$ should be chosen such that $f(\epsilon_j)$ maximises the change in the threshold gain at $\Delta m = 0$, and has zero change in threshold for all other modes $m \neq m_0$. So, in wavenumber space, an ideal threshold modulation envelope would be

$$-\text{sinc} (\Delta m) = -\frac{\sin (\Delta m \pi)}{\Delta m \pi} \approx -e^{-\pi \tau^2 \Delta m^2} \sum_{n=\infty}^{\infty} \text{sinc} (\Delta m - na).$$  \hfill (A.47)

The $-\text{sinc}(\Delta m \pi)$ function has value $-1$ at the target mode $m_0$, and is $0$ for every other mode $m \neq m_0$, as shown in Fig. A.2(a). The variables $\tau$ and $a$ and have been introduced to include the finite gain bandwidth of semiconductor lasers, and the spacing $a$ of cavity modes. The Fourier transform of this threshold gain function can be approximated discretely as an infinite sum of Gaussians of the form:

$$\Gamma_n(\epsilon) = e^{-\frac{(\epsilon - \frac{\pi}{\tau})^2}{\tau^2}},$$  \hfill (A.48)

which is plotted in Fig. A.2(b).

The first approximation for the positions of the perturbations is then determined by computing the integral of $f(\epsilon_j)^{-1}$ and the transform of our target threshold modulation function $\text{sinc}(\Delta m \pi)$ over the interval where we wish to place the perturbations. Each perturbation $j$ is placed by solving

$$A \sum_n \int_{\epsilon_{min}}^{\epsilon_j} [f(x)]^{-1} \Gamma_n(x) dx = j - \frac{1}{2}$$  \hfill (A.49)

for $\epsilon_j$. Here, $\epsilon_{min}$ is a lower bound for the possible positions that the perturbations can take, and $A$ is a normalisation constant, described in the next section.

Once the first approximation for the positions $\epsilon_j$ have been determined, the perturbations
A. The Inverse Scattering Method for Single Mode Devices

A.3 Method for Computing Perturbation Positions

The positions $\epsilon_j$ need to be determined using (A.49). First, the normalisation constant $A$ needs to be determined. To do this, we will consider the left hand side (i.e., $\epsilon_j < 0$) and the right hand side (i.e., $\epsilon_j > 0$) separately, as there may be a different numbers of perturbations on each side. $A$ is proportional to the number of perturbations introduced, and is given by:

$$A = \frac{N + \frac{1}{2}}{\int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} \sum_n f(x) \Gamma_n(x) dx}$$  \hspace{1cm} (A.50)

where $\epsilon_{\text{max}}$ and $\epsilon_{\text{min}}$ are the upper and lower bound values that $\epsilon_j$ can take. In general, $\epsilon_{\text{max}} = \pm 0.5$ depending on which side is being calculated, however $\epsilon_{\text{min}}$ can be chosen to suit the size of the perturbations in use.

Using the value of $A$, $\epsilon_j$ can now be calculated using (A.49). This first estimate of $\epsilon_j$ can be improved by optimising each $\epsilon_j$ such that $\sin (2\epsilon_j m \pi) = \pm 1$, depending on the sign of $\epsilon_j$. This is due to the $\cos (m \pi) \sin (2\epsilon_j m \pi)$ term that is in (A.45). Although this shift in position is small in magnitude, it has a large effect on the threshold gain.

The final adjustment necessary is to adjust the position of each $\epsilon_j$ to take into account the other perturbations in the cavity. Equation (A.49) does not take into account that there may already be other perturbations in the cavity, and hence every $\epsilon_j$ must be shifted relative to one of the facets. Hence, to take the phase of the perturbations to the left of position $\epsilon_j$ into account, each $\epsilon_j$ must be shifted by:

$$\Delta \epsilon_j = \frac{\beta \Delta n \left(1 + N_j^- - 2 N_j^- \epsilon_j\right)}{2 \left(n + N_j^- \beta \Delta n\right)}$$  \hspace{1cm} (A.51)

where $\beta$ is the ratio of the perturbation width relative to the cavity length, and $N_j^-$ is the number of perturbations to the left of position $j$. Figure A.3 shows the grating positions calculated for 60 perturbations with $\tau = 0.036$, $a = 20$, and perturbation width $w = 0.121 \mu m$. The density of perturbations is larger near the center of the device. There are no perturbations between $-0.0125$ and $0.0125$, as this was the value of $\epsilon_{\text{min}}$.

Figure A.4 shows the threshold gain obtained from the grating in Fig. A.3, assuming that the total length of the device was 400 $\mu m$. The target mode was at 1550 nm, which corresponds to $m_0 = 1652$. The threshold gain for the target mode was reduced by approximately $0.8 cm^{-1}$, which should be sufficient for single mode operation. The dotted line in black in Fig. A.4 shows the threshold gain $\gamma_m^{(0)}$, which would be the threshold gain prior to the introduction of any of the perturbations.
A.4 Designing Etched Facet Devices

To be useful as an integrated laser on a photonic integrated circuit however, any device designed by the inverse scattering method would need to operate without a cleaved facet. Integrated mirrors such as etched facets or MMI loops have different reflection values, which need to be taken into account in the inverse scattering method. The center of the perturbations needs to shift when the reflections on either side of the cavity centre are unequal. The new center of the perturbations is given by:

\[
\text{Perturbation Center} = -\log\left(\frac{r_1}{r_2}\right) - \log\left(\frac{1}{r_2}\right) - \log\left(\frac{1}{r_1}\right)\]  

(A.52)

Unfortunately, in reality each perturbation introduced into the cavity also introduces further optical loss. Real devices cannot feature 60 perturbations (unless those perturbations have extremely low loss), and hence the example results shown in Figs. A.3 and A.4 are not feasible. To investigate how many pit perturbations were required to achieve single mode, devices with varying numbers of pit perturbations were designed.
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A.4 Designing Etched Facet Devices

As knowing the exact optical path length between perturbations and the facets is pivotal in the above, metal covered deep etched facets (defined by the same lithography step which created the perturbations) were used on one side of the device to accurately control the relative distance of each perturbation to this etched facet. The other facet was an un-coated cleaved facet, which had a positional tolerance of ±10 µm. The metal covered deep etched facet’s reflection was estimated to be 45%, compared with the uncoated facet’s reflection of 27.5%. Due to this mismatch in the reflective strengths of the facets, the centre of the feature density function shifts. Figure A.5(a) shows the feature density function (which is the product of $\Gamma_n(\epsilon)$ and $f(\epsilon^{-1})$) for the actual parameters used when fabricating the pit devices. The feature density function gives a sense of where the features should be position along the cavity.

As only the etched facet’s location could be accurately controlled, single sided gratings were designed. Figure A.5(b) shows the perturbation locations for 6, 10, 15 and 20 pit devices, for $\epsilon_{min} = 0.0125$, with $\Delta n = 0.0075$. As the number of perturbations is increased, notably more are located close to the zero of the $f(x)$ function. The wavelength control and selectivity should also increase with more perturbations. There are two main limits however to the number of

---

Figure A.5: (a) Feature density function for the etched facet side of the device only, for a 1 mm long laser cavity, with $a = 20$, $\tau = 0.036$, $\Delta n = 0.0075$, and $w = 1$ µm. The x-axis is scaled so that 0.0 is the physical centre of the cavity, and +0.5 is right facet. The grating centre was at a displacement of 0.118267 along the cavity, due to the mismatched reflections of the cleaved and etched facets. (b) Illustration of the perturbation positions found using the inverse scattering method when 6, 10, 15 and 20 perturbations are used.

As only the etched facet’s location could be accurately controlled, single sided gratings were designed. Figure A.5(b) shows the perturbation locations for 6, 10, 15 and 20 pit devices, for $\epsilon_{min} = 0.0125$, with $\Delta n = 0.0075$. As the number of perturbations is increased, notably more are located close to the zero of the $f(x)$ function. The wavelength control and selectivity should also increase with more perturbations. There are two main limits however to the number of
perturbations which can be introduced: the loss per pit, and the physical size of the pits.

The corresponding threshold gains calculated for the gratings in Fig. A.5(b) are plotted in Fig. A.6. As the number of perturbations is increased in the model, the threshold of the target mode significantly decreases – however, the loss per pit is not included in these calculations. As a result, indefinitely increasing the number of pits does not increase the SMSR or output lasing power of the targeted mode.

### A.5 Device Results

The devices were fabricated on standard commercial material with 5 Al$_{0.24}$GaIn$_{0.71}$As QWs grown on InP. The details of thicknesses and the structure of the epitaxial layers of the material can be found Appendix D. The fabrication process used only two etch depths in order to reduce the time and cost involved.

Each patterning step of the fabrication of the devices used contact photo lithography to define the areas for deposition/etching of the devices. In brief, the fabrication process of the devices was as follows; first, plasma-enhanced chemical vapor deposition (PECVD) of silicon oxide was deposited over all the devices. Photo resist (PR) was evenly spun onto the wafer, developed to define the ridge waveguides, and then the developed PR was removed. The exposed silicon oxide was removed, leaving silicon oxide lines only where the ridge waveguides should be. PECVD of silicon nitride was then performed, to protect areas of the wafer from the following etch step. PR was again used to define the deep etch regions, and after
the developed PR was removed, the areas which required a deep etch (including the metal covered etched facets and the pits) were etched to a depth of 1 µm by using an inductively coupled plasma (ICP) etcher. The silicon nitride was then removed, the ridge waveguide was defined and protected as in the previous steps, and a further 1.8 µm of material was etched. This process leaves the ridge waveguide’s height at 1.8 µm, while leaving the areas of the pits and the metal covered etched facets a depth of 2.8 µm below the top of the ridge.

The fabrication process was then completed by depositing oxide over the whole device, leaving oxide openings only along the ridge, and evaporating a 400 nm thick mix of titanium and gold onto the devices for the electrical contact. The substrate was also thinned, and titanium and gold was also evaporated onto back of the thinned substrate for better contact. Scanning electron microscope (SEM) images of a pit can be seen in Fig. A.7(a), and a side view of the two etch depths can be seen in Fig. A.7(b). Further SEM images of the devices, including images of the metal covered etched facets, are included in Appendix B.

The devices were tested by mounting each un-packaged chip on a temperature controlled brass chuck. Light from the un-coated cleaved facet of the devices was collected using a lensed fibre. A comparison between the optical spectrum of a Fabry-Pérot laser and a device with 15 pits is shown in Fig. A.9(a). The total length of both devices was 1 mm, and both were pumped with 140 mA. The spectral effect of placing the pits as described by the inverse scattering method can be clearly seen, as strong single mode lasing is apparent upon the introduction of the pits.

To determine the optimal number of pits required for single mode lasing, the number of pits in a 1 mm cavity was varied. Figures A.9(b) and (c) show example IV and LI curves from devices with 6, 10, 15 and 20 pits. Each pit perturbations adds scattering losses to the laser cavity, and as a result the device thresholds increase from 37 mA at 6 pits to 53 mA at 20 pits. However, increasing the number of perturbations in the cavity also increases the wavelength selectivity and single mode behaviour of the device.

The optical spectra from the same devices are shown in Fig. A.10. All devices lased close to the target wavelength of 1550 nm, however the SMSR varies slightly between devices. A summary of the SMSRs and the lasing wavelengths obtained as the number of pits was varied is plotted in Fig. A.11(a). The lasing wavelength of the 6 and 8 pit devices aren’t adequately close to the target wavelength, as neither had a sufficient number of perturbations to control the spectral characteristics of the device. However in the case of the 10, 12 and 15 pit devices, the lasing wavelengths of the devices at 20°C were within 0.35 nm of the target wavelength. As the
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Figure A.8: Comparison between the spectra of a FP cavity and a 15 pit device at 140 mA, at 20°C. Both devices were 1 mm long, with one cleaved facet and one metal covered etched facet. Inset: Optical spectrum from the same two devices just below threshold. (30 mA for the FP device, and 47 mA for the 15 pit device).

Figure A.9: (a) A plot of voltage versus current for 1 mm long devices with 6, 10, 15 and 20 pits. (b) LI curves for the devices plotted in (b). The thresholds of the devices were 37 mA, 46 mA, 49 mA, and 53 mA respectively. The kinks in the curves are due to vibrations in the optical fibre used to collect the light.

Figure A.10: Optical spectra from the fabricated devices, for the gratings shown in Fig. A.5(b), at injected currents of 1.5 times threshold at 20°C.
number of pits were increased further to 20, the wavelength accuracy of the design process was lost again. This can be explained as the increase in the number of pits can perturb the Fabry-Pérot modes of the 1 mm cavity away from their natural wavelengths, and the calculations assume that $N \Delta n/n \ll 1$. The model could be improved by taking into account the shift in the Fabry-Pérot mode positions, as well as taking into account second order perturbations [85].

Although the locations of the perturbations were fixed relative to the etched facet, the location of the cleaved facet on the uncoated hand side of the devices had a tolerance of approximately ±10 µm. This error in the location of the cleaved facet affects more severely devices with fewer perturbations, as the threshold gain modulation isn’t as strong in these cases.

Devices with 15 pits were fabricated to target wavelengths around the material peak gain, to demonstrate the wavelength accuracy of the technique. Devices with target wavelengths of 1545 nm, 1550 nm, 1555 nm, and 1565 nm were designed and fabricated, and the lasing wavelengths achieved are shown in Fig. A.11(b). The laser’s wavelengths were tuned using both current (from 70 mA to 180 mA) and temperature (from 15°C to 28°C), and continuous tuning of 2 nm was achieved in all cases. These shifts observed in lasing wavelengths are due to the change in optical path lengths of the laser cavities, including the thermal expansion of the cavities and the slight variation in the refractive index of the material with temperature.

### A.6 Conclusions

In the above Appendix, the inverse scattering method for designing single moded lasers was described. The method uses the introduction of $N$ perturbations to produce a single moded laser, and a step by step discussion of how compute the positions of the perturbations was presented above. These devices were used throughout this thesis, primarily as during the device’s development, an abundance of suitably strongly single mode devices were fabricated. In future, this method could potentially be used to design devices which don’t require cleaved facets, in order to make the devices fully integrable.
Appendix B

Scanning Electron Microscope Images of Device Sections

Figure B.1: Scanning electron microscope images of (a) an etched facet and (b) a metal covered etched facet used in device designs. The metal covered etched facet gives stronger reflection than the non-coated version. The stub shape at the end of the waveguide ensures the facet face is flat.
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Figure B.2: (a) Scanning electron microscope image of a $1 \times 3$ multimode interferometer (MMI). (b) A close up of the output waveguides from the MMI in (a). The corners of the MMI would ideally be square, however due to the finite resolution of the lithography process, the corners are slightly rounded.
Figure B.3: Scanning electron microscope images of pit perturbations. (a) Side view of a pit perturbation etched into the centre of a waveguide, which shows the height difference between the between the deep etched and shallow etched regions. (b) A series of pit perturbations etched in an inverse scattering device. The pits are align to the waveguide, and hence inaccuracies in the location of the deep etches are only significant if they completely miss the deep etched region.
Appendix C

Growth of Arnol’d Tongues with Pump Current for $\alpha = 0$ and $\alpha = 3$

Figure C.1: Two dimensional maps of the slave laser behaviour while under injection of a 10 GHz optical comb, for the case of $\alpha = 0$. The 6 plots shown at different pump currents were taken from the calculations used to plot Fig. 4.14(b).
Figure C.2: Two dimensional maps of the slave laser behaviour while under injection of a 10 GHz optical comb, for the case of $\alpha = 3$. The 9 plots shown at different pump currents were taken from the calculations used to plot Fig. 4.14(a).
Appendix D

Material and Substrate Information

The epitaxial layers of the material and the substrate used for the fabrication of the devices is provided below. A brief description of the fabrication process used is given in Section A.5, and further details can be found in [221], [223].

Table D.1: Epitaxial structure of the material. A right arrow (→) indicates a gradient in composition, from lower layer numbers to higher layer numbers.

<table>
<thead>
<tr>
<th>Layer No.</th>
<th>Material</th>
<th>Composition</th>
<th>Strain (%)</th>
<th>Thickness (µm) (±10%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>GaIn(x)As</td>
<td>0.53</td>
<td></td>
<td>0.200</td>
</tr>
<tr>
<td>15</td>
<td>GaIn(x)As(y)P</td>
<td>0.71 0.62</td>
<td></td>
<td>0.050</td>
</tr>
<tr>
<td>14</td>
<td>InP</td>
<td></td>
<td></td>
<td>0.100</td>
</tr>
<tr>
<td>13</td>
<td>InP</td>
<td></td>
<td></td>
<td>1.500</td>
</tr>
<tr>
<td>12</td>
<td>GaIn(x)As(y)P</td>
<td>0.85 0.33</td>
<td></td>
<td>0.020</td>
</tr>
<tr>
<td>11</td>
<td>InP</td>
<td></td>
<td></td>
<td>0.050</td>
</tr>
<tr>
<td>10</td>
<td>[Al(x)Ga]In(y)As</td>
<td>0.90 0.53</td>
<td></td>
<td>0.060</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>0.72→0.90 0.49→0.90</td>
<td>-0.3</td>
<td>0.010</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>0.44 0.49</td>
<td></td>
<td>0.006</td>
</tr>
<tr>
<td>7×5</td>
<td></td>
<td>0.24 0.71</td>
<td>+1.2</td>
<td></td>
</tr>
<tr>
<td>6×5</td>
<td></td>
<td>0.44 0.49</td>
<td>-0.3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>0.90→0.72 0.53</td>
<td></td>
<td>0.060</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0.90</td>
<td></td>
<td>0.060</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>0.86→0.92 0.53</td>
<td></td>
<td>0.010</td>
</tr>
<tr>
<td>2</td>
<td>InP</td>
<td></td>
<td></td>
<td>0.500</td>
</tr>
<tr>
<td>1</td>
<td>InP</td>
<td></td>
<td></td>
<td>0.300</td>
</tr>
</tbody>
</table>
### Table D.2: Doping information for the layers contained in Table D.1.

<table>
<thead>
<tr>
<th>Layer No.</th>
<th>Material</th>
<th>C-V doping level ((cm^{-3}) (±30%))</th>
<th>Dopant</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>GaIn(x)As</td>
<td>(&gt; 1.5 \times 10^{19})</td>
<td>Zn</td>
<td>P</td>
</tr>
<tr>
<td>15</td>
<td>GaIn(x)As(y)P</td>
<td>(&gt; 3.0 \times 10^{18})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>InP</td>
<td>(&gt; 1.5 \times 10^{18})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>GaIn(x)As(y)P</td>
<td>(1.0 \times 10^{18})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>InP</td>
<td>(7.0 \times 10^{17})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>([Al(x)Ga]In(y)As)</td>
<td>(4.0 \times 10^{17})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>[Al(x)Ga]In(y)As</td>
<td>(6 \times 5 \times 5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>([Al(x)Ga]In(y)As)</td>
<td>(\times 5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>[Al(x)Ga]In(y)As</td>
<td>(\times 5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>InP</td>
<td>(1.0 \times 10^{18})</td>
<td>Si</td>
<td>N</td>
</tr>
<tr>
<td>6</td>
<td>InP</td>
<td>(3.0 \times 10^{18})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>InP</td>
<td>(1.0 \times 10^{18})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>InP</td>
<td>(1.0 \times 10^{18})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>InP</td>
<td>(1.0 \times 10^{18})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>InP</td>
<td>(3.0 \times 10^{18})</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>InP</td>
<td>(3.0 \times 10^{18})</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table D.3: Epitaxial structure of the substrate on which the material in Table D.1 was grown on.

<table>
<thead>
<tr>
<th>Orientation</th>
<th>Thickness (µm)</th>
<th>Material</th>
<th>Carrier Concentration ((cm^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(100):± 0.5</td>
<td>350 ± 20</td>
<td>InP:S</td>
<td>((1 → 8) \times 10^{18})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Flat Specification</th>
<th>EPD ((cm^2))</th>
<th>Finish</th>
</tr>
</thead>
<tbody>
<tr>
<td>EJ</td>
<td>&lt;1000</td>
<td>P/P</td>
</tr>
</tbody>
</table>
Appendix E

Runge-Kutta Formula

The Euler method of for numerically predicting future time steps in a first order ordinary differential equation (ODE) $y$ is given by:

$$y_{t + \Delta t} = y_t + \Delta t f(t, y_t) \quad (E.1)$$

where here, $\Delta t$ is the time step used, and $f(t, y)$ is the time derivative of the function $y(t)$. This method is also the simplest Runge-Kutta method to implement, and is not recommended for serious numerical work, as the method is not accurate when compared to other methods with equivalent step sizes (as it has errors of order $O(\Delta t^2)$), and is also not suitably stable.

The Euler method lacks accuracy as it relies only on information from the time step $t$ to predict the value at $t + 1$, which is an asymmetric approximation (illustrated in Fig. E.1(a)). Higher orders of the Runge-Kutta method are superior, as they use trial steps across the interval to compute the actual value over the whole time step. This symmetrization cancels out higher order error terms, resulting in errors of order $O(\Delta t^5)$ in the fourth order Runge-Kutta method. The fourth order Runge-Kutta method (sometimes abbreviated to RK4) is the most widespread implementation of Runge-Kutta solvers, and written in the same form as above is given as:

$$k_1 = \Delta t f(t, y_t) \quad (E.2)$$
$$k_2 = \Delta t f(t + \frac{\Delta t}{2}, y_t + \frac{k_1}{2}) \quad (E.3)$$
$$k_3 = \Delta t f(t + \frac{\Delta t}{2}, y_t + \frac{k_2}{2}) \quad (E.4)$$
$$k_4 = \Delta t f(t + \Delta t, y_t + k_3) \quad (E.5)$$
$$y_{t + \Delta t} = y_t + \frac{k_1}{6} + \frac{k_2}{3} + \frac{k_3}{3} + \frac{k_4}{6} \quad (E.6)$$

Hence, for each time step of $\Delta t$, there are four evaluations at times between $t$ and $t + \Delta t$, as illustrated in Fig. E.1(b). However, in order for the method to be accurate, a sufficiently small time step $\Delta t$ is still required. The following section details the investigation into how a suitable time step was chosen when modelling the rate equations for optical comb injection.
To analyse the relation between the time step used and the accuracy of the Runge-Kutta method, simulation outputs were compared at set times during simulations with equivalent initial conditions (as shown in Fig. E.2(a)). The model and parameters used can be found in Section 3.1, and the RK4 method was used to simulate the field, phase and carriers of the slave laser.

Figure E.2(b) shows the differences in the laser’s field observed when using large time steps. Each curve represented the difference between two free-running simulations. The simulations used no spontaneous emission to avoid any contribution due to random noise, and instead were all initialised in the same way. The Runge-Kutta method doesn’t accurately model the relaxation oscillations until a sufficiently small time step is used. Even more indicative are the compiled results shown in Fig. E.2(c), which plot the sum of the magnitude difference at each time step, over 50 ns simulations. It is immediately clear that there is still large disagreement between the simulations with 2 ps time steps and the simulations with 1 ps time steps, and hence, for noiseless simulations time steps below 1 ps are preferable. A drawback of us-
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E.1 Varying the Time Steps used in Rate Equation Models

Figure E.3: (a) Time traces which indicate the magnitude of the difference between simulations which used different time steps (as highlighted in red in Fig. E.2(a)), over the first 10 ns. The data shows how that for very coarse time steps, the Runge-Kutta method does not accurately predict the behaviour of the slave laser. (b) Total magnitude difference summed over all comparison times for 50 ns simulations.

When noise is introduced into the simulations, the results appear to depend less on the time steps used. Figure E.3(a) shows the differences between the output time traces of simulations using different consecutive time steps, similar to Fig. E.2(b), however including noise. The simulations were all initialised in the same way, but the randomly generated noise added at each time step varied from run to run. It’s clear that the ringing due to the relaxation oscillations dampens quicker when noise is included. The difference between the 8 ps and 4 ps traces is large, whereas the results for all smaller times steps seem to agree (at least qualitatively over the first 10 ns). While this suggests that adding noise to the simulations allows larger time steps to achieve greater accuracy, the insight gained from the noiseless simulations indicates that shorter time steps (≈ 1 ps) should still likely be used.

Finally, Fig. E.3(b) shows the summed results from the different simulations when noise was included. In these cases, optical comb injection occurred midway through the 50 ns simulation. Unlike in the noiseless case, there is little change below 8 ps, as shorter time steps disagree with one another quite significantly. This is likely due to the noise in the system, however it is important to note that each case was compared at exactly the same points in time.

The above calculations were also carried out for the simulated laser’s phase and active carriers, and similar results were found in each case.
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