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Abstract— Optogenetics is a fast growing neuromodulation 
techniques as it can remotely stimulate neural activities of a 
genetically modified cells. The advantage of remotely controlling 
the neural activity triggered researchers to implement a headset 
to externally stimulate retina cells for people with retina 
pigmentosa.  The wearable device will require an efficient optical 
system to focus the transmitted light pattern into the retina 
surface. In this work, three different lenses; contact lens, folded 
prism and linear lenses are used to evaluate the impact of the 
lens on the headset performance. A 90x90 µLED display is used 
as a light source and the optical efficiency for each lens is 
measured for different points over the lens area. Moreover, the 
impact of each lens on the headset performance in power and 
processing will be discussed in this work.  
 
Keywords:- Optogenetics, micro-display, wearable device, 
headset, linear lens, folded prism, contact lens.  
 

I. INTRODUCTION 

Recently, optogenetics have gained a great attention in 
research due its advantages of selectivity and the ability to do 
simultaneously both recording and stimulations with small 
artefacts [1, 2]. Moreover, optogenetics can be used for both 
stimulation and inhibition using different colors based on the 
type of genes used [3]. Another vital advantage of 
optogenetics is that it does not need direct contact to the 
targeted cell for stimulation. However, this raises a limitation 
on the light source as the light power has to be enough to 
achieve the required penetration [4].  Hence, a lot of effort has 
been done to propose implantable optrodes for optogenetics 
based neural modulation [5, 6, 7, 8]. Moreover, high density 
microdisplays have been developed in order to achieve high-
density stimulation points [9, 10, 11].  

 According to the World Health Organization (WHO) in 
2014, there are 39 million blind people worldwide [12]. 
Although some of blindness causes can be treated by drugs or 
surgical operations, there are some cases which requires 
implanted devices for curing. Some implantable target the 
retina for stimulations in case of having the optical nerve is 
functional such as Retinitis Pigmentosa. On the other hand, 
some cases requires stimulation at the level of visual cortex 
when the optical nerve is not functional [12]. Yet, all the 
previously proposed techniques are invasive approach [13].  
However, optogenetics based stimulation is able to stimulate 
the neurons without the need for direct contact to the tissue.  
 

 

 
Fig.  1 (a) conceptual diagram show the proposed headset and the location 

of the lenses in the headset, (b) simple diagram to illustrates the concept of 
delivering the image from infinity to the retina surface, (c) the three different 
lenses used in the headset to evaluate the headset performance. 

 
Hence, retina cells can be stimulated externally without the 

need for invasive devices. This is achievable if the wearable 
device is able to deliver light intensity above the stimulation 
threshold which is 0.7mW/mm2 for Channelrhodopsin-2 [1]. 
Channelrhodopsin-2 is the gene integrated with retina cells in 
order to make it sensitive to the blue light (λ =470nm) for 
stimulation [3] .  

In [14], a headset for stimulating retina cells externally is 
proposed and proved that is can deliver enough light for 
stimulation at the retina surface. This work discuss the optical 
system and its performance for the headset presented in [14]. 
A conceptual diagram for the headset is depicted in Fig.  1 (a) 
which shows the different components of the device including 
the lenses. The headset performance is evaluated using three 
different lenses; contact lens, folded prism and linear lens as 
shown in Fig.  1 (c) [15, 16]. The purpose of the lens in the 
headset is to focus the light into the retina surface. Moreover, 
the optical system will deliver the pattern from the 
microdisplay to the retina as if the microdisplay at infinity as 
depicted in Fig.  1 (b). Moreover, the impact of the different 
lenses on the image resolution and the power consumption 
will be discussed in this work. 

  

II. DIFFERENT LENS 

In this work, three different lenses are used to build three 
different optical system for the headset. The aim of the optical 
system is to focus the image on the retina surface and 
maximizing the amount of light delivery to the retina surface.  
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Fig.  2 (a) the optical system arrangement with the linear VR lens from oculus 
(b) the configuration with the folded prism VR lens which shows the 
compactness of the headset, (c) rift the optical configuration in case of using 
contact lens which shows the microdisplay at a distance of 2-5cm from the 
eye, 
 
The three used lenses are contact lens, folded prism virtual 
reality (VR) lens and linear VR lens. Brief description for 
each lens its impact on the headset is given in the following 
subsections. 

A. Linear VR lens 
In this configuration, a linear VR lens from oculus rift is used 
to build the optical system as depicted in Fig.  2 (a). In this 
arrangement, the cell is placed very close to the eye (at 0.5cm) 
while the microdisplay is placed at a distance of 2-3 cm from 
the lens. This makes the headset very bulky compared to the 
other two configurations. Due to the linear structure of the 
lens, the image distortion is less than the distortion due to the 
folded prism lens.  

B. Folded prism VR 
In this work, the folded prism VR lens from an eMagin z800 
VR headset to build the optical system of the headset. The 
optics configuration in this case is illustrated in Fig.  2 (b). 
The VR lens is designed to have the microdisplay as the image 
source and the human retina as the image plan. The 
microdisplay is located at the bottom on the lens as shown in 
Fig.  2 (b). In order to have the VR system compact and light, 
it is designed to have to two optical paths. The first optical 
path is formed by a wedge – shaped freeform surface (FFS) 
prism which is built from multiple individual surfaces. The 
second optical path of the VR system consists of the cemented 
auxiliary lens. In this configuration, the lens is placed in a 
distance of 2 -3 cm from the pupil.  

C. Contact lens 
The optics arrangement in the case of contact lens is depicted 
in Fig.  2 (c). The µLED matrix (the light source) is placed at 
a distance of 2 -5cm from the patient’s eye. This spacing is 
similar to distance for normal glasses. On the other hand, the 
contact lens is placed on the patient’s eye. Hence, this 
decreases the size and weight of the headset compared to the 
other types of the lenses. 
The main problem for this arrangement, is the contact lens 
size. In order to achieve the required focus from the contact 
lens, a custom one of D-factor 52 is fabricated. Hence, the 
lens is heavy to be stable on the pupil.  

III. RESULTS 
A test platform is built to evaluate the performance of the 
three lenses as shown in Fig.  3.  The platform is designed to 
be flexible to move in the three dimensional XYZ. 

 
Fig.  3 (a) the test platform for the three lenses which shows the microdisplay 
and the photodiode for light measurement (b) the photodiode used for 
measuring the light intensity, (c) image of the setup used for the measurement  
(d) image of the eye model used to emulate the eye impact on the light signal, 
(e) an image of the folded prism lens, (f) photo of the linear lens and an 
exemplar pattern that captured at the backside of the eye model after the 
optics and the eye model.  
 
This to enable the accurate alignment of the eye model, the 
optical system and the microdisplay. Also, this degree of 
freedom of the movement enabled fine tuning of the distance 
between the three components of the system. An eye model 
from Ocular instrument (OEMI-7) is used to simulate the 
impact of the eye on the image. The model is filled with a 
liquid from same company. An image sensor from ximea of 
part number xiQ MQ042CG-CM is placed on the back end of 
the eye model to capture the projected image from the 
microdisplay via the model. Hence, the eye and the lens as the 
optical system for the image sensor. An example of the 
captured image using the different lenses is shown in Fig.  3. 
The purpose of this step is to ensure that the image delivered 
to the retina (image sensor) is focused and has the minimum 
possible distortion. Then, is substituted with the photodiode 
UV-818 from Newport to measure the light intensity at the 
retina surface. The photodiode is connected to the source 
measuring unit (SMU) from Keithley of number 2612B. In 
this experiment, the 90x90 µLED matrix described in [9, 17] 
is used as the microdisplay.  Moreover, the details of the 
experiment, the image processing part and the control 
algorithm of the headset is published in [14]. A photo for the 
test platform using different lenses is illustrated in Fig.  3 
respectively. The efficiency of the different lenses is 
calculated by dividing the measured light intensity from each 
pixel after and before the optical system. The measured 
optical efficiency for the three lenses; the linear lens, folded 
prism, and contact lens; is depicted in Fig.  4 (a), (b), and (c) 
respectively. The average optical efficiency is 10% for the 
contact lens configuration. On the other hand, the average 
optical efficiency for the folded prism is 3.5% while for the 
linear lens is 1.5% as shown in Fig.  4. 
 

 
Fig.  4 Measured optical efficiency for the three lenses (a) the efficiency 
distribution for the different lenses (b) average efficiency for the different 
lenses.  



  

 
Fig.  5 efficiency distribution of the optical system due to each pixel (a) efficiency distribution for the linear lens which shows the minimum change in the 
efficiency between adjacent pixels but also the maximum achieved efficiency is 18%. (b) efficiency distribution for the folded prism lens   which shows small 
variations in the efficiency between adjacent pixels compared to the contact lens, (c) the change of efficiency over the contact lens which shows that the high 
efficiency pixels are located in the middle of the lens but with large variations in the efficiency.  
 

The main reason for the efficiency change between pixels 
in the curvature surface of the eye and the lens (in case of the 
contact lens and the folded prism).  

Moreover, the efficiency distribution over the lens area for 
the three lenses is illustrated in Fig.  5. The grids of Fig.  5(c) 
shows that the efficiency for the contact lens varies from 5% 
till 80%. Furthermore, the high efficiency points are centered 
on the center of the lens. Although the pixels in the case of 
contact lens gives high efficiency, this requires calibration to 
compensate for this variations in the efficiency. On the other 
hand, the efficiency distribution for the folded prism lens is 
depicted in Fig.  5 (b). The efficiency varies from 1% to 50% 
between pixels. However, the variation between the pixels in 
the center of the lens is not large which relaxes the 
requirements on the calibration requirements. The efficiency 
distribution for the linear lens is illustrated in Fig.  5 (a).   

The maximum achieved efficiency for the linear cell is 
18% which is the smallest efficiency among the tested lenses. 
The main reason for the low efficiency for the linear lens is 
the large distance between the microdisplay and the lens. Yet, 
the difference in efficiency between pixels is small and hence 
the calibration step to compensate for the mismatch can be 
removed. This improves the processing latency of the system 
in the case of the linear lens. Moreover, the light distribution 
is more even in the case of the linear lens than the folded 
prism and contact lenses as illustrated in Fig.  5. 

IV. DISCUSSION  
In this work a comparison between three different lenses is 

done in order to design the optimum optical system for a 
wearable headset to help people with retina pigmentosa to 
restore vision. The contact lens achieved the highest 

efficiency compared to the folded prism and linear lenses 
configurations. Moreover, using the contact lens make the 
headset small in size. Yet, the main challenge of the contact 
lens is its weight as its D parameter is 52 which make it heavy 
to remain on the pupil with this size.  Moreover, the folded 
prism virtual reality lens from eMagin is used to build the 
system. Indeed, the folded prism lens achieve less efficiency 
than the contact lens and the headset is larger than in the case 
of the contact lens. Yet, the headset in this case is independent 
on the pupil which make it easy to design. Furthermore, the 
linear lens from oculus rift is also evaluated with the headset 
which showed the minimum optical efficiency. This is due to 
the large spacing between the lens and the microdisplay. Also, 
the headset in case of using the linear lens is the largest in the 
size compared to the other two types.  

On the other hand, the linear lens achieve the minimum 
variation between pixels. Moreover, the efficiency 
distribution of the pixels in the middle is similar to each 
other’s. This relaxes the requirements for a calibration step to 
compensate for the efficiency mismatch. Yet, the low 
efficiency will lead to driving the pixels with the maximum 
power in order to achieve the required light threshold for 
stimulation. Hence, the power requirement for the system in 
this case is maximized again. The contact lens achieve the 
maximum average efficiency which is 10%. Hence, the 
headset does not need to drive the pixels with the maximum 
power and this achieve power saving for the system. Yet, due 
to the large variations in the efficiency between pixels, a 
calibration step is needed to compensate for this mismatch. 
This increase the complexity of the software for the headset. 
Indeed, the folded prism lens is the lens which achieve the 
optimum case for the headset as it achieve good efficiency 
with also small size compared to the linear lens. 

 
Fig.  6 light power distribution in µW of the optical system at each pixel (a) illumination distribution for the linear lens which shows the minimum change in 
the light power between adjacent pixels but also the maximum achieved light power is 1.8. (b) illumination distribution for the folded prism lens   which shows 
small variations in the power between adjacent pixels compared to the contact lens, (c) the change of illumination over the contact lens which shows that the 
high power pixels are located in the middle of the lens but with large variations in the illumination power, 



  

Table I Summary for the number of pixels and the average intensity for 
each lens for two stimulation thresholds 

 Linear lens Folded prism Contact lens 
Threshold 
(mW/mm2) 

0.7 0.1 0.7 0.1 0.7 0.1 

Number of 
pixels 

8 3334 1198 3386 3267 3742 

Average 
intensity 

(mW/mm2) 

0.741 0.278 1.06 0.504 2.46 2.22 

 
In order to achieve stimulation using optogenetics, the light 

on the retina surface has to be more than 0.7mW/mm2 [1].  
This is the threshold for optogenetics stimulation.   Hence, the 
received light power at the retina surface is measured to 
ensure the efficacy of the headset.  The measure light power 
from each pixel at the retina surface (the back end of the eye 
model and after the optics) is illustrated in Fig.  6.  
Interestingly, the three lenses are able to generate enough 
light for stimulation at the retina surface. Yet, the number of 
the effective pixels (the pixels that deliver enough light for 
stimulation) varies between the three configurations. The 
contact lens gives the highest number of effective pixels while 
the linear lens gives the minimum number of effective pixels. 
This is because the low efficiency for the linear lens. This 
impacts the resolution of the image delivered to the retina. Yet, 
the minimum number of pixels required to achieve an 
acceptable vision is 1024 pixel which is fulfilled by the three 
types of the lens for a stimulation threshold of 0.1mW/mm2 
as listed in Table I. Yet for a 0.7mW/mm2, only the contact 
lens and the folded prism achieve the acceptable resolution 
while the linear lens only 8 pixels will achieve stimulations as 
illustrated in Table I.   

 

V. CONCLUSION 
In this work, the impact of three different lenses on the 

performance of a headset for optogenetics based stimulation 
is characterized. The contact achieved the highest efficiency 
upto 80% with the smallest size compared to the other two 
lenses. On the hand, the folded prism lens achieved efficiency 
upto 50% with the maximum power at the retina surface of 
8µW. finally, the linear lens achieved the lowest efficiency of 
18% with the maximum power on the retina surface of 
1.8µW. the folded prism give headset with smaller size than 
the linear lens. Yet, the linear lens required less data 
processing due to the small variations between the different 
pixels.  
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