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MULTIPARAMETER SINGULAR INTEGRALS ON THE

HEISENBERG GROUP: UNIFORM ESTIMATES

MARCO VITTURI AND JAMES WRIGHT

Abstract. We consider a class of multiparameter singular Radon integral
operators on the Heisenberg group H1 where the underlying submanifold is
the graph of a polynomial. A remarkable di�erence with the euclidean case,
where Heisenberg convolution is replaced by euclidean convolution, is that the
operators on the Heisenberg group are always L2 bounded. This is not the
case in the euclidean setting where L2 boundedness depends on the polynomial
de�ning the underlying surface. Here we uncover some new, interesting phe-
nomena. For example, although the Heisenberg group operators are always L2

bounded, the bounds are not uniform in the coe�cients of polynomials with
�xed degree. When we ask for which polynomials uniform L2 bounds hold, we
arrive at the same class where uniform bounds hold in the euclidean case.

1. Introduction

For the general theory of singular Radon transforms

Hγ,Kf(x) = ψ(x)

�
Rk
f(γ(x, t))K(t) dt

where K is a singular kernel and γ : Rn × Rk → Rn is a smooth map (ψ an ap-
propriate cut-o� function), the case of translation-invariant polynomial mappings
γ(x, t) = x · Φ(t) has served as a model problem. Here Φ(t) = (P1(t), . . . , Pn(t))
with polynomial components Pj ∈ R[X1, . . . , Xk] and the translation · arises from a
nilpotent Lie group structure on Rn. See [4] where the analysis of general singular
Radon transforms Hγ,K is e�ectively reduced to the case γ(x, t) = x · Φ(t) de-
scribed above in the one-parameter setting; that is, when K is a classical Calderón-
Zygmund kernel satisfying |∂αK(t)| . |t|−k−|α| for all α and with appropriate
cancellation conditions imposed.

In the euclidean translation-invariant case γ(x, t) = x+ Φ(t) where Φ is a polyno-
mial, one consequence of the powerful technique of lifting the problem to higher
dimensions where Φ becomes a monomial map (see [16]) is that the proof of bound-
edness of the operator Hγ,K = HΦ in fact proves the stronger statement that the
bound can be taken to be independent of the polynomial Φ, once the degree of Φ
is �xed. This is especially the case in the one-parameter setting; see [14] where the
lifting technique is developed systematically and consequences are explored.

For multiparameter singular kernels K (see Section 2 for a precise de�nition), the
operators Hγ,K may or may not be L2 bounded and matters depend on cancellation
conditions which arise through a subtle interaction between the mapping γ and
the kernel K. In the euclidean translation-invariant setting, these cancellation

1991 Mathematics Subject Classi�cation. 42B15, 42B20, 43A30, 43A80.

1



2 M. VITTURI AND J. WRIGHT

conditions have been thoroughly investigated by Ricci and Stein in [12] (see [8]
for earlier work). In particular Theorem 5.1 in [12] gives a su�cient condition
(a cancellation condition involving both γ and K) which guarantees L2 (even Lp)
boundedness of the associated singular integral operators. One can then check in
particular instances if these conditions are necessary.

For instance if γ(x, t) = x + Σ(t) where Σ(t) = (t, P (t)) parametrises an (n −
1)-dimensional polynomial surface with P ∈ R[X1, . . . , Xn−1], then the so-called
multiple Hilbert transform along Σ, Hγ,K = HP,K where1

HP,Kf(x, z) = p.v.

�
Rn−1

f(x− t, z − P (t))K(t) dt,

is a typical example of a multiparameter singular Radon transform treated in [12]
(see also [8]). Here the multiple Hilbert transform kernel K(t) = 1/t1 · · · tn−1 is the
canonical multiparameter singular kernel. If P (t) =

∑
α cαt

α is a real polynomial
in n − 1 variables, we de�ne the support of P as ∆(P ) = {α : cα 6= 0}. For any
�nite ∆ ⊂ Nn−1

0 , let V∆ denote the �nite dimensional subspace of real polynomials
P in n variables with ∆(P ) ⊆ ∆.

The following theorem is essentially due to Ricci and Stein (see [12]).

Theorem. Fix ∆ ⊂ Nn−1
0 . Then

sup
P∈V∆

‖HP,K‖L2→L2 < ∞ (1)

holds if and only if for every α = (α1, . . . , αn−1) ∈ ∆, at least n− 2 of the αj's are
even. Furthermore if α has 2 odd components, then for P (t) = tα, the individual
operator HP,K is unbounded on L2.

More precisely, the su�ciency part of this theorem follows from Theorem 5.1 in [12]
via a standard lifting procedure (e�ectively freeing up the monomials of P ) to an
operator on a higher dimensional space of the form HQ,K where

Q(t) = (Qα(t))α∈∆(P ) and each Qα(t) = tα.

One then checks that Q and K satisfy the cancellation condition of Theorem 5.1 in
[12]. For the necessity it is a simple computation to check that if P (t) = tα and α
has 2 odd components, then HP,K is unbounded on L2 (see [5]).

This result depends very much on the multiparameter singular kernel under con-
sideration. If the multiple Hilbert transform kernel K is replaced by a di�erent
multiparameter singular kernel, the cancellation condition in Theorem 5.1 changes.
See [22] where a projected version of HP,K is considered for a �xed polynomial P
but the multiparameter singular kernels K vary. A sharp result is established where
uniformity in K is sought for a �xed polynomial P .

In a remarkable series of papers, the translation-invariant theory of Ricci and Stein
was extended to the general non-translation-invariant setting by Stein and Street;
[17, 21, 22, 18, 19] and [23]. In this work two conditions on γ are introduced, one
is a curvature condition generalising the fundamental curvature condition in [4]
and another is an algebraic condition which can be viewed as a strong cancellation
condition. When these two conditions hold, L2 bounds for Hγ,K are deduced for

1When referring to the multiple Hilbert transform singular kernel p.v. 1/t1 · · · tn−1, we will use
the calligraphic notation K and respectively H for the associated operator to distinguish it from
a general singular kernel K and associated operator H.
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any multiparameter singular kernel K. These two conditions depend only on γ
and so the cancellation condition is decoupled from the particular singular kernel
under consideration. Hence the results obtained are valid for all multiparameter
singular kernels. In many cases, when uniformity in K is sought, the algebraic or
cancellation condition can be shown to be necessary. See [22] for details.

A fascinating example is given by γ(x, s, t) = x ·Σ(s, t) where Σ(s, t) = (s, t, P (s, t))
parameterises the graph of a polynomial surface in R3 and · is the Heisenberg group
H1 ' R3 multiplication; (x, y, z) · (u, v, w) = (x + u, y + v, z + w + 1/2(xv − yu)).
Interestingly, both conditions alluded to above are always satis�ed in this case (see
Section 3 for details) and hence in particular Street's L2 theory shows that Hγ,K
is bounded on L2 for any real polynomial P . This is in sharp contrast to the
above Ricci-Stein theorem which shows that in the euclidean translation-invariant
case γ(x, s, t) = x+ Σ(s, t), L2 boundedness depends on the particular polynomial
P (s, t). This extends to any real-analytic P and any multiparameter singular kernel
K - see [22] and [18]. A formal statement of the result just described is as follows.

Theorem 1.1. For any real polynomial P (s, t) (or more generally any real-analytic
P near the origin (0, 0)) and multiparameter singular kernel K, consider

HP,K,Rf(x, y, z) =

�
R
f((x, y, z) · (s, t, P (s, t))−1)K(s, t) dsdt (2)

where R = Ra,b,c,d = {(s, t) : 0 < a ≤ |s| ≤ b, 0 < c ≤ |t| ≤ d} is any �rectangle�
but when P is real-analytic at the origin, we take b and d to be su�ciently small.
Then HP,K,R is bounded on L2(H1). Furthermore the bounds can be taken to be
independent of the truncation R.

The arguments developed in this paper will give an alternative proof of Theorem
1.1. See also Section 3 for an extension of Theorem 1.1.

Interestingly when we seek L2 bounds, uniform with respect to the polynomial P
as in the bound (1) appearing in the Ricci-Stein theorem, we come back to the
euclidean conclusion of that theorem, as we will now state. For the double Hilbert
transform kernel K(s, t) = 1/st, de�ne

HP,K,Rf(x, y, z) :=

�
R
f((x, y, z) · (s, t, P (s, t))−1)K(s, t) ds dt

where R = Ra,b,c,d = {(s, t) : 0 < a ≤ |s| ≤ b, 0 < c ≤ |t| ≤ d} is a rectangle. Then
we are able to show the following.

Theorem 1.2. Fix ∆ ⊂ N2
0. Then

sup
P∈V∆,R

‖HP,K,R‖L2(H1)→L2(H1) < ∞ (3)

holds if and only if every α = (α1, α2) ∈ ∆ has at least one even component.

More generally, for HP,K,R as in (2) where K is a general multiparameter singular
kernel K, the uniformity in (3) is equivalent to the L2 uniformity of a family of
truncations2 (with respect to the rectangles R) of the singular Radon transform

RP,K g(x, y) = p.v.

�

R2

g(x− t, y − P (s, t))K(s, t) ds dt.

2See Section 8 for a precise de�nition of the truncations.
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The operator RP,K has not been speci�cally treated in the literature. It is a variant
of the operators considered in [2] and it falls within the scope of Street's theory
[23].

The rest of the paper is organised as follows. In Section 2 we brie�y illustrate
Street's L2 theory in the biparameter case that will be relevant for our discussion.
In Section 3 we present an extension of Theorem 1.1 (and Theorem 1.2 somewhat)
to a larger class of graphs, for which we establish a characterisation of the L2(H1)
boundedness. In Section 4 we use the group Fourier transform on H1 to reduce the
problem to that of proving uniform L2 boundedness for a class of integral operators
acting on functions of one variable. The integral kernels of these operators will
be given by a certain oscillatory integral expression involving P . In Section 5
we state and prove some oscillatory integral estimates of van der Corput type
that will be helpful throughout. Section 6 contains the bulk of the proof, whose
broad strategy consists in iteratively simplifying the phase of the aforementioned
oscillatory integral kernels by stripping terms away from its Taylor expansion while
using the estimates of Section 5 to keep the errors thus introduced under control.
Once the phase has been simpli�ed enough, the proofs of Theorems 1.2 and 3.1 are
then concluded in the brief Sections 8 and 7, respectively. Finally, in Appendix A
we prove a technical oscillatory integral inequality that appeared in Section 5.

Notation Uniform bounds for oscillatory integrals lie at the heart of this paper.
Keeping track of constants and how they depend on the various parameters will be
important for us. For the most part, constants C appearing in inequalities A ≤ CB
between positive quantities A and B will be absolute or uniform in that they can
be taken to be independent of the parameters of the underlying problem. We will
use A . B to denote A ≤ CB and A ∼ B to denote C−1B ≤ A ≤ CB. If A is
a general real or complex quantity, we write A = O(B) to denote |A| ≤ CB and
when we want to highlight a dependency on a parameter θ, we write A = Oθ(B)
or |A| .θ B to denote |A| ≤ CθB.

Acknowledgements We would like to thank the referee for the many helpful
suggestions which have signi�cantly improved the paper.

2. The work of Street [22]

In [22], Street develops the L2 theory for multiparameter singular Radon transforms

Hγ,Kf(x) = ψ(x)

�
Rk
f(γ(x, t))K(t) dt

and introduces two key conditions on γ; a �nite-type (curvature) condition and an
algebraic (cancellation) condition. Here γ : Rn × Rk → Rn is a smooth map sat-
isfying γ(x, 0) ≡ x, ψ an appropriate cut-o� function, and K(t) is multiparameter
singular kernel which is usually supported near the origin t = 0.

For our purposes it su�ces to restrict our attention to the biparameter case Rk =
Rk1×Rk2 and to product kernels K as introduced in [7], which underpins the theory
of singular integrals with respect to �ag kernels (however our analysis extends to
treat the more general class of multiparameter singular kernels considered in [22]).

The notion of product kernel depends on the classical notion of Calderón-Zygmund
kernels in one parameter; that is, a distribution K on Rk which coincides with a
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smooth function away from the origin such that |∂αK(t)| .α |t|−k−|α| for all α
and such that the quantities

�
K(t)φ(Rt)dt are bounded, uniformly over all R > 0

and all smooth φ supported in the unit ball with ‖φ‖C1 ≤ 1 (such a φ is called a
normalised bump function on Rk).
A 2-parameter product kernel K is de�ned as follows. It is a distribution on
Rk = Rk1 × Rk2 which coincides with a C∞ function K away from the coordi-
nate subspaces s = 0, t = 0 and satis�es

1. (Di�erential inequalities) for every multi-index α = (α1, α2) ∈ Nk1 × Nk2 , there
is a constant Cα such that

|∂α1
s ∂α2

t K(s, t)| ≤ Cα |s|−k1−|α1||t|−k2−|α2|

away from the two coordinate subspaces, and
2. (Cancellation) for any normalised bump function φ on Rk1 and any R > 0, the

distribution

K1
φ,R(t) =

�
Rk1

K(s, t)φ(Rs) ds

is a classical one-parameter Calderón-Zygmund kernel on Rk2 as described above.
Similarly for K2

φ,R(s) =
�
K(s, t)φ(Rt)dt.

Important for our analysis is the following characterisation of product kernels; see
Corollary 2.2.2 in [7]. For every smooth φ and I = (j, k) ∈ Z2, we set φ(I)(s, t) :=
2−j−kφ(2−js, 2−kt).

Proposition 2.1. A product kernel K can be written as

K =
∑
I∈Z2

φ
(I)
I (4)

(which is convergent in the sense of distributions) where each smooth φI is supported
in {(s, t) : 1/2 ≤ |s|, |t| ≤ 2}, satis�es the cancellation conditions�

φI(s, t) ds ≡ 0 and

�
φI(s, t) dt ≡ 0 (5)

for every t and s, and the sequence {φI} is bounded in Ck norm for every k.

The two key conditions on γ are easily formulated in the case where γ can be
written as the exponential3

γ(x, (s, t)) = exp
(∑

sptqXp,q

)
(x) (6)

of a �nite sum of smooth vector �elds {Xp,q = Xα}. We assign to each Xα,
where α = (α1, α2) ∈ Nk1 × Nk2 , the formal degree dα = (|α1|, |α2|) ∈ N × N and
recursively we then de�ne formal degrees for all iterated commutators such that if
d1 and d2 ∈ N2 are the degrees of iterated commutators X1 and X2, respectively,
then [X1, X2] has degree d1 +d2 ∈ N×N. Hence we view these vector �elds together
with their corresponding degree (X, d). Notice that it might be the case that one
vector �eld has more than one degree; in this case we consider them to be distinct
objects.

We separate the original vector �elds {(Xα, dα)} = P ∪N into two types; the pure
ones (Xα, dα) ∈ P where dα = (p, 0) or dα = (0, q) and non-pure ones (Xα, dα) ∈ N
where dα = (p, q) and both p and q are nonzero. The two key conditions on γ are

3The multiparameter exponential is to be interpreted as follows: for s, t given, de�ne vector
�eld Ys,t(x) =

∑
sptqXp,q(x); then exp

(∑
sptqXp,q

)
(x) := exp(τYs,t)

∣∣
τ=1

(x).
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the following: there is a �nite list {(X1, d1), . . . , (XN , dN )} of iterated commutators
of pure vector �elds, containing P itself and such that

1. (Finite-type condition) for all δ = (δ1, δ2) ∈ [0, 1]2, we can write4

[δdjXj , δ
dkXk] =

N∑
`=1

c`,δj,kδ
d`X` (7)

where c`,δj,k ∈ C∞, uniformly in δ; and

2. (Algebraic condition) for (Y, e) ∈ N and every δ ∈ [0, 1]2, we can write

δeY =

N∑
`=1

c`,δY δd`X` (8)

where c`,δY ∈ C∞, uniformly in δ.

Remark 1. Notice the two conditions imply that the involutive distribution gener-
ated by the collection {Xα} is �nitely generated (as a C∞-module). In the one-
parameter case, this is essentially equivalent to the conditions above and the scaling
factors in δ = δ1 play essentially no active rôle. However, this is no longer nec-
essarily true in the multiparameter case (see [22], Section 17.7) and the uniform
behaviour in δ = (δ1, δ2) becomes crucial there.

The �nite-type condition (7) is a generalisation of the curvature condition intro-
duced in [4] in the one-parameter setting and the algebraic condition (8) allows us
to control the troublesome non-pure vector �elds Y ∈ N in terms of the pure ones,
e�ectively transferring any needed cancellation down to the product kernel K. In
this case, under these two conditions on γ, L2 bounds for Hγ,K can be derived for
any product kernel K. In more general (non-�nite, that is when γ is not exactly
of type (6)) situations, the conditions (7) and (8) need to be modi�ed. See [22]
for details and in particular see section 3 of [22] for a discussion of the �nite case
discussed above.

3. Further results

The particular situation we are concerned with here is γ(x, (s, t)) = x · Σ(s, t)
where the product · is the Heisenberg H1 group multiplication and Σ(s, t) =
(P1(s, t), P2(s, t), P3(s, t)) parametrises a surface in H1. Let X = ∂x− (y/2)∂z, Y =
∂y + (x/2)∂z and Z = ∂z be the usual basis of left-invariant vector �elds on H1

such that [X,Y ] = Z. Then

γ(x, (s, t)) = x · Σ(s, t) = exp(P1(s, t)X + P2(s, t)Y + P3(s, t)Z)(x),

putting us in the above �nite situation if each Pj is a polynomial. In this case the
�nite-type condition (7) is automatically satis�ed. In turns out that when the Pj
are (more generally) real-analytic, the appropriately modi�ed �nite-type condition
(7) is still automatically satis�ed; see [18].

In the case that P1(s, t) = s and P2(s, t) = t, we see that (X, (1, 0)) and (Y, (0, 1)) lie
in P. Furthermore the only vector �elds lying in N must be of the form (Z, d) where
d = (p, q) satis�es pq 6= 0 and the monomial sptq arises in the Taylor expansion of
P3(s, t). Hence for any real-analytic P3, every non-pure vector �eld in N can be

4Here δd = δ(d1,d2) := δd1
1 · δ

d2
2 .
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controlled as described in (8) and so both conditions (7) and (8) are automatically
satis�ed when Σ(s, t) = (s, t, P (s, t)) is the graph of a real-analytic surface in H1.
This is the background discussion for Theorem 1.1.

Now let us consider a slight variant; a surface parameterised by Σ(s, t) = (sp0 , t, P (s, t))
where P is a general real-analytic function near (0, 0). As mentioned above, the
corresponding �nite-type condition (7) is automatically satis�ed but now it is not
necessarily the case that all non-pure vector �elds (Z, d′) ∈ N can be controlled by
pure vector �elds in the sense of (8). Recall that d′ = (p′, q′) where p′q′ 6= 0 and

sp
′
tq
′
arises in the series expansion of P (s, t) =

∑
cp,qs

ptq. Note that if p′ ≥ p0,
then we can control (Z, d′) by (Z, d0) where d0 = (p0, 1) and (Z, d0) arises as
the commutator of the pure vector �elds (X, (p0, 0)) and (Y, (0, 1)). Therefore the
non-pure vector �elds (Z, d′) which cannot be controlled in the sense of (8) must
necessarily satisfy p′ < p0 and so arise from a term in

Pp0
(s, t) :=

p0−1∑
p=0

∑
q≥1

cp,qs
ptq +

∑
p≥1

cp,0s
p.

When p0 = 1, we have Pp0
(s, t) = P (s, 0) and so no d′ = (p′, q′) with p′q′ 6= 0

satis�es p′ < p0 = 1, bringing us back to the case where all non-pure terms can be
controlled by pure ones; that is, condition (8) is satis�ed.
When p0 > 1 the following result is thus new.

Theorem 3.1. For any real-analytic P (s, t) near the origin (0, 0) and multiparam-
eter singular kernel K, consider

HP,K,Rf(x, y, z) =

�

R

f((x, y, z) · (sp0 , t, P (s, t))−1)K(s, t) ds dt

where R = Ra,b,c,d = {(s, t) : 0 < a ≤ |s| ≤ b, 0 < c ≤ |t| ≤ d} lies in a small
neighbourhood of the origin (0, 0). If Pp0 ≡ 0, then HP,K,R is bounded on L2(H1).

In general, the L2(H1) boundedness of HP,K,R is equivalent to the uniform L2(R2)
boundedness of a family of truncations5 of the singular Radon transform

RPp0
,K g(x, y) =

�
g(x− t, y − Pp0(s, t))K(s, t) ds dt.

Furthermore when K is the double Hilbert transform kernel K(s, t) = p.v. 1/st, then
HP,K,R is bounded on L2(H1) (uniformly in R) if and only if every vertex (p, q) of
the Newton polygon of Pp0

has the property that pq is even.

We recall that the Newton polygon of Pp0
is the convex hull of the quadrants

(p, q)+R2
+ in R2 where (p, q) ∈ ∆(Pp0), the support of Pp0 . The rôle of the Newton

polygon in the theory of multiparameter singular Radon transforms �rst appeared
in [2].

The �rst part of Theorem 3.1 follows from the work of Stein and Street [22, 18] only
when p0 = 1. The more general statement gives a precise structural description
of the L2 boundedness properties for HP,K,R and highlights the rôle of Heisenberg
translations in multiparameter settings. Theorem 3.1 is a representative theorem
and exposes a new phenomenon for multiparameter convolution operators on the
Heisenberg group. More general results can be formulated and established.

5See Section 7 for a precise de�nition of the truncations.
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4. Initial reductions for the proofs of Theorems 1.2 and 3.1.

We �x a product kernel K and use Proposition 2.1 to write K =
∑
I φ

(I)
I as in (4)

with the smooth, compactly supported φI satisfying (5). We consider the operator

TP,Ff(x, y, z) =
∑
I∈F

�
f((x, y, z) · (sp0 , t, P (s, t))−1)φ

(I)
I (s, t) ds dt

where F ⊂ Z2 is a �xed �nite subset F = {I = (j, k)}, indexing the dyadic

rectangles RI = {(s, t) : |s| ∼ 2j , |t| ∼ 2k} in which φ
(I)
I (and hence the integral

above) is supported. In Theorem 3.1, when P is assumed to be real-analytic near
the origin, we require that the rectangles RI be located near the origin; that is, if
I = (j, k) ∈ F , then both j and k are su�ciently negative.

In both Theorem 1.2 and Theorem 3.1, the operators we seek to bound are de�ned
with respect to rough truncations over rectangles R = {(s, t) : a ≤ |s| ≤ b, c ≤
|t| ≤ d}. In both cases, it su�ces to consider the operator TP,F de�ned with respect
to smooth truncations and obtain bounds uniform in F . In fact we can write�

R

f((x, y, z) · (sp0 , t, P (s, t))−1)K(s, t) dsdt = TP,F (x, y, z) + S

for some �nite F and where S denotes a small sum of operators of the form

Tf(x, y, z) =

�

a≤|s|≤2a

[�
f((x, y, z) · (sp0 , t, P (s, t))−1)

[ ∑
k∈F2

ψj1,k(s, t)
]
dt

]
ds,

(9)
together with one where the s integration is over b/2 ≤ |s| ≤ b and others where
the rôles of the s and t integrations are swapped. Here F2 is a �nite subset

of Z and ψj1,k = φ
(I)
I where I = (j1, k). For �xed a ≤ |s| ≤ 2a, the ker-

nel Ks,j1(t) =
∑
k∈F2

ψj1,k(s, t) is nonzero only if 2j1 ∼ |s| and de�nes a one-

parameter Calderón-Zygmund kernel with constants controlled by |s|−1; that is,
for every ` ≥ 0, |∂`tKs,j1(t)| . |s|−1|t|−`−1 and the crucial cancellation condition�
Ks,j1(t)dt = 0 holds for every s and j1.

Now �x x as well and write g(y, z) = f(x − sp0 , y, z) so that the integral in dt in
(9) can be written as

Hg(y, z) =

�
g
(
y − t, z −Q(t)− 1

2
sp0y

)
Ks,j1(t) dt

where Q(t) = P (s, t) + 1
2xt. But

�
|Hg(y, z)|2dzdy =

�
|Lg(y, z)|2dzdy with

Lg(y, z) =

�
g(y − t, z −Q(t))Ks,j1(t) dt,

by a simple change of variables in the z integral. By the well-established one-
parameter theory of singular Radon transforms (see for example [16]), we have
uniform L2(R2) (in fact also Lp) bounds ‖Hg‖2 ≤ C‖g‖2 where C = Cs is inde-
pendent of x, j1 and is controlled by the Calderón-Zygmund constant of the kernel
Ks,j1 ; thus Cs . |s|−1. Furthermore C can be taken to be independent of the
coe�cients of Q when P is a polynomial. By an application of Minkowski's inte-
gral inequality, uniform L2 bounds for H imply uniform (uniform in the truncation
a ≤ |s| ≤ 2a and F2 as well) L2 bounds for T in (9), so that the term S is taken
care of.
Therefore it su�ces to work with the operators TP,F and obtain bounds which are
uniform in F .
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By translation-invariance in the third variable we may assume, without loss of gen-
erality, that P (0, 0) = 0. Furthermore, the structure of the Heisenberg group allows
us to make another reduction that will be very useful in the following. Rewriting
P as P (s, t) = csp0 + dt + P̃ (s, t) with ∂p0

s P̃ (0, 0) = ∂tP̃ (0, 0) = 0, we see that we
can also write

f((x, y, z) · (sp0 , t, P (s, t))−1) = f(A[A−1(x, y, z) · (sp0 , t, P̃ (s, t))−1])

where

A =

1 0 0
0 1 0
c d 1


is the inner automorphism of H1 determined by the element (−d, c, 0). Hence
‖TP,F‖L2→L2 = ‖TP̃ ,F‖L2→L2 and so we may assume in addition that

∂p0
s P (0, 0) = ∂tP (0, 0) = 0. (10)

This innocent looking reduction will be fundamental later on, allowing us to esti-
mate certain oscillatory integrals e�ciently.

For Theorem 1.2, we take p0 = 1, P a general real polynomial and F a general
�nite set of pairs (j, k) as speci�ed above; our goal is to obtain L2(H1) bounds,
uniform with respect to F and P lying in some subspace V∆ of real polynomials.
For Theorem 3.1 we consider general p0 ≥ 1 and real-analytic P near (0, 0), but we
insist that the dyadic rectangles RI associated to I ∈ F all lie in some small �xed
neighbourhood (depending on P ) of the origin (0, 0); no uniformity in P is sought
in our L2 bounds for the corresponding operators.

In analysing TP,F we take an oscillatory integral approach. Viewing TP,Ff =
f ∗H1 L as a Heisenberg convolution operator, one can deduce via the group Fourier
transform on H1, that

‖TP,F‖L2(H1)→L2(H1) ∼ sup
λ∈R
‖SλP,F‖L2(R)→L2(R)

where

SλP,Fg(y) =
∑
I∈F

�
R
mI(λ, y, t)g(t) dt =:

∑
I∈F

SλP,Ig(y)

and

mI(λ, y, t) =

�
R
e2πiλ( 1

2 (y+t)sp0+P (y−t,s)) φ
(I)
I (s, y − t) ds.

See Ch. XII, �6.3 of [16] for an expression for the Fourier transform on H1.

Remark 2. Here we must caution the reader that the above reduction to a multiplier

question on Ĥ1 does not come for free. Indeed, L above is a distribution and
there is no a priori reason for it to have a well-behaved group Fourier transform.
However, with a little care one can verify that the above reduction is indeed justi�ed.
For details, see for example [6] where an analogous one-parameter singular Radon
transform is considered.

If P (y − t, s) =
∑
p,q≥0 cp,q(y − t)qsp, then since P (0, 0) = 0 and condition (10)

holds, we can write P (y − t, s) = ϕ(s) + ψ0(y − t) +
∑
p≥1 ψp(y − t)sp where

ϕ(s) =
∑
p≥1

cp,0s
p, ψ0(y − t) =

∑
q≥2

c0,q(y − t)q and ψp(y − t) =
∑
q≥1

cp,q(y − t)q

so that ψp(0) = 0 for all p ≥ 0 (and ψ′0(0) = 0). Importantly we have cp0,0 = 0 (by
(10)).
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We can write the phase 1
2 (y+t)sp0 +P (y−t, s) of mI as ys

p0 + P̃ (y−t, s) where the
di�erence between P (y−t, s) and P̃ (y−t, s) is that the coe�cient cp0,1 in ψp0

(y−t)
is changed to cp0,1 − 1/2. This change does not a�ect Pp0

and so in the proofs of
either Theorems 1.2 or 3.1 we may assume, without loss of generality, that

mI(λ, y, t) =

�
R
e2πiλ(ysp0+P (y−t,s)) φ

(I)
I (s, y − t) ds. (11)

Clearly bounds on the oscillatory integral
∑
I∈F mI(λ, y, t) will play a central rôle

in our analysis. General estimates for oscillatory integrals will be detailed in the
next section but for now we highlight a couple of generalisations (estimates (12)
and (13) below which are proved in Section 5.1) of an important, well-known oscil-
latory integral bound due to Stein and Wainger [20] which states that for any real
polynomial Q ∈ R[s], we have∣∣∣�

a≤|s|≤b
e2πiQ(s) ds

s

∣∣∣ ≤ Cd

where Cd depends only on the degree d of Q and is otherwise independent of the
coe�cients of Q as well as of a and b. A proof from a modern perspective is given
in [16] and this perspective can be used to prove the stronger bound∑

k∈S

|nk(Q)| ≤ Cd where nk(Q) =

�
|s|∼2k

e2πiQ(s) ds

s
(12)

and S is any set of integers and Cd can be taken to be independent of S. A proof
of (12) is given in Section 5.1 and is contained in the �rst part of the proof of the
following bound.

In our context, we need to show that for any subset F ′ ⊆ F ,∑
I∈F ′

|mI(λ, y, t)| ≤ C
1

|y − t|
(13)

holds when either (i) P is a general real polynomial and C = Cd depends only on
the degree d of P (and in particular does not depend on the subset F ′ ⊂ Z2, λ,
y, t and the coe�cients of P ) or (ii) P is real-analytic near (0, 0) and F indexes
dyadic rectangles RI located near the origin; that is, the pairs I = (j, k) range over
integers j ≤ −j0 and k ≤ −k0 where j0 and k0 are large, �xed positive integers
depending on our real-analytic function P . In this case, the constant C is allowed
to depend on P and in particular it will depend on the truncation parameters j0, k0

but it does not depend on λ, y, t or the cardinality of F ′.

In Section 5.1 we will establish the estimate (13) in both cases but until then, we
assume that it holds.

4.1. Hilbert integral reduction. We assume that (13) holds. Choose χ ∈ C∞0 (R)
supported in {|y| ∼ 1} and such that if χr(y) := χ(2−ry), we have

∑
r∈Z χr(y) ≡ 1

for y 6= 0. We decompose

SλP,Fg(y) =
∑
r∈Z

∑
I∈F

χr(y)SλP,Ig(y) = S1g(y) + S2g(y)

where

S1g(y) :=
∑

(r,I)∈G1

χr(y)SλP,Ig(y) and S2g(y) :=
∑

(r,I)∈G2

χr(y)SλP,Ig(y)
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and

G1 := {(r, I) ∈ Z×F : I = (j, k) satisfies r ≤ k + C0}
for some large, �xed C0 > 0. The set G2 is de�ned similarly but with the condition
k ≤ r−C0. The signi�cance of this is that when (r, I) ∈ G2 we have 2k ∼ |y− t| �
|y| ∼ 2r.
Hence

|S1g(y)| ≤
� [ ∑

(r,I)∈G1

|χr(y)mI(λ, y, t)|
]
|g(t)| dt

where the sum over (r, I) ∈ G1 is supported in {(y, t) : δ|y| ≤ |y− t|} for some small
δ > 0, depending on our choice of C0. Using (13), we have

|S1g(y)| ≤ C

�
δ|y|≤|y−t|

1

|y − t|
|g(t)|dt =:

�
K(y, t)|g(t)| dt.

The integral operator with kernel K is of Hilbert integral type (the kernel is ho-
mogeneous of degree −1 and K(1, t)|t|−1/2 is integrable over R) and hence S1 is
uniformly bounded on L2(R) (uniform in λ, F and the coe�cients of P in the
polynomial case). See [15], page 271.

For S2, write S2g(y) =
∑
r S

2
rg(y) where

S2
rg(y) =

∑
I:(r,I)∈G2

χr(y)SλP,Ig(y) =:

�
Kr(y, t)g(t) dt.

For |y| ∼ 2r, we have |t| = |t − y + y| ∼ |y| ∼ 2r if |y − t| ∼ 2k and k ≤ r − C0.
Hence supp(Kr) ⊂ {(y, t) : |y|, |t| ∼ 2r} and so

‖S2‖L2→L2 =
∥∥∥∑

r

S2
r

∥∥∥
L2→L2

∼ sup
r
‖S2

r‖L2→L2 (14)

by (almost) orthogonality. Therefore the proofs of both Theorem 1.2 and Theorem
3.1 reduce to understanding when the operators S2

r are uniformly bounded on L2.

5. Oscillatory integral estimates

Many oscillatory estimates rely on van der Corput's lemma which we now state.

van der Corput's Lemma. For any k ≥ 2, there exists a constant Ck such that∣∣∣� b

a

e2πiλφ(s)ds
∣∣∣ ≤ Ck|λ|−1/k

holds for any real-valued φ ∈ Ck[a, b] such that |φ(k)(s)| ≥ 1 for s ∈ [a, b]. The
result holds for k = 1 if in addition we assume that φ′ is monotone on [a, b].

For a proof, see [16].

Let Q(s) = λ[ysp0 + P (y − t, s)] be the phase appearing in each

mI(λ, y, t) =

�
R
e2πiQ(s)2−j−kφI(2

−js, 2−k(y − t)) ds =: 2−kIj

where I = (j, k) and

Ij = Ij,λ,y,t,k =

�
R
e2πiQ(s) 2−jΦ(2−js) ds (15)
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is supported in {(y, t, k) : |y− t| ∼ 2k}. Here Φ(s) = φI(s, 2
−k(y− t)) is supported

in |s| ∼ 1 and has bounded C` norms, uniformly in the parameters y, t, I and k.
Hence |mI(λ, y, t)| ≤ |Ij | 2−k χ|y−t|∼2k and so to bound

∑
I |mI(λ, y, t)|, it su�ces

to �x k and obtain uniform bounds for the sums
∑
j |Ij | over j. To do this, we will

use van der Corput's lemma.

Our �rst application is a proof of (13).

5.1. Proof of the generalised Stein-Wainger bound (13). LetQ(s) = λ[ysp0+
P (y − t, s)] be the phase appearing in each mI and for each k ∈ Z, set F ′k = {j ∈
Z : I = (j, k) ∈ F ′}. It su�ces to show that for every k ∈ Z,∑

I : j∈F ′k

|mI(λ, y, t)| . 2−kχ|y−t|∼2k (16)

since (13) follows by summing these estimates over k ∈ Z. As observed above, this
is equivalent to showing ∑

j∈F ′k

|Ij | . 1

where

Ij :=

�
R
e2πiQ(s) 2−jΦ(2−js) ds =

�
R
e2πiQj(s) Φ(s) ds

and Qj(s) := Q(2js).

We start with the case when P is a polynomial where we seek bounds which are
uniform in the coe�cients of P , the subset F ′ ⊆ F , and the parameters λ, y and t.
For the case when P is real-analytic at (0, 0), we will reduce the estimate (13) to
the polynomial case.

In the polynomial case, our phase Q(s) =
∑
p≥1 eps

p is a polynomial (without loss

of generality we may suppose that Q has no constant term) and hence Qj(s) =∑
p≥1 ep2

pjsp. A simple equivalence of norms argument shows that there exists a
cd > 0, depending only on the degree d of Q, such that for all j there exists `j with

1 ≤ `j ≤ d for which |Q(`j)
j (s)| ≥ cd

∑
p≥1 |ep|2pj holds on the support of Φ. An

application of van der Corput's lemma now shows that |Ij | ≤ Cd(Λj)
−1/`j where

Λj =
∑
p≥1 |ep|2pj . Using (5),

�
R

Φ(s) ds =

�
R
φI(s, 2

−k(y − t)) ds = 0,

one also has

|Ij | =
∣∣∣ �

R
[e2πiQj(s) − 1]Φ(s)ds

∣∣∣ . Λj and so |Ij | . min(Λj ,Λ
−1/d
j ),

which allows us to sum in j to see
∑
j |Ij | .d 1, as desired.

Next we consider the real-analytic case so that the pairs I = (j, k) in F range over
integers j ≤ −j0 and k ≤ −k0 where j0 and k0 are large, �xed positive integers
depending on our real-analytic function P . In this case, as said above, we will
reduce matters to the polynomial case.
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Recall our notation where we write P (y − t, s) = ϕ(s) +
∑
p≥0 ψp(y − t)sp and

ϕ(s) =
∑
p≥1 cp,0s

p. For |y − t| ∼ 2k � 1, we have |ψp(y − t)| .P 2k. Write

|mI(λ, y, t)| =
∣∣∣�

R
e2πiλ[ysp0+ϕ(s)+Ψy,t(s)] 2−jΦ(2−js) ds

∣∣∣
where Ψy,t(s) :=

∑
p≥1 ψp(y − t)sp. Hence |∂psΨy,t(s)| .p,P 2k for every p ≥ 0 and

in particular, |∂psΨy,t(s)| �p,P 1.

First we consider the case that there exists a p1 > p0 such that cp1,0 6= 0. Hence

|ϕ(p1)(s)| &P 1 for |s| � 1 and so

|∂p1
s [ysp0 + ϕ(s) + Ψy,t(s)]| & 1.

This puts us in a position to apply van der Corput's lemma, which together with a
simple integration by parts argument allows us to conclude |Ij | . 2−j |λ|−1/p1 and

so
∑
j∈Sλ |Ij | . 1 where Sλ = {j : 2j ≥ |λ|−1/p1}. For j /∈ Sλ, we compare the

integral Ij to the integral

IIj :=

�
R
e2πiλ[ysp0+ϕ̃(s)+Ψ̃y,t(s)] 2−jΦ(2−js) ds

where ϕ̃(s) =
∑p1−1
p=1 cp,0s

p and Ψ̃y,t(s) =
∑p1−1
p=1 ψp(y − t)sp. Note that the di�er-

ence of the phases in Ij and IIj is at most C|λsp1 | and so

|Ij − IIj | . |λ|2p1j ,

implying
∑
j /∈Sλ |Ij − IIj | . 1. We can appeal to our analysis of (13) when the

phase is polynomial to conclude
∑
j /∈Sλ |IIj | . 1 and hence (16) holds in this case.

Finally we consider the case ϕ(s) =
∑
p<p0

cp,0s
p; that is, there is no p1 > p0 such

that cp1,0 6= 0 (remember cp0,0 = 0 by (10)). In this case we may suppose that there

is a p1 > p0 such that |ψp1(y− t)| ∼ |y− t|`∗ for some `∗ ≥ 1 and ψ
(`)
p (0) = 0 for all

p ≥ p1 and all ` < `∗. Indeed, either ψp ≡ 0 for all p > p0 and we are back in the

polynomial case, or not; in this second case, if we let `p := min{` : ψ
(`)
p (0) 6= 0},

we see that it su�ces to take `∗ := minp>p0
`p and p1 a value that realises such

minimum.
Thus in particular

∂p1
s [ysp0 + ϕ(s) + Ψy,t(s)] = c(y − t)`∗ +O((y − t)`∗s)

and therefore |∂p1
s [ysp0 +ϕ(s) + Ψy,t(s)]| & 2`∗k for |s| � 1 and |y− t| ∼ 2k. Hence

by van der Corput's lemma, |Ij | . 2−j [|λ|2`∗k]−1/p1 implying that
∑
j∈S′λ

|Ij | . 1

where S′λ := {j : 2j ≥ (|λ|2`∗k)−1/p1}. For j /∈ S′λ, we compare the integral Ij to
the integral

IIIj :=

�
R
e2πiλ[ysp0+ϕ(s)+Ψ̃y,t(s)] 2−jΦ(2−js) ds

where again Ψ̃y,t(s) =
∑p1−1
p=1 ψp(y − t)sp as above. Note that the di�erence of the

phases in Ij and IIIj is at most C|λ2`∗ksp1 | and so

|Ij − IIIj | . |λ|2`∗k2p1j ,

implying
∑
j /∈S′λ

|Ij −IIIj | . 1. Once again we can appeal to our analysis of (13)

when the phase is polynomial to conclude
∑
j /∈S′λ

|IIIj | . 1 and hence (16) holds

in this case as well. This completes the proof of (13) in all cases.
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5.2. Another useful bound for oscillatory integrals. A nontrivial application
of van der Corput's lemma gives the following useful uniform bound for oscillatory
integrals with polynomial phases.

Proposition 5.3. For any Q(s) =
∑d
j=1 hjs

j ∈ R[s] and 1 ≤ j ≤ d, we have∣∣∣� B

B/2

e2πiQ(s) ds
∣∣∣ ≤ Cd|hj |−1/dB1−j/d.

This is a simple variant of Theorem 3.1 in [8]. We have the following simple con-
sequence for our multipliers mI(λ, y, t) = 2−kIj when the phase Q(s) = λ(ysp0 +
P (y − t, s)) =

∑
p≤d hps

p is a polynomial: for every 1 ≤ p ≤ d

|Ij | .d
[
|hp|2pj

]−1/d
, (17)

where we recall the de�nition of Ij in (15). We will use this estimate in the proof
of Theorem 1.2 where P is a polynomial. For Theorem 3.1, when P is assumed to
be real-analytic near (0, 0), we will need the following two variants of (17).

Consider again the phase

Q(s) = λ(ysp0 + P (y − t, s)) = λ
[
ysp0 +

∑
p≥1

cp,0s
p +

∑
p≥0

ψp(y − t)sp
]

in mI(λ, y, t) = 2−kIj . The coe�cient of sp0 is hp0
= λ(y + ψp0

(y − t)), again,
since the coe�cient cp0,0 = 0 as per (10). This is important since it allows us to
determine the size of hp0

. In fact, for pairs (r, I) ∈ G2 arising in the de�nition of
S2
r , we have |y − t| ∼ 2k � 2r ∼ |y| in the support of Ij = 2−kmI(λ, y, t) and so
|hp0
| ∼ |λ|2r since ψp0

(y − t) = OP (2k). In this case, we have

|Ij | .P [|hp0 |2p0j ]−ε ∼ [|λ|2r2p0j ]−ε (18)

for some ε > 0.

Next we consider an estimate with respect to the coe�cient hp = λ(cp,0 +ψp(y− t))
of sp in the phase Q(s) for other values of p. In our arguments, this case will only
arise in the simpler situation when the phase Q is truncated to either

λ
[
(ysp0 +

∑
p≥1

cp,0s
p +

∑
1≤p<p0

ψp(y − t)sp
]

or

λ
[
(
∑
p≥1

cp,0s
p +

∑
1≤p<p0

ψp(y − t)sp
]

which is still not quite the case of a polynomial. For any 1 ≤ p < p0 with ψp 6≡ 0,
we have for some `p ≥ 1, |ψp(y− t)| ∼ 2`pk when |y− t| ∼ 2k. Hence the coe�cient
of hp = λ(cp,0 +ψp(y− t)) satis�es |hp| & 2`pk since 2`pk � 1. In this situation, we
have

|Ij | .P,p
[
|hp|2pj

]−ε
.
[
|λ|2`pp2pj

]−ε
(19)

for some ε > 0.

The proof of (18) is fairly simple and we present this case now. The proof of (19) is
an elaboration on a proof of Proposition 5.3 and we have decided to give the proof
in an appendix to the paper.
To prove (18) we begin as in the real-analytic case for (16) by initially assuming
there exists a p1 > p0 such that cp1,0 6= 0. Hence |ϕ(p0)(s)| ∼ |s|p1−p0 for |s| � 1
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and so if |s| � |y|1/(p1−p0) or |y|1/(p1−p0) � |s| (that is, 2j 6∼ 2r/(p1−p0)), we see
that

|Q(p0)(s)| = |λ(p0! y + ϕ(p0)(s) +O(2k))| & |λ|
[
|y| − C2k

]
& |λ||y| ∼ |hp0

|

since 2k � 2r ∼ |y|. Hence by van der Corput's lemma, we have |Ij | .P 2−j |hp0
|−1/p0

implying (18) with ε = 1/p0.

When 2j ∼ 2r/(p1−p0), we consider the p1-th derivative of Q: note that |ϕ(p1)(s)| ∼P
1 for |s| � 1. Therefore we have

|Q(p1)(s)| = |λ(ϕ(p1)(s) +O(2k))| & |λ|

since 2k � 1. Hence van der Corput's lemma implies

|Ij | .P 2−j |λ|−1/p1 = (|λ|2j(p1−p0)2p0j)−1/p1 ∼ (|hp0
|2p0j)−1/p1 ,

implying (18) with ε = 1/p1.

Finally we consider the case that for all p1 > p0 we have cp1,0 = 0 in which case

ϕ(p0)(s) ≡ 0 since we also have cp0
= 0. Therefore as before,

|Q(p0)(s)| = |λ(p0! y +O(2k))| & |λ|
[
|y| − C2k

]
& |λ||y| ∼ |hp0

|

since 2k � 2r ∼ |y|. Hence by van der Corput's lemma, we have |Ij | .P (|hp0
|2p0j)−1/p0

implying (18) with ε = 1/p0. This completes the proof of (18) in all cases.

6. The proof of Theorems 1.2 and 3.1 � the main steps

In both Theorems 1.2 and 3.1, we need to establish uniform (in r) L2 bounds for
the operators

S2
rg(y) =

∑
I:(r,I)∈G2

χr(y)SλP,Ig(y) where SλP,Ig(y) =

�
R
mI(λ, y, t)g(t) dt

and

mI(λ, y, t) =

�
R
e2πiλ(ysp0+P (y−t,s)) φ

(I)
I (s, y − t) ds.

See (14). Here

G2 = {(r, I) ∈ Z×F : I = (j, k) satisfies k ≤ r − C0}

for some large, �xed C0 > 0. Recall that we write

P (y − t, s) = ϕ(s) +
∑
p≥0

ψp(y − t)sp = ϕ(s) + ψ0(y − t) +
∑
p∈P

ψp(y − t)sp

where each ψp(0) = 0 and P := {p ≥ 1 : ψp 6≡ 0}.

The plan of the proof is to use the oscillatory integral estimates discussed in Section
5 to bound the errors introduced when removing certain terms from the phase of
mI . We will keep removing terms from the phase whenever possible until we have
reduced matters to (euclidean convolution) operators that are well-known already.
These will be either (variable kernel) oscillatory singular integral operators à la
Ricci-Stein [13] or the singular Radon transforms mentioned in the statements of
Theorems 1.2 and 3.1.
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6.1. The exceptional set E. For both theorems, we will need to avoid an excep-
tional set E of bad values of k which we will make more and more explicit as we
proceed. For Theorem 1.2, the cardinality #E .d 1 will be bounded uniformly in
F and the coe�cients of P . For Theorem 3.1, the cardinality #E .P 1 will depend
on P (and hence on the truncation parameters j0, k0) but is otherwise independent
of #F .

We split

S2
rg(y) =

∑
I∈F0,r

χr(y)SλP,Ig(y) +
∑

I∈F1,r

χr(y)SλP,Ig(y) := S2,0
r g(y) + S2,1

r g(y)

where F0,r = {I = (j, k) : (r, I) ∈ G2, k /∈ E} and F1,r involves the bad values
k ∈ E . We use (16) with F ′ = F1,r to bound

|S2,1
r g(y)| ≤

∑
k∈E

� [ ∑
j∈F1,r

k

|mI(λ, y, t)|
]
|g(y)|dy .

∑
k∈E

2−k
�
|y−t|∼2k

|g(y)| dy

and so ‖S2,1
r ‖L2→L2 . #E . 1, leaving us with S2,0

r which avoids the bad values
k ∈ E .

To ease the notation, we rewrite S2,0
r as S2

r with the understanding that the sum
de�ning S2

r is taken over I = (j, k) ∈ F0,r and so k /∈ E .

For each term ψp∗(y− t) with p∗ ∈ P arising in the phase of mI , our strategy is to

reduce the analysis of S2
r to S2,∗

r =
∑
I∈F0,r χr(y)Sλ,∗P,I where

Sλ,∗P,Ig(y) =

�
R
m∗I(λ, y, t) g(t) dt

and

m∗I(λ, y, t) =

�
R
e2πiλ(ysp0+ϕ(s)+

∑
p 6=p∗ ψp(y−t)sp) φ

(I)
I (s, y − t) ds; (20)

that is, we plan to remove the term ψp∗(y − t)sp∗ from the phase of mI .

Our estimates are naturally expressed in terms of certain key quantities associated
to the size of those ψp∗(y − t) with p∗ ∈ P. For Theorem 3.1, when P is assumed
to be real-analytic near (0, 0), we can �nd an `∗ ≥ 1 such that |ψp∗(y− t)| ∼ c∗2`∗k
when |y − t| ∼ 2k � 1. This simply follows from the fact that ψp∗(0) = 0 and
ψp∗ 6≡ 0. For Theorem 1.2 the ψp(y − t) are general polynomials and |y − t| ∼ 2k

can be of any size (k ∈ Z can take any value). Here we will appeal to a result
in [1] which shows that outwith �nitely many values of k (depending only on the
degree of P ), there exists an `∗ ≥ 1 such that indeed |ψp∗(y − t)| ∼ c∗2

`∗k when
|y − t| ∼ 2k.

Given a nonzero polynomial Q(t) ∈ R[t], a basic result in [1] gives us a decom-
position R = S ∪ G where S = ∪J can be written as a disjoint union of O(1)
(with constant only depending on the degree of Q) intervals such that on each J ,
|Q(t)| ∼ cJ |t|`J for some `J ∈ N. Furthermore if Q(0) = 0, then `J ≥ 1 for all J .
Finally each interval comprising G = R \ S is a dyadic interval of the form [A,CA]
where C . 1.

As above, we write our polynomial P as P (s, t) = ϕ(s) +
∑
p≥0 ψp(t)s

p where each

ψp ∈ R[t] satis�es ψp(0) = 0. We apply the decomposition in [1] to each ψp with
p ∈ P (so that ψp 6≡ 0) to conclude that there is an exceptional set B of Od(1)
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values of k where Z \ B = ∪Nn=1Sn decomposes into Od(1) sets such that for each
p ∈ P and n, there is an `p = `p,n ≥ 1 and cp = cp,n > 0 with the property that

|ψp(y − t)| ∼ cp 2`pk whenever |y − t| ∼ 2k and k ∈ Sn. (21)

We incorporate the set B into E so that I = (j, k) ∈ F0,r implies k ∈ Sn for some
n and (21) holds for every ψp with p ∈ P.

6.2. Key quantities and the �rst step. The key quantities Ap∗(k) = Ap∗,λ,r(k)
are de�ned as

Ap∗(k) :=
|λ|c∗2`∗k

(|λ|2r)p∗/p0

where, in the case of Theorem 1.2, c∗ = cp∗ and `∗ = `p∗ appear in (21). One
important estimate where these quantities arise occurs in the following bound for
the di�erences Dk :=

∑
j∈F0,r

k
[mI − m∗I ] (which avoids the exceptional values of

k ∈ E),
|Dk| . Ap∗(k)ε∗ 2−kχ|y−t|∼2k (22)

for some ε∗ > 0. We prove this bound below.

For Theorem 1.2, the implicit constant in the estimate (22) will be uniform; it
will depend only on the degree of P and can be taken to be independent of the
coe�cients of P as well as the set F . For Theorem 3.1 the implicit constant will
depend on P .

To prove (22), we split (recall the de�nition of m∗I in (20))

Dk =
∑
j∈J1

[mI −m∗I ] +
∑
j∈J2

[mI −m∗I ] =: D1
k +D2

k

where J1 t J2 = {j : I = (j, k) ∈ F0,r} and

J1 := {j : I = (j, k) ∈ F0,r and 2j ≤ (|λ|2r)−1/p0 Ap∗(k)−σ}

for some σ > 0 to be chosen later. For j ∈ J1, we use that the di�erence in
the phases of mI and m∗I is at most C|λ|c∗2`∗k2p∗j (the constant C being abso-
lute/uniform) to conclude that |D1

k| ≤∑
j∈J1

|mI −m∗I | . 2−k χ|y−t|∼2k |λ|c∗2`∗k
∑
j∈J1

2p∗j . Ap∗(k)ε∗ 2−kχ|y−t|∼2k

where ε∗ = 1 − σp∗ > 0 and we have chosen σ < 1/p∗; this shows that (22) holds
for D1

k.

For D2
k, we treat mI and m

∗
I separately, bounding |D2

k| ≤
∑
j∈J2
|mI |+

∑
j∈J2
|m∗I |.

Recall that

|mI | = 2−k
∣∣∣�

R
e2πiλ(ysp0+ϕ(s)+

∑
p≥1 ψp(y−t)sp)2−jΦ(2−js) ds

∣∣∣.
We will apply (17) and (18) to

Q(s) = λ
[
(y + ψp0(y − t))sp0 + ϕ(s) +

∑
p 6=p0

ψp(y − t)sp
]

with respect to the coe�cient hp0
:= λ(y+ψp0

(y− t)) of sp0 . Very importantly, we
have reduced (see (10)) to the case where the coe�cient cp0,0 in ϕ(s) =

∑
p≥1 cp,0s

p

is zero!
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If ψp0
(y − t) ≡ 0, then hp0

= λy and if ψp0
(y − t) 6≡ 0, then for k /∈ E , we have

|ψp0
(y − t)| ∼ c02`0k for some `0 ≥ 1 when |y − t| ∼ 2k. Hence there are only O(1)

values of k where the bound |hp0
| ∼ |λy| ∼ |λ|2r does not hold. We add these

values to the expectional set E . Hence (17) and (18) imply

|mI | .
[
|λ|2r2p0j

]−ε0
2−kχ|y−t|∼2k

for some ε0 > 0. The same argument shows that |m∗I | satis�es this estimate as well.
Summing over j ∈ J2 establishes (22) for D2

k and hence Dk.

6.3. An interlude � some analysis speci�c to Theorem 3.1. For Theorem
3.1 (in which case both j, k ≤ 0 for I = (j, k) ∈ F), we claim that when p∗ > p0,
the above di�erences Dk also satisfy

|Dk| .P Ap∗(k)−ε∗ 2−kχ|y−t|∼2k (23)

where ε∗ = p0/(p∗ − p0) > 0. This, together with (22), will allow us to remove all
terms ψp(y − t)sp with p ≥ p0 from the phase of mI .

The proof of (23) is straightforward. We again use that the di�erence in the phases
of mI and m

∗
I is at most C|λ|2`∗k2p∗j (the constant C being absolute/uniform) to

conclude that |Dk| ≤∑
j:I=(j,k)∈F0,r

|mI −m∗I | .P |λ|2`∗k
[∑
j≤0

2p∗j
]

2−kχ|y−t|∼2k . |λ|2`∗k 2−kχ|y−t|∼2k .

However for I = (j, k) ∈ F0,r we have k ≤ 0 and k ≤ r and hence it can be veri�ed
that

|λ|2`∗k ≤ |λ|2k ≤
[ (|λ|2r)p∗/p0

|λ|2`∗k
]p0/(p∗−p0)

.

Therefore |λ|2`∗k ≤ Ap∗(k)−ε∗ and so (23) follows.

Note that when k ≤ 0 and I = (j, k) ∈ F0,r (and so k � r), we have

Ap0
(k) = c0 2`0k2−r ≤ c0 2k2−r � 1.

Putting (22) and (23) together, we see that in the situation of Theorem 3.1 and
when p∗ ≥ p0, the di�erences satisfy

|Dk| .P min(Ap∗(k),Ap∗(k)−1)ε∗ 2−kχ|y−t|∼2k

for some ε∗ > 0. This allows us to sum over k and conclude that

‖S2
r − S2,∗

r ‖L2→L2 .P
∑
k

min(Ap∗(k),Ap∗(k)−1)ε∗ .P 1,

reducing matters to bounding S2,∗
r , uniformly in r - in other words, we have safely

removed term ψp∗(y − t)sp∗ from the phase.

We can now apply this argument iteratively, comparing S2,∗
r to S2,∗∗

r where the
phase in S2,∗∗

r has both ψp∗ and ψp∗∗ removed and p∗, p∗∗ ≥ p0. Notice though
that the same argument above also allows us to remove an entire tail

ψ̃p1
(y − t, s) =

∑
p≥p1

ψp(y − t)sp for some p1 ≥ p0.

In fact we may suppose that there is a p1 ≥ p0 such that |ψp1
(y − t)| ∼P |y − t|`1

for some `1 ≥ 1 and ψ
(`)
p (0) = 0 for all p ≥ p1 and all ` < `1. Otherwise ψp ≡ 0

for all p ≥ p0 and so ψ̃p0
≡ 0. Hence |ψ̃p1

(y − t, s)| ∼ c1|(y − t)`1sp1 | for some c1
and so ψ̃p1(y − t, s) can be treated in the same way as ψp1(y − t)sp1 and thus be
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removed from the phase. The above iteration then removes the remaining terms
with p0 ≤ p∗ < p1.

Hence for Theorem 3.1, the uniform (in r) L2 boundedness of S2
r is equivalent to

the uniform (in r) L2 boundedness of

Hrg(y) := χr(y)
∑

I∈F0,r

�
R
ρI(λ, y, t) g(t) dt

where

ρI(λ, y, t) =

�
R
e2πiλ(ysp0+ϕ(s)+

∑
0≤p<p0

ψp(y−t)sp) φ
(I)
I (s, y − t) ds.

Note that Pp0(s, t) = ϕ(s) +
∑

0≤p<p0
ψp(t)s

p is precisely the function featuring in
the statement of Theorem 3.1.

6.4. Back to the common analysis of Theorems 1.2 and 3.1. To unify the
notation somewhat, we will designate as Hr both the operator

S2
rg(y) = χr(y)

∑
I∈F0,r

�
R
mI(λ, y, t) g(t) dt

when we refer to Theorem 1.2 and the operator Hr in the previous section de�ned
with ρI instead of mI when we refer to Theorem 3.1. Furthermore we relabel ρI as
mI so that when we refer to Theorem 3.1,

mI(λ, y, t) =

�
R
e2πiλ(ysp0+ϕ(s)+

∑
0≤p<p0

ψp(y−t)sp) φ
(I)
I (s, y − t) ds

and when we refer to Theorem 1.2,

mI(λ, y, t) =

�
R
e2πiλ(ys+ϕ(s)+

∑
p≥0 ψp(y−t)sp) φ

(I)
I (s, y − t) ds.

Of course the functions in the phase of mI are real-analytic for Theorem 3.1 and
they are polynomials for Theorem 1.2.

We split the operator Hr = H1
r +H2

r where

H1
rg(y) := χr(y)

∑
I∈F0,r

1

�
R
mI(λ, y, t) g(t) dt,

with

F0,r
1 = {I = (j, k) ∈ F0,r : k ∈ K1} and K1 = {k : Ap(k) ≤ 1, for all p ∈ P}.

The operator H2
r is de�ned similarly where the k sum with I ∈ F0,r

2 is taken over
the complementary set K2 where at least one p ∈ P satis�es Ap(k) ≥ 1.

For H1
r , we proceed as in Section 6.2, using (22) to bound the di�erence H1

r −H1,∗
r

where H1,∗
r is de�ned the same as H1

r except with mI replaced by m∗I � see (20)
(of course for Theorem 3.1, we need to adjust appropriately the phase in m∗I � we
also note that the di�erence bound (22) still holds for mI −m∗I in the context of
Theorem 3.1). Hence (22) implies that

‖H1
r −H1,∗

r ‖L2→L2 .
∑
k∈K1

Ap∗(k)ε∗ . 1.
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Proceeding iteratively, we see that the uniform boundedness of H1
r is reduced to

the uniform boundedness of

Lrg(y) := χr(y)
∑

I∈F0,r
1

�
R
τI(λ, y, t) e

2πiλψ0(y−t)g(t)dt

where

τI(λ, y, t) =

�
R
e2πiλ(ysp0+ϕ(s)) φ

(I)
I (s, y − t) ds.

We note that Lrg(y) = χr(y)
�
Kr(y, y − t)e2πiλψ0(y−t)g(t) dt where

Kr(y, y − t) =
∑
k∈K1

2−kK(k)
r (y, 2−k(y − t))

and

K(k)
r (y, τ) =

∑
j:I=(j,k)∈F0,r

1

�
R
e2πiλ(ysp0+ϕ(s))2−jφI(2

−js, τ) ds

Hence Kr is a variable Calderón-Zygmund kernel on R; that is,�
R
Kr(y, τ) dτ = 0 for all y, and |∂`τKr(y, τ)| . |τ |−`−1 for all `, (24)

uniformly in r and y. This follows from an simple variant of (13); more precisely,
one sees that (16) remains true with φI replaced by any derivative ∂kt φI(s, t).

This puts us in a position to appeal to a theorem of Ricci and Stein in [13] on
uniform L2 bounds for oscillatory singular integral operators

Tλg(y) =

�
R
K(y − t)eiλψo(y−t) g(t) dt.

When ψ0 is a polynomial (which is the case for Theorem 1.2), Ricci and Stein
establish L2 bounds which are uniform in λ, the Calderón-Zgymund kernel K and
the coe�cients of ψ0. In [9], Pan extended this result to real-analytic phases ψ0 (the
case for Theorem 3.1). Although their results are stated and proved for classical
Calderón-Zygmund kernels, an examination of their arguments shows that the same
results hold for variable Calderón-Zygmund kernels described above in (24). At the
heart of their argument is a T ∗λTλ argument applied to dyadic pieces of the operator.
Fortunately the order of the composition is immaterial (in fact they chose the order
T ∗λTλ) but for our variable Calderón-Zygmund kernel Kr above, it is important to
take the order TλT

∗
λ so that the variable y in the �rst argument of Kr(y, y − t)

does not interact with the integration de�ning the kernels of the various TλT
∗
λ s.

We leave the details to the reader. This completes the analysis for the H1
r ; they

de�ne uniformly bounded L2 operators.

For H2
r , our goal will be to establish uniform L2 bounds for the di�erence H2

r − T ′r
where T ′r is de�ned exactly the same as H2

r except that mI(λ, y, t) is replaced by

eI(λ, y − t) =

�
R
e2πiλ(ϕ(s)+

∑
p≥0 ψp(y−t)sp) φ

(I)
I (s, y − t) ds

for Theorem 1.2 and

eI(λ, y − t) =

�
R
e2πiλ(ϕ(s)+

∑
0≤p<p0

ψp(y−t)sp) φ
(I)
I (s, y − t) ds

for Theorem 3.1. That is, for H2
r we plan to remove the term ysp0 from the phase

this time. Note that the phase in the �rst integral is precisely the original P (s, y−t).
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It is a simple matter to see that uniform boundedness of the family {T ′r} is equivalent
to the uniform boundedness of the euclidean translation-invariant family {Tr} where

Trg(y) = Kr ∗ g(y) and Kr(τ) =
∑

I∈F0,r
2

eI(λ, τ);

thus Tr is the same at T ′m without the χr(y) factor in front.

In fact from the pointwise bound |T ′rg(y)| ≤ |Trg(y)|, one direction is clear. Suppose
now that the family {T ′r} is uniformly bounded in L2 and decompose an L2(R)
function g =

∑
` g` so that the support of g̃`(t) := g`(`2

r + t) is contained in

{|t| ∼ 2r}. Since for I = (j, k) ∈ F0,r
2 , k � r, we see that if |y − t| ∼ 2k and

|t| ∼ 2r, then |y| ∼ 2r and so

Trg`(y + `2r) = Trg̃`(y) = χr(y)Tr g̃`(y) = T ′r g̃`(y).

Therefore, by almost disjointness of the supports,

‖Trg‖2L2 .
∑
`

‖Trg`‖2L2 =
∑
`

‖T ′r g̃`‖2L2 .
∑
`

‖g̃`‖2L2 =
∑
`

‖g`‖2L2 = ‖g‖2L2 .

The di�erence H2
r − T ′r is

(H2
r − T ′r)g(y) = χr(y)

�
R

∑
I∈F0,r

2

[mI(λ, y, t)− eI(λ, y − t)] g(t) dt

and so we concentrate on bounding the di�erence

D :=
∑

I∈F0,r
2

[mI − eI ] =
∑
k∈K2

∑
j:I=(j,k)∈F0,r

2

[mI − eI ] =:
∑
k∈K2

Dk.

We split K2 =
⋃
p∈P K2,p where

K2,p :=
{
k ∈ K2 : Ap(k) ≥ Ap′(k), ∀ p′ ∈ P

}
so that when k ∈ K2,p, we have Ap(k) ≥ 1 (by de�nition of K2). This gives a
corresponding splitting of H2

r − T ′r =
∑
p∈P(H2

r − T ′r)p where the summation over

I = (j, k) ∈ F0,r
2 is restricted to k ∈ K2,p.

We claim that for k ∈ K2,p,

|Dk| .P Ap(k)−εp 2−k χ|y−t|∼2k (25)

for some εp > 0. If this is the case, then we have

‖(H2
r − T ′r)p‖L2→L2 .P

∑
k∈K2,p

Ap(k)−εp . 1

and so summing over p ∈ P gives the desired uniform bound for H2
r − T ′r.

To prove (25), we �x p and k ∈ K2,p and split

Dk =
∑
j∈J1

[mI − eI ] +
∑
j∈J2

[mI − eI ] := D1
k +D2

k

into two parts; here J1 = {j : 2j ≤ (|λ|2r)−1/p0Ap(k)−σp} for some σp > 0 and J2

is the complementary range.

For D1
k, we use the di�erence in the phases of mI and eI to see that

|mI(λ, y, t)− eI(λ, y − t)| . |λy|2jp0 ∼ |λ|2r2jp0
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and so

|D1
k| . |λ|2r

[∑
j∈J1

2jp0

]
2−kχ|y−t|∼2k . Ap(k)−p0σp 2−kχ|y−t|∼2k ,

establishing (25) for D1
k. For D2

k we treat the terms mI and eI separately, bounding
|D2
k| ≤

∑
j∈J2
|mI |+

∑
j∈J2
|eI |.

We will apply both (17) and (19) to each mI and eI separately. The phase in mI is

λ
[
ysp0 +

∑
p≥1

cp,0s
p +

∑
p≥0

ψp(y − t)sp
]

for Theorem 1.2, whereas for Theorem 3.1 the sum
∑p0−1
p=0 ψp(y− t)sp is truncated.

The phase in eI is the same except the term ysp0 is not present. They both have
the sp coe�cient hp := λ(cp,0 + ψp(y − t)) unless p = 1 and we are in the setting
of Theorem 1.2. Setting this case aside for the moment, we apply (17) and (19) to
each mI and eI with respect to this common coe�cient hp. Since for some `p ≥ 1,
|ψp(y − t)| ∼ cp2

`pk when |y − t| ∼ 2k, we see that there are only O(1) values of
k where the bound |hp| ∼ |λ|cp2`pk does not hold. We add these values to the
expectional set E . Hence in this case, (17) and (19) imply

|mI |, |eI | .
[
|λ|cp2`pk2pj

]−ε0
2−kχ|y−t|∼2k (26)

for some ε0 > 0.

If in the context of Theorem 1.2 (so that p0 = 1 and hence the coe�cient c1,0 in
ϕ(s) is zero) we are considering the case p = 1, observe that the coe�cient of s
for mI , which is h1 = λ(y + ψ1(y − t)), is di�erent from the coe�cient of s for eI ,
h1 = λψ1(y− t). However in both cases, except for a few values of k (which we toss
into E), we have |h1| & |λ|c12`1k and so the estimate (26) holds in this case as well
if one chooses σ1 so that 0 < σ1 < 1.

Summing the estimates (26) over j ∈ J2 establishes (25) for D2
k and hence Dk.

This shows that the uniform L2 boundedness of Hr is equivalent to the uniform L2

boundedness of Tr.

Putting everything together, we see that the L2 boundedness of the original con-
volution operator TP,F on the Heisenberg group H1 is equivalent to the uniform in
r (and λ) L2 boundedness of the euclidean convolution operators Tr. Recall the
de�nition of the operators Tr di�ers depending on whether we are in the context of
Theorem 1.2 or Theorem 3.1. In the context of Theorem 1.2, the multiplier for Tr
is �

R
Kr(t)e

2πiηt dt =
∑

I∈F0,r
2

��
R2

e2πi(ηt+λP (s,t))φ
(I)
I (s, t) dsdt

and so the uniform L2 boundedness of the Tr is equivalent to showing that the
above sum of integrals is bounded uniformly in the parameters r, λ and η.
In the context of Theorem 3.1, the multiplier for Tr is

K̂λ
r (η) =

�
R
Kr(t)e

2πiηt dt =
∑

I∈F0,r
2

��
R2

e2πi(ηt+λPp0 (s,t))φ
(I)
I (s, t) dsdt

and uniform boundedness is equivalent to showing that K̂λ
r (η) is uniformly bounded

in r, λ and η.
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7. The conclusion of the proof of Theorem 3.1

Consider the following truncations of the multiparameter singular Radon transform
RPp0 ,K

(from the statement of Theorem 3.1):

RPp0 ,Kr
f(x, y) =

�
R2

f(x− t, y − Pp0
(s, t))Kr(s, t)dsdt

where
Kr(s, t) =

∑
I∈F0,r

2

φ
(I)
I (s, t)

is a truncation of the product kernel K. The multiplier Mr(η, λ) of RPp0
,Kr is

precisely equal to K̂λ
r (η) above.

Thus the L2(H1) boundedness of TP,F is equivalent to the uniform L2(R2) bounded-
ness of the truncations RPp0

,Kr as stated in Theorem 3.1. When K(s, t) = K(s, t) =

1/st is the double Hilbert transform kernel, the operator RPp0 ,K
and its general-

isations have been thoroughly investigated in several papers; see for example, [3],
[2], [10] and [11]. In [3] it is shown that RPp0

,K is bounded on L2 if and only if
every vertex of the Newton diagram of Pp0

has at least one even component. It is
straightforward to check that the same conclusion holds for the truncated operators
RPp0 ,Kr .

This completes the proof of Theorem 3.1.

8. The conclusion of the proof of Theorem 1.2

Consider the following truncations of the multiparameter singular Radon transform
RP,K (from the statement of Theorem 1.2):

RP,Krf(x, y) =

�
R2

f(x− t, y − P (s, t))Kr(s, t)dsdt

where
Kr(s, t) =

∑
I∈F0,r

2

φ
(I)
I (s, t)

is a truncation of the product kernel K. The multiplier Mr(η, λ) of RP,Kr is pre-
cisely equal to the multiplier of Tr; that is,

Mr(λ, η) =
∑

I∈F0,r
2

�
R2

e2πi(ηt+λP (s,t))φ
(I)
I (s, t) dsdt.

Thus the uniform L2(H1) boundedness of TP,F (where we seek uniformity over
P ∈ V∆ and the truncations F) is equivalent to the uniform L2(R2) boundedness
of RP,Kr where uniformity in r is also required. This is the main statement in
Theorem 1.2. When K(s, t) = K(s, t) = 1/st is the double Hilbert transform
kernel, we can apply Theorem 5.1 from [12] exactly as we did for the Ricci-Stein
theorem from the Introduction to conclude that

sup
r

sup
P∈V∆

‖RP,Kr‖L2(R2)→L2(R2) < ∞

if and only if every α = (α1, α2) ∈ ∆ has at least one even component. The only if
part of the statement is an easy computation of the multiplier Mr(λ, η) associated
to a single monomial P (s, t) = sjtk where both j and k are odd (see [5]).
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This completes the proof of Theorem 1.2.

Appendix A. Proof of (19)

In this appendix we give a proof of the oscillatory integral estimate (19). Recall

Ij =

�
R
e2πiQ(s) 2−jΦ(2−js) ds

where Q is either

λ
[
ysp0 +

∑
p≥1

cp,0s
p +

∑
1≤p<p0

ψp(y − t)sp
]

or

λ
[∑
p≥1

cp,0s
p +

∑
1≤p<p0

ψp(y − t)sp
]
.

For ease in notation, we will assume Q is the latter. When considering the former
instead, without loss of generality one may assume there exists an cp,0 6= 0 for some
p > p0; otherwise, we would be in the polynomial case where we can appeal to (17).

Let pn < · · · < p1 enumerate the values of 1 ≤ p < p0 such that ψp 6≡ 0. In this
case, for each 1 ≤ r ≤ n, there is an `r ≥ 1 such that |ψpr (y − t)| ∼ 2`rk whenever
|y − t| ∼ 2k. Hence hr := λ(cpr,0 + ψpr (y − t)) satis�es |hr| & |λ|2`rk whenever
|y − t| ∼ 2k � 1 and with this notation, (19) reads

|Ij | .P
[
|hpr |2pj

]−εr .
[
|λ|2`rk2prj

]−εr
(27)

for every 1 ≤ r ≤ p0 − 1 and for some εr > 0.

We �x an 1 ≤ L < p0 and establish (27) with r = L. First of all, we have
|ψpr (y− t)spr | ∼ 2`rk2prj and thus let us name these quantities θr(k, j) := 2`rk2prj ;
they will be used to control the contribution of each term of Q to some derivative
of Q itself.
We introduce a sequence of small parameters 0 < δ1 � δ2 � · · · � δL−1 � 1
depending on P , which will be chosen later, and de�ne for each 1 ≤ r ≤ L sets

Ur :=
{
j : θ1(k, j) < δ1θL(k, j),

...

θr−1(k, j) < δr−1θL(k, j),

and

θr(k, j) ≥ δrθL(k, j)
}
.

Notice that for U1 the �rst conditions are vacuous and we only stipulate θ1(k, j) ≥
δ1θL(k, j), and for UL the last condition is vacuous and we only stipulate θs(k, j) <
δsθL(k, j) for all s = 1, . . . , L − 1. It is immediate to see that these sets form a
partition of the set of all possible j's.

Suppose that j ∈ Ur for some 1 ≤ r ≤ L. We examine the pr-th derivative of Q:

Q(pr)(s) = λ
[ r∑
i=1

pi!

(pi − pr)!
ψpi(y − t)spi−pr +

p∗!

(p∗ − pr)!
c∗s

p∗−pr +O(sp∗−pr+1)
]
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where p∗ ≥ pr is the �rst exponent such that cp∗,0 6= 0. Noting |s| ∼ 2j � 1 and
j ∈ Ur, the contribution of the mixed terms with i < r is at most

CP
∑
i<r

θi(k, j)2
−prj ≤ CP (δ1 + . . .+ δr−1)θL(k, j)2−prj ,

while the contribution of the mixed term with i = r is∼ θr(k, j)2−prj > δrθL(k, j)2−prj .
By choosing the constants δi to be su�ciently small (depending on P ) and decreas-
ing fast enough we have then∣∣∣ r∑

i=1

pi!

(pi − pr)!
ψpi(y − t)spi−pr

∣∣∣ & θL(k, j)2−prj

when j ∈ Ur.

As for the contribution of the remaining terms, we have |c∗|sp∗−pr ∼ 2(p∗−pr)j . If
θL(k, j) 6∼ 2p∗j we have then |Q(pr)(s)| & |λ|θL(k, j)2−prj , implying that

|Ij | .
(
2prj |λ|θL(k, j)2−prj

)−1/pr
=
(
|λ|θL(k, j)

)−1/pr

by van der Corput's lemma. Hence (27) holds in this case.
Otherwise, in the case 2p∗j ∼ θL(k, j), we have the bound |Q(p∗)(s)| & 1 since every
2`rk � 1. Another application of van der Corput's lemma shows

|Ij | .
(
2p∗j |λ|

)−1/p∗ ∼
(
|λ|θL(k, j)

)−1/p∗
.

This completes the proof of (27).
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