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QUANTUM STOCHASTIC COCYCLES

AND COMPLETELY BOUNDED SEMIGROUPS

ON OPERATOR SPACES II

J. MARTIN LINDSAY AND STEPHEN J. WILLS

Dedicated to the memory of Ola Bratteli

Abstract. Quantum stochastic cocycles provide a basic model for time-homogeneous Mar-
kovian evolutions in a quantum setting, and a direct counterpart in continuous time to
quantum random walks, in both the Schrödinger and Heisenberg pictures. This paper is a
sequel to one in which correspondences were established between classes of quantum stochas-
tic cocycle on an operator space or C∗-algebra, and classes of Schur-action ‘global’ semigroup
on associated matrix spaces over the operator space. In this paper we investigate the stochas-
tic generation of cocycles via the generation of their corresponding global semigroups, with
the primary purpose of strengthening the scope of applicability of semigroup theory to the
analysis and construction of quantum stochastic cocycles. An explicit description is given of
the affine relationship between the stochastic generator of a completely bounded cocycle and
the generator of any one of its associated global semigroups. Using this, the structure of the
stochastic generator of a completely positive quasicontractive quantum stochastic cocycle on
a C∗-algebra whose expectation semigroup is norm continuous is derived, giving a compre-
hensive stochastic generalisation of the Christensen–Evans extension of the GKS&L theorem
of Gorini, Kossakowski and Sudarshan, and Lindblad. The transformation also provides a
new existence theorem for cocycles with unbounded structure map as stochastic generator.
The latter is applied to a model of interacting particles known as the quantum exclusion
Markov process, in particular on integer lattices in dimensions one and two.
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Introduction

This paper is a continuation of our operator space analysis of quantum stochastic cocycles
begun in [LW5]. In that paper we established correspondences between classes of completely
bounded quantum stochastic cocycle on an operator space and associated ‘global’ semigroups
of Schur-action maps on corresponding matrix spaces. This was done for a variety of types of
operator space, including operator systems, C∗-algebras and column operator spaces, and cor-
responding cocycle types, such as completely contractive, completely positive and contractive
operator cocycles. In the current paper we analyse the relationship between the stochastic
generation of such cocycles via quantum stochastic differential equations, and the generation
of corresponding global semigroups, and identify the affine transformation from one to the
other. This is used to obtain a new existence theorem for quantum stochastic differential
equations with unbounded coefficients. We also use it to characterise, directly and in full gen-
erality, the stochastic generators of completely positive quasicontractive quantum stochastic
cocycles on a C∗-algebra whose expectation semigroups are norm continuous. In view of the
fact that norm-continuous semigroups are automatically quasicontractive, this result amounts
to a full quantum stochastic extension of the well-known characterisation of the generators of
norm-continuous, completely positive semigroups on a C∗-algebra ([ChE]). The new existence
theorem for quantum stochastic cocycles is shown to be applicable to ‘structure maps’ on a
C∗-algebra whose domain is matricially square-root closed, by means of semigroup theory.
The structure relations are necessary conditions for any generated quantum stochastic cocycle
to be a quantum stochastic flow, that is to be unital and ∗-homomorphic. In turn, we con-
struct such structure maps to obtain quantum Markov exclusion processes on integer lattices
governed by quantum stochastic differential equations by applying a theorem of Bratteli and
Kishimoto.

In brief, the main results of the paper are as follows. Theorem 4.2 gives the affine transfor-
mation from stochastic generator to generator of associated global semigroup, for elementary
quantum stochastic cocycles with completely bounded stochastic generator (elementary, for-
merly cb-Markov regular, means that each of its associated semigroups is cb-norm continuous).
Theorem 5.3 is a new existence theorem for the generation of quantum stochastic cocycles.
Theorem 6.4 characterises the stochastic generator of completely positive quasicontractive
elementary quantum stochastic cocycles. Theorem 7.4 applies the above-mentioned existence
theorem to structure maps, and Theorem 8.1 demonstrates its applicability to quantum ex-
clusion processes.

The prequel of this paper contains a long motivational introduction, and extensive bibli-
ography. A detailed outline of the contents of the current paper follows.

In Section 1 we develop some theory of κ-decomposable completely bounded maps between
h-matrix spaces over operator spaces (whose definition is recalled there), for a Hilbert space
h with orthonormal basis κ. Under the identification of the matrix space with an actual
space of matrices with operator entries, determined by the basis, these κ-decomposable maps
correspond to Schur-action maps. Also, each κ-decomposable completely bounded map re-
stricts to a map between spatial tensor products of the space of compact operators on h with
the corresponding operator space. We show that this restriction is completely isometrically
reversible (Proposition 1.4). The theory is then applied to obtain a characterisation of the
generators of norm-continuous completely positive semigroups of κ-decomposable operators
on the h-matrix space over a unital C∗-algebra (Theorem 1.7). It is worth recalling that such
matrix spaces are operator systems, but typically not C∗-algebras.
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In Section 2 we investigate in detail the correspondence between continuity properties, in
the time parameter t, of completely bounded quantum stochastic cocycles and that of their
global semigroups. In Section 3 we relate quantum stochastic cocycles to a basic source,
namely quantum stochastic differential equations. In Section 4, by applying quantum sto-
chastic calculus to the appropriate ‘diagonal Weyl process’ introduced in [LW5], we compute
the affine transformation from the stochastic generator of a completely bounded quantum
stochastic cocycle to the generator of the corresponding global semigroup, and give sufficient
conditions for its injectivity (Theorem 4.2). Restricting to the global semigroups with re-
spect to an orthonormal basis of the noise dimension space, the transformation is necessarily
injective; we give the form of the (partially defined) inverse (Theorem 4.3). In Section 6,
bijectivity is demonstrated for specific classes of cocycle.

Section 5 concentrates on completely positive quantum stochastic cocycles on operator sys-
tems and C∗-algebras. We first establish a characterisation of contractivity for completely
positive quantum stochastic cocycles in terms of the generators of its associated semigroups
(Proposition 5.2). This constitutes an infinitesimal counterpart to one of the central results
of [LW5]. Using it we obtain an existence theorem for completely positive quantum stochastic
cocycles governed by a quantum stochastic differential equation with unbounded coefficient
(Theorem 5.3). In Section 6, Proposition 5.2 and the affine correspondence established in Sec-
tion 4 are employed to obtain a direct proof of the full quantum stochastic extension of the
characterisation theorem for generators of norm-continuous quantum dynamical semigroups
on a C∗-algebra A ([ChE], [Lin], [GKS]), namely a characterisation of the stochastic genera-
tors of completely positive quasicontractive elementary quantum stochastic cocycles on A with
arbitrary noise dimension space, in both the unital and nonunital cases (Theorem 6.4), com-
pleting our earlier results [LW2] and [LiP]. As an application, all ∗-homomorphic elementary
quantum stochastic cocycles are shown to be stochastically generated (Theorem 6.6).

In Section 7 we prove an existence theorem for completely positive unital quantum sto-
chastic cocycles on a unital C∗-algebra (Theorem 7.4). Our hypotheses include necessary
conditions on the coefficient map of the governing quantum stochastic differential equation
for the solution to be a quantum stochastic flow, by which we mean a quantum stochastic
cocycle which is unital and ∗-homomorphic. As a consequence, the existence theorem dove-
tails very nicely with recent work on such flows ([DGS]) in which our conclusion coincides
with their standing hypothesis. A corollary of the theorem is that completely bounded struc-
ture maps generate quantum stochastic cocycles that are necessarily completely positive and
contractive.

In the final section we demonstrate the applicability of the existence theorem by construct-
ing quantum exclusion processes as dilations of the quantum Markov semigroups introduced
in [Reb]; the methods used in [BW1] and [BW2] differ from, but are nicely complementary
to, those employed here.

Notation. The symbols ⊗ , ⊗ and ⊗ are used to denote respectively the algebraic, spatial
and ultraweak tensor products. The C∗-algebra of compact operators on a Hilbert space h is
denoted K(h). For vectors ξ ∈ h and ξ′ ∈ h′, using Dirac-inspired notation of bras and kets,
we set

Eξ := IH⊗|ξ〉 ∈ B(H;H⊗h), p(ξ) := IH⊗|ξ〉〈ξ| ∈ B(H⊗h) and Eξ
′

:= IH′⊗〈ξ| ∈ B(H′⊗h′;H′),

where the Hilbert spaces H and H′ should always be clear from context. Thus Eξ = (Eξ)
∗,

p(ξ) = EξE
ξ, and, for T ∈ B(H ⊗ h;H′ ⊗ h′), Eξ

′
TEξ =

(
idB(H;H′)⊗ωξ′,ξ

)
(T ) for the vector
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functional ωξ′,ξ : B(h; h′) → C, A 7→ 〈ξ′, Aξ〉. The indicator function of a set A is denoted
1A. This notation is extended to vector-valued functions f : R+ → V and subintervals I of
R+ as follows: fI denotes the function from R+ to V which agrees with f on I and is zero
outside I. In particular we apply this to vectors in V , by viewing them as constant functions
from R+ to V . Thus, for v ∈ V and t ∈ R+, v[0,t[ is the function equal to v on [0, t[ and zero
on [t,∞[. We use the symbol ⊂⊂ to denote subset of finite cardinality.

Terminology. Quantum stochastic analysis is the analysis of noncommutative processes
adapted to the intrinsic operator filtration of a symmetric Fock space over L2(R+; k) for a
(noise, or multiplicity) Hilbert space k ([L]). In particular, quantum stochastic differential
equations are with respect to Fock space creation, preservation and annihilation processes in
the sense of Hudson and Parthasarathy ([HuP], [Par]). This class of filtrations is universal
for tensor independence in various senses (see e.g. [SSS]). Thus quantum stochastic cocycle
is a shorthand for Markovian cocycle, in the sense of Accardi ([Acc], [AFL]), specific to the
context of Fock filtrations. We stress that ‘classical’ processes are not excluded. Indeed these
arise naturally when the cocycle is governed by a quantum stochastic differential equation
whose coefficient map takes a particular form; this is nicely illustrated in [KuM].

1. Matrix spaces and κ-decomposability

In this section we recall some of the results concerning matrix spaces developed in [LW5] and
further extend these. Throughout we work with concrete operator spaces, that is, norm-closed
subspaces of B(H;H′) for some Hilbert spaces H and H′. The exceptions are Propositions 1.4
and 1.5 which concern operator spaces of completely bounded maps. Excellent references for
operator spaces, operator systems and completely bounded maps are [EfR], [Pau] and [Pis];
see also [BlL] for operator algebras from this perspective. For more on matrix spaces, see [L].

For the rest of the paper V and W denote generic (concrete) operator spaces.

Spaces of matrices. For an index set I,

MI(V)b :=
{
A ∈ MI(V) : sup

J⊂⊂I
‖A[J ]‖ <∞

}
,

where MI(V) denotes the vector space of matrices A = [aij ]i,j∈I with entries in V, and, for

J ⊂⊂ I, A[J ] ∈ MJ (V) denotes the J × J -truncation of A to a finite matrix. This has
a natural operator space structure ([EfR], Chapter 10). When V is an operator algebra the
Schur product on MI(V)

[aij ] · [bij ] := [aijb
i
j ]

restricts to MI(V)b. Let DI(V) and DI(V)b denote the corresponding subspaces of diagonal
matrices, so that

DI(V)b :=
{

[aij ] ∈ MI(V) : aij = 0 if i 6= j and sup
i∈I
‖aii‖ <∞

}
.

Matrix spaces. If B(H;H′) is the ambient full operator space of V then, for any Hilbert
spaces h and h′, we call the operator space

V ⊗M B(h; h′) :=
{
T ∈ B(H⊗ h;H′ ⊗ h′) : ExTEy ∈ V for all x ∈ h′, y ∈ h

}
the h-h′-matrix space over V (or h-matrix space when h′ = h). Note that it suffices to verify
the membership condition for x and y running through total subsets of h′ and h such as
orthonormal bases. Thus V⊗MB(h) contains the operator space V⊗K(h), and is an operator
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system when V is. Note, however, that it is typically not a C∗-algebra when V is, unless h is
finite dimensional. To any completely bounded operator ϕ : V→W, and Hilbert space h, the
map ϕ⊗ idB(h) extends uniquely to a bounded operator ϕ⊗MidB(h) : V⊗MB(h)→W⊗MB(h),
satisfying

Ex(ϕ⊗M idB(h)(T ))Ey = ϕ(ExTEy), T ∈ V ⊗M B(h), x, y ∈ h.

This is consistent with two well-known extensions, namely ϕ ⊗ idK(h) and, when ϕ is an

ultraweakly continuous completely bounded map between dual operator spaces, also ϕ⊗ idB(h)

([EfR]). These h-matrix liftings are completely bounded and satisfy ‖ϕ⊗M idB(h)‖cb = ‖ϕ‖cb.
If W is explicitly of the form U⊗M B(K;K′), for some operator space U and Hilbert spaces K
and K′, we write

ϕh for Π ◦ (ϕ⊗M idB(h)) : V ⊗M B(h)→ U⊗M B(h⊗ K; h⊗ K′), (1.1)

Π being the tensor flip U ⊗M B(K ⊗ h;K′ ⊗ h) → U ⊗M B(h ⊗ K; h ⊗ K′). If B(H;H′) is the
ambient full operator space of V then, for any ultraweakly continuous completely bounded
map χ : B(K;K′)→ B(h; h′), the map idB(H;H′)⊗χ restricts to a map

idV⊗M χ : V ⊗M B(K;K′)→ V ⊗M B(h; h′).

Matrix spaces are thus an abstraction of the above operator spaces of matrices. Specifi-
cally, any choice of orthonormal basis κ = (ei)i∈I for h determines the completely isometric
isomorphism (i.e. linear isomorphism each of whose matrix liftings is an isometry)

V ⊗M B(h) ∼= MI(V)b, T ←→ κT = [T ij ]i,j∈I , where T ij := EeiTEej ∈ V. (1.2)

Let V ⊗M Dκ(h) denote the subspace of the matrix space tensor product that corresponds
to DI(V)b under the above identification. In contrast to V ⊗M B(h), this operator space is
manifestly κ-dependent. Note that

V ⊗M Dκ(h) =
{
T ∈ V ⊗M B(h) : Tp(ej) = p(ej)T for all j ∈ I

}
.

We have frequent recourse to ampliations of the following kind, for an operator space V and
Hilbert space h:

ιVh : V→ V ⊗M B(h), a 7→ a⊗ Ih. (1.3)

Schur isometries and products. For a Hilbert space h with orthonormal basis κ = (ei)i∈I ,
let Sκ : h → h ⊗ h denote the Schur isometry defined by continuous linear extension of the
map ei 7→ ei ⊗ ei, and let Σκ : B(h)→ B(h⊗ h) be the corresponding Schur homomorphism,
T 7→ SκTS

∗
κ. Thus Σκ is an injective normal ∗-homomorphism; its natural left inverse is the

normal completely positive unital map Υκ : R 7→ S∗κRSκ. Note that

Σκ(K(h)) ⊂ K(h⊗ h) and Υκ(K(h⊗ h)) = K(h).

Lemma 1.1. The following hold :(
idV⊗M Σκ

)(
V ⊗M B(h)

)
⊂
(
V ⊗K(h)

)
⊗M B(h), and (1.4)

V ⊗M B(h) =
(

idV⊗MΥκ

)(
(V ⊗K(h))⊗M B(h)

)
. (1.5)

Proof. Let T ∈ V⊗M B(h) and i, j, l ∈ I, and let B(K;K′) be the ambient full operator space
of V. The identity

(Ih ⊗ 〈el|)Sκ = |el〉〈el|
gives

Eei
(

idV⊗MΣκ

)
(T )Eej = Eei(IK′ ⊗ Sκ)T (IK ⊗ S∗κ)Eej = p(ei)Tp(ej). (1.6)
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However

p(ei)Tp(ej) = EeiTEej ⊗ |ei〉〈ej | ∈ V ⊗K(h),

and so inclusion (1.4) holds. Since idV⊗MΥκ is a left inverse for idV⊗MΣκ, (1.5) follows
from (1.4). �

Remarks. Note that under the identification (1.2), equation (1.6) says that
(

idV⊗MΣκ

)
(T )

is a matrix of matrices in which the (i, j)-block has only one nonzero component, namely T ij
in the (i, j)-place of that block.

The map idB(h)⊗Υκ takes a matrix of matrices and transforms it into a matrix by selecting
appropriately from each block. This is an instructive viewpoint for appreciating the next few
results.

The κ-Schur product on B(K⊗ h) is defined by

R ·κ T :=
(

idB(K)⊗Υκ

)(
(R⊗ Ih)(IK ⊗Π)(T ⊗ Ih)(IK ⊗Π)

)
where Π denotes the unitary tensor flip on h ⊗ h. The terminology is justified since, under
the identification (1.2),

(R ·κ T )ij = RijT
i
j .

The following generalisation of a well-known property of Schur products of complex matri-
ces is easily verified.

Lemma 1.2. Let R ∈ B(K⊗ h) and T ∈ IK ⊗B(h). If R and T are both nonnegative then so
is R ·κ T .

κ-decomposability. Let h be a Hilbert space with orthonormal basis κ = (ei)i∈I . A map
φ ∈ B(V ⊗M B(h);W ⊗M B(h)) is called κ-decomposable if it satisfies any of the following
equivalent conditions: for each T ∈ V ⊗M B(h) and i, j ∈ I,

(i) Eeiφ(T )Eej = Eeiφ(p(ei)Tp(ej))Eej ; or

(ii) p(ei)φ(T )p(ej) = p(ei)φ(p(ei)Tp(ej))p(ej); or

(iii) p(ei)φ(T )p(ej) = φ(p(ei)Tp(ej)).

The same definition applies to maps ψ ∈ B(V ⊗ K(h);W ⊗ K(h)). We use the respective
notations

Bκ-dec

(
V ⊗M B(h);W ⊗M B(h)

)
and Bκ-dec

(
V ⊗K(h);W ⊗K(h)

)
and similarly for spaces of completely bounded κ-decomposable maps. Note that these sub-
spaces are norm closed.

Thus a κ-decomposable map φ : V⊗MB(h)→W⊗MB(h) has Schur action. That is, under
the identifications (1.2) determined by κ, for each i, j ∈ I,

φ(T )ij = φij(T
i
j ), for the map

φij : a 7→ Eeiφ
(
EeiaE

ej
)
Eej .

(1.7)

The resulting Schur-action map [φij ]· : MI(V)b → MI(W)b is denoted κφ. Note that if

ϕ ∈ CB(V;W) then ϕ⊗M idB(h) is κ-decomposable, with (ϕ⊗M idB(h))
i
j = ϕ for every i and j.

Note also that if φ ∈ Bκ-dec

(
V⊗MB(h);W⊗MB(h)

)
then φ

(
a⊗|ei〉〈ej |

)
= φij(a)⊗|ei〉〈ej |,

for a ∈ V and i, j ∈ I. It follows that

φ
(
V ⊗K(h)

)
⊂W ⊗K(h).
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Restriction therefore induces a map

Φ : CBκ-dec

(
V ⊗M B(h);W ⊗M B(h)

)
→ CBκ-dec

(
V ⊗K(h);W ⊗K(h)

)
. (1.8)

In Proposition 1.4 below, we see that there is a satisfactory extension map inverting Φ.

Lemma 1.3. Let φ ∈ CBκ-dec(V ⊗M B(h);W ⊗M B(h)). Then(
φ⊗M idB(h)

)
◦
(

idV⊗MΣκ

)
=
(

idW⊗MΣκ

)
◦ φ. (1.9)

Proof. For T ∈ V ⊗M B(h) and i, j ∈ I, applying (1.6) gives both

Eei
(
φ⊗M idB(h)

)
◦
(

idV⊗MΣκ

)
(T )Eej = φ

(
Eei(idV⊗MΣκ)(T )Eej

)
= φ(p(ei)Tp(ej))

and
Eei
(
(idW⊗MΣκ) ◦ φ

)
(T )Eej = p(ei)φ(T )p(ej).

Thus (1.9) follows by κ-decomposability of φ. �

By (1.4), the map idV⊗MΣκ co-restricts to a map
(

idV⊗MΣκ

)′ ∈ CB(V ⊗M B(h); (V ⊗
K(h))⊗M B(h)

)
.

Proposition 1.4. The map Φ defined in (1.8) is a completely isometric isomorphism whose
inverse Ψ is the extension map given by

Ψ : ψ 7→
(

idW⊗MΥκ

)
◦
(
ψ ⊗M idB(h)

)
◦
(

idV⊗MΣκ

)′
. (1.10)

Proof. Let Ψ be the map (1.10). Then, for ψ ∈ CBκ-dec

(
V⊗K(h);W⊗K(h)

)
, T ∈ V⊗MB(h)

and i, j ∈ I,

EeiΨ(ψ)(T )Eej = Eei⊗ei(ψ ⊗M idB(h))
(
(idV⊗MΣκ)(T )

)
Eej⊗ej

= Eeiψ
(
Eei(idV⊗MΣκ)(T )Eej

)
Eej

= Eeiψ
(
p(ei)Tp(ej)

)
Eej

by (1.6). Thus Ψ(ψ) is κ-decomposable. To see that Ψ inverts Φ, pick φ ∈ CBκ-dec

(
V ⊗M

B(h);W ⊗M B(h)
)

and set ψ = Φ(φ) then ψ(p(ei)Tp(ej)) = φ(p(ei)Tp(ej)) and so

EeiΨ(ψ)(T )Eej = Eeiφ(T )Eej

by κ-decomposability of φ and ψ. Thus Ψ(ψ) = φ, hence Ψ is a left inverse for Φ. On the
other hand, let ψ ∈ CBκ-dec

(
V⊗K(h);W⊗K(h)

)
and T ∈ V⊗K(h) then ψ(T ) ∈W⊗K(h)

and, by κ-decomposability of ψ,

Eeiψ(T )Eej = Eeiψ(p(ei)Tp(ej))Eej = EeiΨ(ψ)(T )Eej .

It follows that Φ(Ψ(ψ)) = ψ. Thus Ψ is a right inverse too.
Now Ψ is a composition of complete contractions and Φ is clearly completely contractive.

Therefore Φ is a complete isometry and the result follows. �

Remark. Clearly the extension map Ψ preserves complete positivity when V and W are
C∗-algebras or operator systems.

We use Proposition 1.4 at the end of this section. A generalisation of the extension proce-
dure in the following result underlies the transformations discussed in Theorems 4.2 and 4.3.

Proposition 1.5. The prescription ϕ 7→ (idW⊗MΥκ) ◦ (ϕ ⊗M idB(h)) defines an injective
complete contraction

Ξ : CB
(
V;W ⊗M B(h)

)
→ CBκ-dec

(
V ⊗M B(h);W ⊗M B(h)

)
. (1.11)
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Proof. Set φ = (idW⊗MΥκ) ◦ (ϕ⊗M idB(h)) where ϕ ∈ CB
(
V;W ⊗M B(h)

)
. Then

Eeiφ(T )Eej = Eeiϕ(EeiTEej )Eej , T ∈ V ⊗M B(h), i, j ∈ I.
It follows that φ is κ-decomposable, and that

Eeiϕ(a)Eej = Eeiφ(a⊗ |ei〉〈ej |)Eej , a ∈ V, i, j ∈ I,
which implies that ϕ = 0 if φ = 0. Thus the prescription (1.11) defines a linear injection
Ξ between the given spaces. Being a composition of complete contractions, Ξ is a complete
contraction. �

Remarks. (i) Reverting to the matrix viewpoint, for ϕ ∈ CB(V;W ⊗M B(h))

Ξ(ϕ)←→
(
[aij ] 7→ [ϕij(a

i
j)]
)

where ϕ←→
[
ϕij := Eeiϕ(·)Eej

]
. (1.12)

(ii) If h is finite dimensional then Ξ is bijective since it has right inverse φ 7→ φ◦β for the map
β : V→ V⊗MB(h), a 7→ a⊗|eI〉〈eI | where eI :=

∑
i∈I ei. However, if h is infinite dimensional

then Ξ need not be bijective; for example if W = V 6= {0} then idV⊗MB(h) /∈ Ran Ξ.

Representations and semigroup generators. We conclude this section by applying the
above techniques to obtain an extension of the Christensen–Evans characterisation of the
generators of norm-continuous, completely positive semigroups on a C∗-algebra to norm-
continuous, κ-decomposable semigroups on a matrix space over a C∗-algebra. The argument
is based on the following slight generalisation of the well-known representation theory of K(k).

Lemma 1.6. Let (Π,H) be a representation of A⊗K(h) for a unital C∗-algebra A and Hilbert
space h. Then there is a unital representation (π,K) of A and isometry V ∈ B(K ⊗ h;H)
satisfying

Π(A) = V
(
π ⊗ idK(h)

)
(A)V ∗, A ∈ A⊗K(h). (1.13)

Proof. We may assume that h 6= {0} and so choose a unit vector e in h. Set K := PH, where
P ∈ B(H) is the orthogonal projection Π(1A ⊗ |e〉〈e|), and let J be the inclusion K → H.
Then JJ∗ = P so the prescription a 7→ J∗Π

(
a ⊗ |e〉〈e|

)
J defines a unital representation

π : A→ B(K). Since〈
Π
(
1A ⊗ |x〉〈e|

)
Jξ,Π

(
1A ⊗ |x′〉〈e|

)
Jξ′
〉

= 〈x, x′〉〈ξ, ξ′〉

for ξ, ξ′ ∈ K, x, x′ ∈ h, there is a unique isometry V ∈ B(K⊗ h;H) satisfying

V (ξ ⊗ x) = Π
(
1A ⊗ |x〉〈e|

)
Jξ,

for all ξ ∈ k and x ∈ h. To establish (1.13) it suffices, by linearity and continuity, to show
that 〈

ζ,Π(a⊗ |x〉〈x′|)ζ ′
〉

= 〈ζ, V (π(a)⊗ |x〉〈x′|)V ∗ζ ′〉 (1.14)

for all a ∈ A, x, x′ ∈ h and ζ, ζ ′ ∈ H. But, for such elements, Π(a ⊗ |x〉〈x′|)ζ ′ = V (ξ′ ⊗ x)
where ξ′ = J∗Π(a⊗ |e〉〈x′|)ζ ′, so it is in fact sufficient to take ζ and ζ ′ of the form V (ξ ⊗ y)
and V (ξ′⊗ y′) where ξ, ξ′ ∈ K and y, y′ ∈ h. For such choices it is easily verified that equality
holds in (1.14) with common value 〈ξ, π(a)ξ′〉〈y, x〉〈x′, y′〉. �

Theorem 1.7. Let A be a unital C∗-algebra acting nondegenerately on h, let h be a Hilbert
space with orthonormal basis κ and let P = (Pt)t>0 be a norm-continuous semigroup of κ-
decomposable bounded operators on the operator system A ⊗M B(h) with generator ψ. Then
P is completely positive if and only if ψ has the form

ψ : A 7→ T (π ⊗M idB(h))(A)T ∗ +NA+AN∗ (1.15)
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for a unital representation (π,K) of A and operators T ∈ B(K; h)⊗B(h) and N ∈ B(h ⊗ h).
Moreover, T and N are necessarily κ-diagonal, and may be chosen so that N ∈ A′′⊗B(h).

Proof. Let ψ0 and P 0 denote the κ-decomposable operator and semigroup on A ⊗K(h) ob-
tained by restriction of ψ and P . Since completely positive maps as well as maps of the
form (1.15) are completely bounded, Proposition 1.4 and its accompanying remark imply
that P is a completely positive semigroup if and only if P 0 is, and ψ is given by (1.15), for
some unital representation (π,K) of A and (κ-diagonal) operators T ∈ B(K; h)⊗B(h) and
N ∈ B(h⊗ h), if and only if ψ0 has the form

ψ0 : A 7→ T
(
π ⊗ idK(h)

)
(A)T ∗ +NA+AN∗ (1.16)

for the same π, K, T and N .
Now if ψ0 has the form (1.16) then it is conditionally completely positive, and hence

generates a completely positive semigroup ([EvK], Theorem 4.27).
Conversely, if ψ0 is the generator of a completely positive semigroup then, by Theorem 3.1

of [ChE], Stinespring’s Theorem and Lemma 1.6, it must have the form (1.16), for a unital rep-

resentation (π,K) of A and operators T ∈ B(K; h)⊗B(h) and N ∈
(
A⊗K(h)

)′′
= A′′⊗B(h).

It therefore only remains to show that the κ-decomposability of ψ0 implies that T and N
must be κ-diagonal. We may assume that dim h > 2. Let κ = (ei)i∈I and pick j ∈ I. Then

ψ0
(
1A ⊗ |ej〉〈ej |

)
= TEejE

ejT ∗ +NEejE
ej + EejE

ejN∗

and so, by the κ-decomposability of ψ0,

EeiTEejE
ejT ∗Eek + δj,kE

eiNEej + δi,jE
ejN∗Eek = 0

unless i = k = j, where δ is the Kronecker delta. Setting i = k 6= j shows that T is κ-diagonal.
Setting i 6= j = k shows that N is κ-diagonal too. �

Remark. Under the identification A ⊗M B(h) ∼= MI(A)b, induced by the choice of basis κ,
and corresponding identifications for the κ-decomposable maps (as in (1.2) and (1.7)), ψ is
given by κψ = [ψij ]· where

ψij : a 7→ tiπ(a)t∗j + nia+ an∗j

for ti = EeiTEei and ni = EeiNEei .

2. Quantum stochastic cocycles and associated semigroups

For the rest of the paper we let B(h; h′) be the ambient full operator space of V (or B(h) in
case V is an operator system or C∗-algebra). We also let k be a fixed Hilbert space, referred
to as the noise dimension space. Set

k̂ = C⊕ k and, for each x ∈ k, x̂ :=

(
1
x

)
. (2.1)

The quantum Itô projection is the orthogonal projection ∆ ∈ B(k̂) with range {0} ⊕ k;
whenever there is no danger of confusion, its ampliations are denoted by the same symbol.
When η = (di)i∈I0 is an orthonormal basis for k (with 0 /∈ I0), we set I := {0}∪I0 and define

an orthonormal basis η = (eα)α∈I for k̂ by

e0 := d̂0 =

(
1
0

)
where d0 := 0 ∈ k and, for i ∈ I0, ei :=

(
0
di

)
; (2.2)
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thus

T(η) := {dα : α ∈ I} = {0} ∪ {di : i ∈ I0} (2.3)

is a total subset of k containing 0.
For each subinterval J of R+ let FJ denote the symmetric Fock space over L2(J ; k), drop-

ping the subscript when J = R+. We use normalised exponential vectors

$(f) := e−
1
2
‖f‖2((n!)−1/2f⊗n

)
n>0

, f ∈ L2(R+; k);

these are linearly independent in F . For any subset T of k containing 0, we set

ET := Lin{$(f) : f ∈ ST},

where ST denotes the collection of (right continuous) T-valued step functions in L2(R+; k).
The subscript is dropped when T = k. If T is total in k then ET is total in F ([Ske]). For a
proof of this, together with the basics of quantum stochastic analysis and QS cocycles, and
extensive references, we refer to [L]; see also [Fag]. The Fock–Weyl operators are the unitary
operators on F defined by continuous linear extension of the following prescription:

W (f) : $(g) 7→ e−i Im〈f,g〉$(f + g), f, g ∈ L2(R+; k).

Quantum stochastic cocycles. By a quantum stochastic process on V with noise dimension
space k we mean a family of linear maps

kt : V→ L(E ;V ⊗M |F〉) ⊂ L(h⊗E ; h′ ⊗F), t ∈ R+,

which is adapted and pointwise weakly measurable:

kt(a)E$(g[0,t[) ∈ V ⊗M |F[0,t[〉 ⊗ |$(0|[t,∞[)〉, and

s 7→ 〈ζ, ks(a)u$(g)〉 is measurable

for all a ∈ V, t > 0, g ∈ S, u ∈ h and ζ ∈ h′ ⊗F . We refer to h⊗E as the exponential domain
for the process k. A (completely) bounded, completely positive or completely contractive QS
process on V is a QS process k on V for which each kt has that property, in which case kt(a)
will also denote the continuous extension of this bounded operator to all of h ⊗ F . Here we
invoke the natural identification (cf. [LW5], Proposition 2.4) and inclusion

CB(V;V ⊗M B(F)) = CB(V;CB(|F〉;V ⊗M |F〉))
⊂ L(V;L(E ;V ⊗M |F〉).

Adaptedness implies that a process k is determined by the family of functions {kf,g : f, g ∈ S}
in L(V) defined by

kf,gt := E$(f[0,t[)kt(·)E$(g[0,t[), t > 0.

A QS process k on V is a (weak) quantum stochastic cocycle on V if

kf,g0 = idV and kf,gr+t = kf,gr ◦ k
s∗rf,s

∗
rg

t (2.4)

for all f, g ∈ S and r, t > 0 ([LW2], [DLT]). Here (s∗r)r>0 denotes the semigroup of left shifts
on L2(R+; k). The collection of QS cocycles on V with noise dimension space k is denoted
QSC(V, k). We say that k ∈ QSC(V, k) has a hermitian conjugate QS cocycle if

Dom kt(a)∗ ⊃ h′⊗E for all t ∈ R+, a ∈ V, and k† :
(
a∗ 7→ kt(a)∗|h′⊗E

)
t>0
∈ QSC(V†, k)
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where V† is the adjoint operator space {a∗ : a ∈ V}. When V is an operator system or
C∗-algebra (or, more generally, when V is hermitian: V† = V), we set

QSCh(V, k) := {k ∈ QSC(V, k) : k is hermitian} (2.5)

where “k is hermitian” amounts to kt(a)∗ ⊃ kt(a
∗), for all t ∈ R+ and a ∈ V. When V is an

operator system we also set

QSCu(V, k) := {k ∈ QSC(V, k) : k is unital} (2.6)

where “k is unital” means that kt(1) ⊂ Ih⊗F for all t ∈ R+.
When k is a completely bounded QS process, condition (2.4) is equivalent to the following,

which is more recognisable as a cocycle identity:

k0 = ιVF and kr+t = k̂r ◦ σr ◦ kt, r, t > 0, (2.7)

where ιVF is the ampliation introduced in (1.3) and k̂r denotes the natural (matrix-space)
tensor extension of kr to the range of σr (see [LW5], Section 5). We refer to such processes
as completely bounded QS cocycles, and denote the class of these by QSCcb(V, k). When V is
a C∗-algebra or operator system, we similarly write

QSCcp(V, k), QSCcpc(V, k) and QSCcpu(V, k)

for the respective subclasses of completely positive, completely positive contractive and com-
pletely positive unital QS cocycles.

Remark. In [LW5] all QS cocycles were assumed to be completely bounded (and the mea-
surability condition was not imposed). The reason for dealing with weak QS cocycles here,
and elsewhere, is that solutions of the QS differential equation (3.3) with completely bounded
coefficients are of this type — but k need not be completely bounded. Indeed, kt(a) need not
even be a bounded operator.

QS cocycles k have associated semigroups, defined by

Px,yt = E$(x[0,t[)kt(·)E$(y[0,t[), x, y ∈ k,

and, for each f, g ∈ S, the semigroup decomposition of QS cocycles represents kf,gt in terms
of these semigroups ([LW5], Proposition 5.1). When it is bounded a QS cocycle is thereby
determined by the family of semigroups {Px,y : x, y ∈ T} for any total subset T of k containing
0. A QS cocycle is elementary if each of its associated semigroups is completely bounded and
cb-norm continuous. Note. We have previously used the terminology ‘cb-Markov regular’.
We write El-QSC(V, k) for this class of cocycle. For a completely bounded QS cocycle k which
is locally bounded in cb-norm, cb-norm continuity for any one of the associated semigroups,
such as the vacuum-expectation semigroup P0,0, implies that k is elementary. This is a
simple consequence of the continuity of the normalised exponential map $ : L2(R+; k)→ F .
Similarly for such cocycles either all or none of the associated semigroups are C0-semigroups.
Part (c) of Theorem 2.3 below includes the analogous result for continuity in cb-norm.

A completely bounded QS cocycle k with locally bounded cb-norm is necessarily exponen-
tially bounded in cb-norm: there is M > 1 and β ∈ R such that

‖kt‖cb 6Meβt, t ∈ R+ (2.8)

([LW5], Proposition 5.4). Following the terminology of semigroup theory, we refer to the
quantity inf

{
β ∈ R : supt>0 e

−βt‖kt‖cb < ∞
}
∈ [−∞,∞] as the (exponential) growth bound
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of k, set

QSCβ
qc(V, k) :=

{
k ∈ QSCcb(V, k) : (2.8) holds with M = 1

}
, and

QSCqc(V, k) :=
⋃
β∈R

QSCβ
qc(V, k),

and call elements of the latter class of cocycles cb-quasicontractive. Thus, for a C∗-algebra
A, El-QSCcpqc(A, k) denotes the class of completely positive quasicontractive elementary QS
cocycles on A with noise dimension space k.

Remark. Let k ∈ QSCcpqc(A, k) for a C∗-algebra A. If its vacuum expectation semigroup is
norm continuous then, by the Christensen–Evans theorem ([ChE]), it has completely bounded
generator and so is cb-norm continuous, and therefore (being locally bounded in cb-norm)
the QS cocycle k is elementary.

Let h be a Hilbert space. A suitably measurable, Fock-adapted family of operators X =
(Xt)t>0 in B(h ⊗ F) is a bounded left quantum stochastic operator cocycle on h (with noise
dimension space k) if

X0 = Ih⊗F and Xr+t = Xrσr(Xt), r, t ∈ R+.

For x, y ∈ k, P x,y :=
(
E$(x[0,t[)XtE$(y[0,t[)

)
t>0

defines its (x, y)-associated semigroup of oper-

ators on h; X is elementary if all of these are norm continuous. Again, if X is locally bounded
then norm continuity for any one of its associated semigroups implies that X is elementary.
Important examples are the Weyl cocycles, (W (z[0,t[))t>0 (z ∈ k), much used in quantum
stochastic calculus (see [L], pages 247–9). We use the notations El-QSCb(h, k), QSCqc(h, k)
etc.

Connections between operator cocycles and mapping cocycles are described in Proposi-
tion 5.5 of [LW5]. In this paper we shall use the following one: given bounded left QS
operator cocycles X and Y on h, the prescription

kt(T ) := Xt(T ⊗ IF )Y ∗t (T ∈ B(h), t ∈ R+)

defines a completely bounded cocycle k on B(h).

Associated Γ-cocycle and global Γ-semigroup. An important idea of Accardi and Koz-
yrev ([AcK]), expanded on at length in [LW5], is to gather associated semigroups of a QS
cocycle into a matrix. For any index set I, let (δα)α∈I denote the standard orthonormal basis
for l2(I). Then, given a map Γ : I → k, define unitaries WΓ

t ∈ B(l2(I)⊗ F), for t ∈ R+, by
continuous linear extension of the rule

δα ⊗ ξ 7→ δα ⊗W
(
Γ(α)[0,t[

)
ξ, α ∈ I, ξ ∈ F . (2.9)

Note that WΓ
t ∈ DI

(
B(F)

)
b

under the identification (1.2). We adapt this notation in two

special cases: if I = {0} ∪ I0 and η = (di)i∈I0 is a basis for k then we write W η = WΓ for
the map Γ : I → k, α 7→ dα (recall our convention (2.2)); if n ∈ N and x = (x1, · · · , xn) ∈ kn,
set Wx = WΓ for the map Γ : {1, · · · , n} → k, i 7→ xi.

The following is Proposition 5.9 of [LW5]. Recall the notation (1.1).

Proposition 2.1. Let k ∈ QSCcb(V, k), with associated semigroups {Px,y : x, y ∈ k}, and let
B(h; h′) be the ambient full operator space of V. Then, for any set I and map Γ : I → k,
setting h = l2(I), (

(Ih′ ⊗WΓ
t )∗kht (·)(Ih ⊗WΓ

t )
)
t>0
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defines a cocycle kΓ ∈ QSCcb

(
V ⊗M B(h), k

)
that has Schur-action under the identifica-

tions (1.2); its vacuum-expectation semigroup is given by the Schur-action prescription

PΓ
t : [aαβ ] 7→

[
PΓ(α),Γ(β)
t (aαβ)

]
where, for each x, y ∈ k, Px,y is the (x, y)-associated semigroup of k.

Remarks. We use the notation kη, Px, etc. in the special cases noted above for Γ. Also, for
each set I and map Γ : I → k, the semigroup PΓ clearly leaves V⊗K(h) invariant; we denote
the resulting restriction by PΓ,K .

Continuity. We now collect together the basic relationships between continuity for QS cocy-
cles and continuity for associated semigroups. We also highlight some implications of strength-
ened continuity hypotheses which render them inappropriate. Some hybrid locally convex
topologies on spaces of the form B(H ⊗ h;H′ ⊗ h) are needed. These are the h-ultraweak
topology defined by the seminorms

pω : T 7→ ‖(idB(H;H′)⊗ω)(T )‖, ω ∈ B(h)∗,

and the h-weak topology defined by the seminorms

px,y : T 7→ ‖ExTEy‖, x, y ∈ h.

Thus px,y = pωx,y for the vector functional

ωx,y : R 7→ 〈x,Ry〉, x, y ∈ h. (2.10)

Note that, for any operator space V in B(H;H′), the matrix space V ⊗M B(h) is the closure
of the algebraic tensor product V⊗B(h) with respect to either of these topologies, and the
two topologies coincide on norm-bounded subsets of B(H ⊗ h;H′ ⊗ h). See Sections 2 and 3
of [LW5] for more details. Moreover, V⊗K(h) is dense in V⊗MB(h) with respect to the weak
and strong operator topologies on B(H⊗ h;H′ ⊗ h).

For a set I and bounded map Γ : I → k, set

wΓ
t := WΓ

t E$(0) ∈ B(l2(I); l2(I)⊗F), t ∈ R+.

Lemma 2.2. For all t ∈ R+, ‖wΓ
t − wΓ

0 ‖ =
√

2(1− e−tM ), where M = sup
α∈I
‖Γ(α)‖2/2.

Proof. Let t ∈ R+. Then wΓ
t − wΓ

0 ∈ DI(|F〉)b and, for all α ∈ I,

‖(wΓ
t − wΓ

0 )δα‖2 = ‖δα ⊗
(
$(Γ(α)[0,t[)−$(0)

)
‖2 = 2(1− e−t‖Γ(α)‖2/2).

The result follows. �

Theorem 2.3. Let k ∈ QSCcb(V, k), with locally bounded cb-norm. Then the following sets
of equivalences hold :

(a) (i) k is pointwise ultraweakly continuous.
(ii) PΓ is pointwise ultraweakly continuous for every k-valued map Γ.

(iii) Px,y is pointwise ultraweakly continuous for all x, y ∈ k.
(iv) Px,y is pointwise ultraweakly continuous for all x, y ∈ T, for some total subset T

of k containing 0.

Suppose that V is ultraweakly closed and each map Px,yt is ultraweakly continuous.
Then there is a further equivalence:
(v) Px,y is pointwise ultraweakly continuous at 0 for some x, y ∈ k.
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(b) (i) k is pointwise F-ultraweakly continuous.
(ii) PΓ,K is a C0-semigroup for every k-valued map Γ.
(iii) Px,y is a C0-semigroup for all x, y ∈ k.
(iv) Px,y is a C0-semigroup for some x, y ∈ k.

(c) (i) The map R+ → CB(V), s 7→ (idV⊗M ω) ◦ ks is continuous, for all ω ∈ B(F)∗.
(ii) For every bounded k-valued map Γ : I → k, PΓ is cb-norm continuous.
(iii) k is elementary.
(iv) Px,y is cb-norm continuous for some x, y ∈ k.

Proof. The implication (ii)⇒(iii) follows in (a), (b) and (c) since if x ∈ k× k then[
Pxi,xj

]
= Px = PΓ,

for the map Γ : {1, 2} → k, i 7→ xi; the implication (iii)⇒(iv) is obvious in (a), (b) and (c)

(a) (i)⇒(ii): Assume that (i) holds, fix a map Γ : I → k defined on some set I, and set
h := l2(I), with standard orthonormal basis (δα)α∈I . The key identity is

〈u′ ⊗ δα,PΓ
t (A)u⊗ δβ〉 = 〈u′ ⊗$(Γ(α)[0,t[), kt(E

eαAEeβ )u⊗$(Γ(β)[0,t[)〉,

valid for all A ∈ V ⊗M B(h), t ∈ R+, u′ ∈ h′, u ∈ h and α, β ∈ I. The result follows by local
norm-boundedness of PΓ, norm-totality of the set {ωu′⊗δα,u⊗δβ : u′ ∈ h′, u ∈ h, α, β ∈ I} in
B(h⊗ h; h′ ⊗ h)∗, adaptedness of k and continuity of the map f 7→ $(f).

(iv)⇒(v): Obvious.
(iv)⇒(i): This follows from the local norm-boundedness of k, the semigroup decomposition

of QS cocycles, and the norm-totality in the predual space B(h ⊗ F ; h′ ⊗ F)∗ of the set
{ωu′⊗ε′,u⊗ε : u′ ∈ h′, u ∈ h, ε′, ε ∈ ET}. See Proposition 4.2 of [LW2] for full details.

(v)⇒(iii): Now suppose that V is ultraweakly closed, and let V∗ denote the space of ul-
traweakly continuous linear functionals on V. Assume that each map Px,yt is ultraweakly

continuous and the associated semigroup Px′,y′ is pointwise ultraweakly continuous at 0. For
each x, y ∈ k, let Qx,y denote the semigroup on V∗ induced by Px,y. Pointwise ultraweak
continuity for Px,y amounts to pointwise weak continuity for Qx,y. Therefore, by semigroup
theory ([Dav], in particular Theorem 6.2.6), (iii) holds if each Px,y is pointwise ultraweakly
continuous at 0. Thus let x, y ∈ k, a ∈ V and ω ∈ V∗. Then, for t ∈ R+,

ω(Px,yt a)− ω(Px
′,y′

t a) = 〈$(x[0,t[), gt(a)$(y[0,t[)〉 − 〈$(x′[0,t[), gt(a)$(y′[0,t[)〉

where gt := (ω⊗ idB(F)) ◦ kt ∈ CB(V;B(F)). Therefore the required pointwise continuity at

0 of Px,y follows from the local boundedness of the family
{
gt(a) : t ∈ R+

}
and the continuity

of the normalised exponential map $ : L2(R+; k)→ F .

(b) (i)⇒(ii): Let I be a set, let Γ : I → k be a map and let (δα)α∈I be the standard
orthonormal basis of l2(I). For all a ∈ V, α, β ∈ I and t ∈ [0, 1[,

PΓ,K
t (a⊗ |δα〉〈δβ|) = 〈$(Γ(α)[t,1[), $(Γ(β)[t,1[)〉−1(idV⊗Mωξ,ζ)

(
kt(a)

)
⊗ |δα〉〈δβ|

for ξ = $(Γ(α)[0,1[) and ζ = $(Γ(β)[0,1[). Since PΓ,K is locally norm bounded, it follows by

totality of {a ⊗ |δα〉〈δβ| : a ∈ V, α, β ∈ I} that PΓ,K is strongly continuous at 0, and this
extends to all of R+ by standard semigroup theory.

(iii)⇒(i): This follows from the semigroup decomposition of QS cocycles and the norm-
totality of the family {ω$(f),$(g) : f, g ∈ S} in B(F)∗.

(iv)⇒(iii): This has been remarked upon earlier.
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(c) (i)⇒(ii): Fix a set I and map Γ : I → k. First note that for t ∈ R+

PΓ
t = (Ih′ ⊗ wΓ

t )∗kht (·)(Ih ⊗ wΓ
t ), and

P0,0
t ⊗M idB(h) = (Ih′ ⊗ wΓ

0 )∗kht (·)(Ih ⊗ wΓ
0 ),

(2.11)

where h = l2(I). Thus ‖PΓ
t − P

0,0
t ⊗M idB(h)‖cb → 0 as t → 0 by Lemma 2.2. The result

follows by standard semigroup techniques, since

‖P0,0
t − idV‖cb = ‖(idV⊗Mω$(0),$(0)) ◦ (kt − k0)‖cb.

(iii)⇒(i): This follows as in part (b).
(iv)⇒(iii): Note that for any set I, if h = l2(I) then

Px,yt ⊗M idB(h) = (Ih′ ⊗M wΓx
t )∗kht (·)(Ih ⊗M w

Γy
t )

for the constant maps Γx,Γy : I → k, α 7→ x, respectively α 7→ y. Thus limt→0‖Px,yt −
P0,0
t ‖cb = 0 by similar arguments to those used above. �

Remarks. Proposition 2.10 below shows the inappropriateness of strong continuity on all of
V ⊗M B(h) as an assumption for PΓ in part (b).

The hypothesis for (v) of part (a) rectifies an omission in Proposition 5.4 of [LW2].
Intermediate between (b) and (c) there is the further equivalence:

(i) The map R+ → B(V), s 7→ (idV⊗M ω) ◦ ks, is continuous, for all ω ∈ B(F)∗.
(ii) Px,y is norm continuous for all x, y ∈ k.

(iii) Px,y is norm continuous for some x, y ∈ k.

The analogous form of Theorem 2.3 for QS operator cocycles is given next; it may be
deduced via the natural correspondence between bounded QS operator cocycles on h and
completely bounded QS mapping cocycles on |h〉, the column-operator space of h ([LW5],
Proposition 5.5), or proved directly as in [W].

Corollary 2.4. Let X ∈ QSCb(h, k) with locally bounded norm. Then the following sets of
equivalences hold :

(a) (i) X is strongly continuous.
(ii) P x,y is a C0-semigroup for all x, y ∈ k.

(iii) P x,y is a C0-semigroup for some x, y ∈ k.

(b) (i) The map R+ → B(h), t 7→ (idB(h)⊗ω)(Xt) is continuous, for all ω ∈ B(F)∗.
(ii) X is elementary.

(iii) P x,y is norm continuous for some x, y ∈ k.

We denote the former class of operator cocycles by C0-QSC(h, k), and the latter class by
El-QSC(h, k).

Remarks. For X ∈ QSCb(h, k) with locally bounded norm, it is easily seen that there are
constants M > 1 and β ∈ R such that ‖Xt‖ 6 Meβt for all t ∈ R. Any bounded operator
QS cocycle that is weak operator continuous at 0 is necessarily locally norm bounded ([W],
Proposition 2.1).

We conclude this subsection with a result concerning continuity in the arguments of kt,
Px,yt and PΓ

t for fixed t ∈ R+, when V is ultraweakly closed.

Proposition 2.5. Let k ∈ QSCcb(V, k), let T any total subset of k that contains 0, and
suppose that V is ultraweakly closed. Then, for t ∈ R+, the following are equivalent :
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(i) kt is ultraweakly continuous from V to V⊗B(F).
(ii) PΓ

t is ultraweakly continuous on V⊗B
(
l2(I)

)
for each set I and map Γ : I → k.

(iii) Px,yt is ultraweakly continuous on V for each x, y ∈ T.

Proof. (i)⇒ (ii): Suppose that (i) holds. Since ultraweakly continuous completely bounded
maps ampliate to ultraweakly continuous maps, PΓ

t is a composition of ultraweakly continuous
maps, so (ii) follows.

(ii)⇒ (iii): This is obvious.
(iii)⇒ (i): This is covered by Proposition 4.2 of [LW2]. �

Strengthening continuity. Theorem 2.3 identifies the relevant continuity conditions on a
QS cocycle k that correspond to standard continuity conditions on its associated semigroups.
Thus if V is a C∗-algebra, for example, then pointwise F-ultraweak continuity is the ap-
propriate condition on k, whereas if V is a von Neumann algebra then pointwise ultraweak
continuity is the appropriate condition on k. Our next two results show some of the hazards
of moving outside these conditions.

Proposition 2.6. Let k ∈ QSCcp(M, k) for a von Neumann algebra M, and suppose that k
is pointwise F-ultraweakly continuous. Then k is elementary.

Proof. Let {Px,y : x, y ∈ k} be the associated semigroups of k. By Theorem 2.3 the semigroup
Px is strongly continuous on Mn(M), for each n > 1 and x ∈ kn. Since Px is completely
positive (by Proposition 2.1) this implies that Px is norm continuous ([Ell]). Since norm-
continuous completely positive semigroups have completely bounded generators ([ChE]), it
follows that Px is cb-norm continuous, and thus each of its component semigroups is too. �

Remark. From this proposition it follows that a strongly continuous completely positive
QS contraction cocycle on B(h) necessarily has cb-norm-continuous associated semigroups.
Furthermore, the analysis of [LW2] (or Sections 4–6 below) shows that such a cocycle is
governed by the QS differential equation (3.3) with a completely bounded stochastic generator.
This appears to have been overlooked in [AcK].

Whilst Proposition 2.6 shows that insisting on strong continuity for k can result in k
being necessarily an elementary QS cocycle, the following result and example shows that the
converse is false: there are elementary QS cocycles that are not strongly continuous.

Proposition 2.7. Let k be a strongly continuous ∗-homomorphic QS cocycle on a unital
C∗-algebra A. Then k is unital.

Proof. If k is nonunital then the projection-valued process (1A ⊗ IF − kt(1A))t>0 is nonzero
for all t > 0, by Proposition 5.8 of [LW5]. Thus limt→0+‖kt(1A) − 1A ⊗ IF‖ = 1 and so k is
not strongly continuous. �

Since bounded derivations δ on a unital C∗-algebra A satisfy δ(1A) = 0, norm continuity
for a homomorphic semigroup on A implies unitality. This is not so for cocycles on A.

Example 2.8. Let π be a nonunital endomorphism of a unital C∗-algebra A and set k = kφ

for the completely bounded map

φ : A→ A⊗B(C2), a 7→
[
0 0
0 π(a)− a

]
.

Here kφ denotes the solution of the QS differential equation (3.3) determined by φ; it is a ∗-
homomorphic elementary QS cocycle on A with noise dimension space C. However φ(1A) 6= 0,
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so k is not unital ([LiP], Theorem 5.1) thus k cannot be strongly continuous (by Proposi-
tion 2.7). In this case the generator of the global semigroup Pη, with respect to the basis
η = {1} for C, is given by [

a b
c d

]
7→
[

0 −1
2b

−1
2c π(d)− d

]
,

as follows from Theorem 4.3 below.
For an example of this, with A a separable unital algebra, take A to be the Toeplitz algebra,

that is C∗(T ) where T is the right-shift operator on l2, and π to be the map a 7→ TaT ∗.

The following lemma leads to a further automatic continuity result that illustrates the
problems that can arise if one seeks to enlarge the domain on which the global semigroup
acts in Theorem 2.3 (b).

Lemma 2.9. Let (ϕt)t>0 a family of completely bounded maps on V and let K be an infinite
dimensional Hilbert space. Then the following are equivalent :

(i) ϕt ⊗M idB(K) → 0 strongly as t→ 0.
(ii) ‖ϕt‖cb → 0 as t→ 0.

Proof. Clearly (ii) implies (i). Suppose therefore that ‖ϕt‖cb 6→ 0 as t → 0. Then there is
ε > 0 and a decreasing sequence (tn)n>0 in ]0,∞[ with limn→∞ tn = 0 such that ‖ϕtn‖cb > 2ε
for each n. Choose a sequence (Kn)n>0 of mutually orthogonal finite-dimensional subspaces
of K and a sequence (An)n>0 of operators in V ⊗ B(Kn) such that ‖An‖ = 1 and ‖(ϕtn ⊗
idB(Kn))(An)‖ > ε. The block-diagonal operator A = 0′ ⊕

⊕
An ∈ V ⊗M B(K), where 0′

denotes the zero element of V ⊗M B(K 	
⊕

Kn), satisfies ‖ϕtn ⊗M idB(K)(A)‖ > ε for all n.
Thus (i) implies (ii). �

Proposition 2.10. Let k ∈ QSCcb(V, k) with locally bounded cb-norm, and let Γ be a function
from some set I to k. Suppose that I is infinite, Γ is bounded, and PΓ is strongly continuous
on V ⊗M B(l2(I)). Then k is elementary.

Proof. In view of the identities (2.11), P0,0
t ⊗M idB(h) → idV⊗B(h) strongly as t → 0, where

h = l2(I). Thus Lemma 2.9 implies that P0,0 is cb-norm continuous. The result therefore
follows from Theorem 2.3. �

Finally we conclude with a result that is useful for establishing quantum stochastic inte-
grability of certain processes obtained from a QS cocycle.

Proposition 2.11. Let k ∈ QSCcb(V, k) with locally bounded cb-norm, and suppose that k is
pointwise continuous at t = 0 with respect to the weak operator topology. Then the following
hold :

(a) k is pointwise right-continuous on all of R+ in this topology.
(b) If further V is a von Neumann algebra and k is completely positive and contractive

then k is pointwise right-continuous on R+ with respect to the strong operator topology.

Proof. From the cocycle identity (2.7) it is sufficient to show that for any a ∈ V and t ∈ R+

lim
r↓0
〈u⊗$(f),

[
(k̂r ◦ σr)(A)−A

]
v ⊗$(g)〉 = 0

where A = kt(a). However, the definitions and identifications in (2.7) yield the identity

〈u⊗$(f), (k̂r ◦ σr)(A)v ⊗$(g)〉 = 〈u⊗$(f[0,r[), kr(E
$(s∗rf)AE$(s∗rg)

)v ⊗$(g[0,r[)〉
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where (s∗r)r>0 denotes the C0-semigroup of left-shifts on L2(R+; k). This fact, coupled with
the assumptions on k, gives the desired limit as r ↓ 0.

Suppose now that V is a von Neumann algebra and k completely positive and contractive.
Then the operator Schwarz inequality gives, for A = kt(a) and ξ ∈ h⊗F ,

‖
[
(k̂r ◦ σr)(A)−A

]
ξ‖2 6 〈ξ, (k̂r ◦ σr)(A∗A)ξ〉 − 2 Re〈Aξ, (k̂r ◦ σr)(A)ξ〉+ ‖Aξ‖2,

and the RHS tends to zero as r ↓ 0 by the first part. The second part follows. �

3. QS cocycles and QS differential equations

As noted earlier, solutions of the QS differential equation (3.3) provide a basic source of
QS cocycles. We adopt the notations (1.1), (1.3), (2.1), (2.10) and the definition

χ : k× k→ C, (x, y) 7→ 1
2‖x‖

2 + 1
2‖y‖

2 − 〈x, y〉, (3.1)

so that

〈$(f), $(g)〉 = exp
(
−
∫

ds χ(f(s), g(s))
)
, f, g ∈ L2(R+; k).

An operator process ΛF =
(
ΛF (t)

)
t>0

is defined, for each operator F ∈ B(h ⊗ k̂; h′ ⊗ k̂),

through the identity〈
u⊗$(f),ΛF (t)v ⊗$(g)

〉
=

∫ t

0
ds
〈
u⊗ f̂(s), F (v ⊗ ĝ(s)

〉
〈$(f), $(g)〉

for all v ∈ h, u ∈ h′, f, g ∈ S and t ∈ R+. We also use the following notations for an operator

φ from V to V ⊗M B(k̂) with domain V0:

φx,y :=
(

idV⊗M ωx̂,ŷ
)
◦ φ− χ(x, y) idV, x, y ∈ k, (3.2)

and Λφ for the process-valued map Λφ(·). For subsets T and T′ of k which are total and
contain 0, a process k on V is said to satisfy (3.3) ET′-weakly for the domain h⊗ET, if

〈u⊗$(f),
(
kt(a)− a⊗ IF

)
v ⊗$(g)〉 =

∫ t

0
ds 〈u⊗$(f), ks

(
E f̂(s)φ(a)Eĝ(s)

)
v ⊗$(g)〉

for all a ∈ V0, t ∈ R+, u ∈ h′, v ∈ h, f ∈ ST′ and g ∈ ST. Such a solution is weakly regular if,
for all f ∈ ST′ and g ∈ ST, E$(f)kt(·)E$(g) is bounded with bounds that are locally uniform
in t.

Our first result contains a basic criterion for uniqueness of solutions of QS differential
equations, extending those of [LiP] and [LW1]. Recall that a pregenerator of a C0-semigroup
is a closable operator whose closure is a generator.

Theorem 3.1. Let φ be an operator from V to V⊗M B(k̂) with domain V0, and let T and T′

be total subsets of k containing 0.

(a) Let k ∈ QSC(V, k) and suppose that, for all x ∈ T′ and y ∈ T, its (x, y)-associated
semigroup Px,y is strongly continuous and has pregenerator φx,y. Then k is an ET′-
weak solution of the QS differential equation

dkt = kt · dΛφ(t), k0 = ιVF (3.3)

on V0 for the domain h⊗ET.
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(b) Conversely, suppose that for all x ∈ T′ and y ∈ T, φx,y is a pregenerator of a C0-
semigroup Px,y on V. Then (3.3) has at most one weakly regular ET′-weak solution
on V0 for the domain h⊗ET. Moreover, any such solution is a (weak) QS cocycle on
V whose (x, y)-associated semigroup is Px,y, for each x ∈ T′ and y ∈ T.

(c) Let k be an ET′-weak solution of (3.3) on V0 for the domain h⊗ET. Then, for any
element a of V0, the following are equivalent :
(i) kt(a) = ιVF (a) for all t ∈ R+;
(ii) φ(a) = 0.

In particular, if V is an operator system and 1 ∈ V0 then k is unital if and only if
φ(1) = 0.

Proof. (a) This is a straightforward consequence of the semigroup decomposition of QS cocy-
cles.

(b) Let f ∈ ST′ and g ∈ ST, let [t0, t1[, [t1, t2[, · · · , [tn, tn+1[ be common intervals of con-
stancy of f and g, with t0 = 0 and tn+1 = ∞, and set υ := (φf(t),g(t))t>0. Since υ is
pregenerator-valued, it follows from semigroup theory that the integral equation

Qta = a+

∫ t

0
dsQsυs(a), a ∈ V0, t ∈ R+ (3.4)

has unique strongly continuous B(V)-valued solution Q, namely the ‘piecewise semigroup
evolution’ generated by υ := (φf(t),g(t))t>0, where φx,y denotes the closure of φx,y; it is given
by

Qt = Pf(t0),g(t0)
t1−t0 ◦ · · · ◦ Pf(ti−1),g(ti−1)

ti−ti−1
◦ Pf(ti),g(ti)

t−ti for t ∈ [ti, ti+1[ and i ∈ {0, · · ·n}. (3.5)

The result follows since, for any weakly regular ET′-weak solution k of (3.3) on V0 for the

domain h⊗ET, the B(V)-valued family
(
E$(f[0,t[)kt(·)E$(g[0,t[)

)
t>0

is strongly continuous and

satisfies (3.4), and identity (3.5) then affirms the (weak) cocycle property of k (through
semigroup decomposition).

(c) If (i) holds then (ii) follows since, for all u ∈ h′, v ∈ h, x ∈ T′, y ∈ T and T > 0,

e−χ(x,y)T 〈u,Ex̂φ(a)Eŷv〉 = lim
t→0

t−1〈u⊗$(x[0,T [), (kt(a)− ιVF (a))v ⊗$(y[0,T [)〉 = 0.

The converse is even more straightforward to verify. �

Remarks. (i) Another version of the uniqueness part of this theorem is proved in [BW2].
(ii) The theorem has a corresponding version appropriate when V is a von Neumann algebra.

Specialising to completely bounded operators φ, we next summarise some quantum sto-
chastic lore (see [L] and references therein). Note that, for such φ, each φx,y is completely
bounded and therefore generates a cb-norm-continuous semigroup so Theorem 3.1 applies.

Theorem 3.2. Let φ ∈ CB(V;V ⊗M B(k̂)). The QS differential equation (3.3) has a unique
weakly regular E-weak solution on the exponential domain h⊗E, denoted kφ. Moreover kφ is a
strong solution and an elementary (weak) QS cocycle on V whose (x, y)-associated semigroup
has generator φx,y, for all x, y ∈ k.

If the QS cocycle kφ is completely bounded then, for any Hilbert space h, the cb-process(
(kφt )h

)
t>0

on V⊗M B(h) equals the elementary QS cocycle kΦ, where Φ = φh. Moreover it is

κ-decomposable for any orthonormal basis κ of h.
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Remark. The resulting map

ΦV,k : CB(V;V ⊗M B(k̂))→ El-QSC(V, k), φ 7→ kφ. (3.6)

is injective, and is referred to as the QS generation map (on V, with respect to the noise
dimension space k); φ is called the stochastic generator of the QS cocycle kφ. For φ ∈
CB(V;V ⊗M B(k̂)), φ† :=

(
a∗ 7→ φ(a)∗

)
∈ CB(V†;V† ⊗M B(k̂)), where V† is the adjoint

operator space {a∗ : a ∈ V}, and kφ has hermitian conjugate QS cocycle kφ
†
. When V† = V,

we set

real(V, k) := {φ ∈ CB(V;V ⊗M B(k̂)) : φ† = φ}, (3.7)

thus (see (2.5)) ΦV,k(real(V, k)) ⊂ QSCh(V, k). Also, when V is an operator system, we set

u(V, k) := {φ ∈ CB(V;V ⊗M B(k̂)) : φ(1) = 0}, (3.8)

thus (see (2.6)), by part (c) of Theorem 3.1, ΦV,k(u(V, k)) ⊂ QSCu(V, k).
For a C∗-algebra, the QS generation map is shown to restrict to various bijections of interest

in Section 6.

We next give a useful invariance principle, whose straightforward proof follows from the
definition of PΓ (Proposition 2.1), the semigroup decomposition of QS cocycles, and the fact
that, for all x, y ∈ k, φx,y is the generator of the (x, y)-associated semigroup of the QS cocycle

kφ.

Proposition 3.3. Let k ∈ QSCcb(V, k) and, for a set I, let Γ : I → k be a map whose range
is total and contains 0. Set h = l2(I). Then, for a closed subspace W of V, the following are
equivalent :

(i) kt(W) ⊂W ⊗M B(F) for all t > 0.
(ii) PΓ

t

(
W ⊗M B(h)

)
⊂W ⊗M B(h) for all t > 0.

If these hold then k defines a QS cocycle on W by restriction.

Further equivalences arise if either k = kφ for some map φ ∈ CB(V;V⊗M B(k̂)), or PΓ is
norm continuous with generator ϕ. Namely,

(iii) φ(W) ⊂W ⊗M B(k̂),

respectively,

(iv) ϕ
(
W ⊗M B(h)

)
⊂W ⊗M B(h).

Remark. Suppose that the map Γ is bounded, k = kφ where φ ∈ CB(V;V ⊗M B(k̂)), and k
is completely bounded and locally bounded in cb-norm. Then, by Theorem 4.2 below, PΓ is
cb-norm continuous.

4. Transformations of CB generators

In this section we obtain the affine transformation from (completely bounded) stochastic
generators of quantum stochastic cocycles to the generators of the corresponding global semi-
groups, and establish its injectivity in cases of interest. We also examine the question of
inverting the transform in case the global semigroup is determined by an orthonormal basis
of the noise dimension space. A basic tool for the section is diagonal Weyl processes WΓ

associated with a k-valued map Γ on an index set (defined in (2.9)).
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Lemma 4.1. Let I be a set and Γ : I → k a map. Set h = l2(I) and let (δα)α∈I be its
standard orthonormal basis. Then the diagonal Weyl process WΓ is both a left and a right
unitary cocycle. It is elementary if and only if Γ is bounded, in which case WΓ is a strong
solution of the QS differential equation

dXt = Xt dΛF (t), X0 = Ih⊗F , (4.1)

for the coefficient operator F = FΓ ∈ B(h⊗ k̂) given by

FΓ =

[
−1

2L
∗
ΓLΓ −L∗Γ

LΓ 0

]
,

in which LΓ ∈ B(h; h ⊗ k) is the bounded operator determined by the prescription δα 7→
δα ⊗ Γ(α). In this case, j :=

(
T 7→ (WΓ

t )∗(T ⊗ IF )WΓ
t

)
t>0

defines an elementary QS flow j

on B(h) with stochastic generator

ΘΓ(T ) := F ∗Γ(T ⊗ I
k̂
) + (T ⊗ I

k̂
)FΓ + F ∗Γ(T ⊗∆)FΓ.

Note. By a QS flow we mean a unital ∗-homomorphic QS cocycle.

Proof. The time-shift identity and Weyl relations,

σt
(
W (f)

)
= W (stf) and W (x[0,r[)W (x[r,r+t[) = W (x[0,r+t[) = W (x[r,r+t[)W (x[0,r),

for f ∈ L2(R+; k), x ∈ k and r, t ∈ R+, imply that the unitary process WΓ is a left and right
QS operator cocycle. It follows from Lemma 2.2 and Corollary 2.4 that WΓ is elementary if
and only if Γ is bounded. The unique solution XF of (4.1) is a left QS operator cocycle. To
show that XF = WΓ first note that for any α ∈ I and x ∈ k

FΓ(δα ⊗ x̂) = δα ⊗
(
−1

2‖Γ(α)‖2 − 〈Γ(α), x〉
Γ(α)

)
. (4.2)

From this one readily obtains

〈δα, (Ex̂FΓEŷ − χ(x, y))δβ〉 =
d

dt

∣∣∣
t=0
〈δα ⊗$(x[0,t[),W

Γ
t (δβ ⊗$(y[0,t[)〉

which is enough to show that the associated semigroups of these two cocycles coincide.
That j = kφ for φ = ΘΓ is a standard result (see [L] or [LW1], Theorem 7.4). �

Recall the notation kΓ for the associated Γ-cocycle introduced in Proposition 2.1.

Theorem 4.2. Let φ ∈ CB(V;V ⊗M B(k̂)) and, for a set I, let Γ be a bounded map from I
to k. Set h = l2(I), with standard orthonormal basis (δα)α∈I . In terms of the operators given

in Lemma 4.1, define maps ΦΓ ∈ CB(V⊗MB(h);V⊗MB(h⊗ k̂)) and ϕΓ ∈ CB(V⊗MB(h)),
by

ΦΓ := (idV⊗MυΓ) ◦ φh + idV⊗MΘΓ, and

ϕΓ := (idV⊗MB(h)⊗M ω0̂,0̂) ◦ ΦΓ.

where υΓ(A) := F̃ ∗ΓAF̃Γ for the operator F̃Γ := I
h⊗k̂ + (Ih ⊗ ∆)FΓ. Under the identifica-

tions (1.2) and (1.7), the following hold :

(a) (etϕΓ)t>0 is the Schur-action semigroup on V ⊗M B(h) comprised of associated semi-
groups of the (weak) QS cocycle kφ:

etϕΓ = [PΓ(α),Γ(β)
t ]α,β∈I · for t ∈ R+.
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(b) Suppose that the QS cocycle kφ is completely bounded with locally bounded cb-norm
and let PΓ denote its global Γ-semigroup. Then, setting kφ,Γ = (kφ)Γ,

kφ,Γ = kΦΓ and PΓ = (etϕΓ)t>0.

(c) Suppose that the range of Γ is total and contains 0. Then the affine-linear map φ 7→ ϕΓ

is injective.

Proof. Let B(h; h′) be the ambient full operator space of V. For any α ∈ I and x ∈ k,
using (4.2),

F̃Γ(δα ⊗ x̂) = δα ⊗
(

1
x+ Γ(α)

)
, (4.3)

and therefore

〈u′ ⊗ δα, ϕΓ(A)u⊗ δβ〉 = 〈u′, φΓ(α),Γ(β)(E
eαAEeβ )u〉, (4.4)

for all A ∈ V⊗MB(h), u ∈ h, u′ ∈ h′ and α, β ∈ I, where φx,y denotes the semigroup generator
defined in (3.2). Consequently (a) follows; in particular (4.4) shows that ϕΓ has Schur-action.

To prove (b) note that, by Theorem 3.2, the weak QS cocycle kΦΓ is elementary. By
assumption on kφ and Proposition 2.1, kφ,Γ is a well-defined completely bounded cocycle
whose vacuum-expectation semigroup is PΓ. In particular PΓ is cb-norm continuous by
part (a), and so kφ,Γ is also elementary by Theorem 2.3. So to verify that kφ,Γ = kΦΓ it
suffices to check that their cb-norm-continuous associated semigroups are the same, which
can be established by showing that

d

dt

∣∣∣
t=0
〈u′ ⊗ δα ⊗$(x[0,t[), (k

ΦΓ
t − k

φ,Γ
t )(A)u⊗ δβ ⊗$(y[0,t[)〉 = 0

for all u ∈ h, u′ ∈ h′, α, β ∈ I, x, y ∈ k and A ∈ V⊗MB(h). This follows from a straightforward
if somewhat lengthy computation using (4.2), (4.3) and (3.2).

For (c) let φ, φ′ ∈ CB(V;V⊗M B(h), and suppose that ϕΓ = ϕ′Γ. Then, by (3.2) and (4.4),

EΓ̂(α)(φ − φ′)(a)E
Γ̂(β)

= 0 for all α, β ∈ I and a ∈ V. The totality of {Γ̂(α) : α ∈ I} in k̂

gives φ = φ′. �

Remark. The two results above have been proved using the ‘matrix of cocycles’ idea from
Section 5.1 of [LW5]. For example, the matricial QS cocycle kφ,Γ takes the form([

(Ih′ ⊗W (Γ(α)[0,t[))
∗kφt (·)(Ih ⊗W (Γ(β)[0,t[))

]
α,β∈I

)
t>0
.

For the rest of the section we specialise to the case where Γ is determined by the choice of
some orthonormal basis η = (di)i∈I0 of k. Thus l2(I0) is identified with k, l2(I) is identified

with k̂, and, as usual, the convention (2.2) is in operation. Operators such as FΓ from above

will be rebranded as Fη, etc. For example, the operator Lη : k̂ → k̂ ⊗ k from Lemma 4.1 is
now a decapitated version of the Schur isometry Sη from Section 1.

The spaces CB(V;V⊗MB(k̂)) and CBη-dec(V⊗MB(k̂)) can both be viewed as subspaces of
MI
(
CB(V)

)
through the identifications (1.12) and (1.7) respectively. For the given choice of

basis η the map φ 7→ ϕη extends to a map on MI
(
CB(V)

)
which is then manifestly bijective.
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Indeed, in terms of their matrix components, the transformation and its inverse are as follows:

ϕ0
0 = φ0

0,

ϕi0 = φ0
0 + φi0 − 1

2 idV,

ϕ0
j = φ0

0 + φ0
j − 1

2 idV,

ϕij = φ0
0 + φi0 + φ0

j + φij + (δij − 1) idV,

and

φ0
0 = ϕ0

0,

φi0 = ϕi0 − ϕ0
0 + 1

2 idV,

φ0
j = ϕ0

j − ϕ0
0 + 1

2 idV,

φij = ϕij − ϕi0 − ϕ0
j + ϕ0

0 − δij idV

(4.5)

for i, j ∈ I0. The difficult task is to determine if, on restriction, we have a surjection

CB(V;V ⊗M B(k̂)) → CBη-dec(V ⊗M B(k̂)). In Section 6 we determine the image of vari-
ous subspaces of interest, but for now we must make do with a partially defined inverse. This
is given in terms of truncations of φ and uses operators that are defined in terms of finite
subsets J0 of I0. For such subsets, in the notation (2.2), we set J = {0} ∪ J0. The requisite
operators are:

CJ0 =
∑
i∈J0

|di〉 ∈ |k〉, CJ =
∑
α∈J
|eα〉 ∈ |k̂〉, QJ0 =

∑
i∈J0

|di〉〈di| ∈ B(k),

and the following operators in B(k̂):

�J := CJC
∗
J , ∆J :=

[
0 0
0 QJ0

]
, QJ :=

[
1 0
0 QJ0

]
=
∑
α∈J
|eα〉〈eα|,

AJ :=

[
0 −1

2C
∗
J0

−1
2CJ0 QJ0 − CJ0C

∗
J0

]
and BJ :=

[
1 −C∗J0

0 Ik

]
= I

k̂
−
∑
i∈J0

|e0〉〈ei|.
(4.6)

For each J0 ⊂⊂ I0 and T ∈ B(h⊗ k̂) we define

T[J ] := QJ TQJ ,

so that T[J ] is a truncation of T when viewed as a matrix according to (1.2). Note that
QJ0 , QJ and ∆J are truncations of the bounded operators Ik, Ik̂ and ∆, whereas the other
operators defined above are truncations of sesquilinear forms, i.e. the norms are unbounded
as J0 grows. Recall the left inverse Υη of the Schur homomorphism Ση from Section 1.

Theorem 4.3. Let φ ∈ CB
(
V;V ⊗M B(k̂)

)
and let ϕ ∈ CBη-dec

(
V ⊗M B(k̂)

)
. Then the

following are equivalent :

(i) ϕ = (id
V⊗MB(k̂)

⊗M ω0̂,0̂) ◦ Φη, as defined in Theorem 4.2.

(ii) ϕ = (idV⊗MΥ̃η) ◦ φk̂ + idV⊗M Υ′η, for the maps

Υ̃η : B(k̂⊗ k̂)→ B(k̂), T 7→ S̃∗ηT S̃η where S̃η := Sη + ∆⊗ |0̂〉, and

Υ′η : B(k̂)→ B(k̂), T 7→ Υη(T ⊗∆)− 1
2(T∆ + ∆T ).

(iii) For each a ∈ V and J0 ⊂⊂ I0, the truncation φ[J ] : a 7→ φ(a)[J ] is given by

φ[J ] : a 7→ (Ih′ ⊗BJ )∗
(
ϕ(a⊗�J )− a⊗AJ

)
(Ih ⊗BJ ). (4.7)

Proof. Set ϕη := (id
V⊗MB(k̂)

⊗M ω0̂,0̂) ◦ Φη. The identities

FηE0̂ = (I
k̂
⊗∆)Sη − 1

2∆⊗ |0̂〉 and F̃ηE0̂ = S̃η

are verified using the relations (4.2) and (4.3); the equivalence of (i) and (ii) then follows.
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The relations

Υη(�J ⊗∆) = ∆J and AJ = ∆J − 1
2(∆�J +�J∆)

show that

Υ′η(�J ) = AJ . (4.8)

Moreover, since (C∗J ⊗ 〈eβ|)S̃ηBJ = 〈eβ|QJ it follows that

B∗J S̃
∗
η(�J ⊗ T )S̃ηBJ = T[J ], (4.9)

first for T = |eα〉〈eβ| and thus for any T ∈ B(k̂) by linearity and ultraweak continuity.
Suppose that (ii) holds. Then (iii) follows from (4.8), (4.9) and the totality, with respect

to the weak operator topology, of the set of simple tensors in V ⊗M B(k̂).
Finally, suppose that ϕ is such that (iii) holds. We already know that (iii) holds for ϕη

and so

(Ih′ ⊗BJ )∗ϕ(a⊗�J )(Ih ⊗BJ ) = φ[J ](a) + a⊗B∗JAJBJ
= (Ih′ ⊗BJ )∗ϕη(a⊗�J )(Ih ⊗BJ ).

Invertibility of BJ shows that ϕ(a⊗�J ) = ϕη(a⊗�J ) for all a ∈ V and J0 ⊂⊂ I0. Since φ
and φη are both η-decomposable, this is sufficient to deduce that ϕ = ϕη, so (i) holds. �

5. Generation of completely positive QS cocycles

In this section we consider the stochastic generation of completely positive QS cocycles.
Let E be an operator system acting nondegenerately on h (so that 1E = Ih), and fix an
orthonormal basis η = (di)i∈I0 for k and, as usual, set I := {0} ∪ I0 and η = (eα)α∈I with
the convention (2.2) in operation, as always. As well as the truncated operators ∆J , �J , AJ
etc. from the previous section, we define, for J0 ⊂⊂ I0 and t > 0, the operator:

�J ,t :=

[
1

e−t/2CJ0

] [
1

e−t/2CJ0

]∗
+ (1− e−t)∆J ∈ B(k̂).

Thus �J ,0 = �J . We focus on the global semigroup Pη on E ⊗M B(k̂) determined by a QS
cocycle on E and the given choice of basis. The following summarises Proposition 6.2 and
Theorem 6.4 of [LW5], written now in terms of this single semigroup by means of a re-indexing
as used in the proof of Theorem 6.5 of that paper. (There we worked instead with the infinite
family of semigroups {Px : x ∈ Tn, n ∈ N} for a total subset T of k containing 0.) Recall (2.2),

the notation η for the orthonormal basis (d̂α)α∈I of k̂.

Theorem 5.1 ([LW5]). Let P be a semigroup on E ⊗K(k̂), or on E ⊗M B(k̂), comprised of
completely bounded η-decomposable maps.

(a) Suppose that P = Pη, the global η-semigroup associated to a cocycle k ∈ QSCcb(E, k).
Then the following hold :
(i) k is completely positive if and only if P is.
(ii) Suppose that k is completely positive. Then k is contractive if and only if P

satisfies

Pt(1E ⊗�J ) 6 1E ⊗�J ,t for all J0 ⊂⊂ I0 and t > 0, (5.1)

and k is unital if and only if (5.1) holds with equality.
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(b) Conversely, suppose that P is completely positive and satisfies (5.1). Then there is a
unique cocycle k ∈ QSCcpc(E, k) whose global η-semigroup is P.

Remarks. In part (a) (i) E may alternatively be assumed to be a (not necessarily unital)
C∗-algebra. Parts (a) (ii) and (b) can also be reformulated to cover the case of nonunital
C∗-algebras by using operator intervals. See Theorem 6.7 of [LW5] for details.

Note that no continuity in t is assumed in Theorem 5.1. The flexibility as to whether we

look at semigroups on E⊗K(k̂) or on E⊗M B(k̂) follows from Proposition 1.4, however when
considering continuity questions one should heed cautionary results such as Proposition 2.10.

Let J0 ⊂ L0 ⊂⊂ I0. If the inequality (5.1) holds for L = {0}∪L0 then, by η-decomposability,
it holds for J too. Thus if k is finite dimensional then (5.1) may be replaced by the inequalities

Pt(1E ⊗�I) 6 1E ⊗�I,t, t > 0.

We next derive an infinitesimal adjunct to part (a) of Theorem 5.1.

Proposition 5.2. Let P be a C0-semigroup on E ⊗ K(k̂) consisting of completely positive,
η-decomposable maps, and let ϕ be its generator. Let J0 ⊂⊂ I0 and assume that 1E ⊗�J ∈
Domϕ. Then the following are equivalent :

(i) Pt(1E ⊗�J ) 6 1E ⊗�J ,t for all t ∈ R+.
(ii) ϕ(1E ⊗�J ) 6 1E ⊗AJ where AJ is the operator defined in (4.6).

Furthermore, (i) holds with equality if and only if (ii) does.

Proof. Let us abbreviate 1E ⊗ �J , 1E ⊗∆J and 1E ⊗∆, to �J ,∆J and ∆ respectively. In
view of the η-decomposability of P,

P̃t := RtPt(·)Rt where Rt = ∆⊥ + et/2∆,

defines a completely positive, η-decomposable C0-semigroup P̃ with generator ϕ̃ given by

Dom ϕ̃ = Domϕ, ϕ̃(T ) = ϕ(T ) + 1
2(∆T + T∆),

and the proposition is established once it is proved that

P̃t(�J ) 6 �J + (et − 1)∆J for all t > 0 ⇔ ϕ̃(�J ) 6 ∆J .

Equality holds on the left when t = 0, so the left to right implication is obtained by differen-

tiation. Suppose therefore that ϕ̃ satisfies the right-hand inequality. Since the semigroup P̃
is positive and η-decomposable

P̃t(�J ) = �J +

∫ t

0
dt1 (P̃t1 ◦ ϕ̃)(�J )

6 �J +

∫ t

0
dt1 P̃t1(∆J ) = �J +

∫ t

0
dt1 ∆J · P̃t1(�J )

where · denotes the η-Schur product. Since ∆J ∈ 1E ⊗ B(k̂)+, iteration is sanctioned by
Lemma 1.2, giving

P̃t(�J ) 6 �J +

∫ t

0
dt1 ∆J ·

(
�J +

∫ t1

0
dt2 ∆J · P̃t2(�J )

)
= �J + t∆J +

∫ t

0
dt1

∫ t1

0
dt2 ∆J · P̃t2(�J ).
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Further iteration gives

P̃t(�J ) 6 �J +
n∑
k=1

tk

k!
∆J + εn(t),

where

εn(t) =

∫ t

0
dt1

∫ t1

0
dt2 · · ·

∫ tn

0
dtn+1 P̃tn+1(∆J ).

Since εn(t) → 0 as n → ∞, the result follows, noting that the case of equality in (i) and (ii)
follows by the same argument. �

Remark. One cannot work with P and ϕ directly since AJ is not positive.

Let φ be an operator from E to E ⊗M B(k̂) with domain E0. If k is a completely positive
process on E satisfying (3.3) ET(η)-weakly for the domain h⊗ET(η) and 1E ∈ E0 then k is
contractive (respectively unital) if and only if φ(1E) 6 0 (respectively φ(1E) = 0); the proof
is given in Proposition 5.1 of [LW1]. Moreover, in favourable circumstances (e.g. [LW1],
Theorem 3.1) such a weak solution k of (3.3) enjoys a semigroup decomposition that, in
conjunction with Proposition 5.1 of [LW5], shows that k is a cocycle. In the case that φ is
unbounded, the missing ingredient at this stage is some hypothesis that ensures that certain
affine combinations of components of φ are pregenerators of C0-semigroups.

We now turn this line of argument around and instead prove existence of a solution of (3.3)
by going via global semigroups and their associated cocycles. For this we make use of the
necessary conditions on φ for a CP process weakly satisfying (3.3) to be contractive.

To do this, first note the following identity for J0 ⊂⊂ I0:∑
α,β∈J

χ(dα, dβ)|eα〉〈eβ| = −AJ , (5.2)

where the map χ is defined in (3.1), J = {0} ∪ J0 as usual, and AJ is the operator defined
in (4.6). Also, we further specialise the notation PΓ for associated semigroups and cocycles as

follows: for J0 ⊂⊂ I0, P [J ] denotes the semigroup associated to the map Γ : J → k, α 7→ dα.
Note that P [J ] has Schur-action when we make the identification E ⊗M B(l2(J )) ∼= MJ (E).
Recall the notations T(η) and η introduced in (2.3)

Theorem 5.3. Let φ be an operator from E to E ⊗M B(k̂) with domain E0 satisfying the
following conditions:

(1) 1E ∈ E0 and φ(1E) 6 0.
(2) For all α, β ∈ I, the operator φdα,dβ on E with domain E0 (defined in (3.2)) is a

pregenerator of a C0-semigroup P(α,β) on E.
(3) For all J0 ⊂⊂ I0, the semigroup P [J ] (defined above) is completely positive.

Then there is a unique process k ∈ QSCb(E, k) which is locally norm bounded and such that

for all α, β ∈ I, P(α,β) is its (dα, dβ)-associated semigroup. Moreover,

(a) k is completely positive and contractive, and pointwise F-ultraweakly continuous. Fur-
thermore it is unital if and only if φ(1E) = 0.

(b) k is the unique weakly regular ET(η)-weak solution of the QS differential equation (3.3)
on E0 for the domain h⊗ET(η).

(c) k strongly satisfies (3.3) on E0 for the domain h⊗ET(η), under the following further
condition:
(4) h and k are separable.
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Proof. The uniqueness part is immediate since every bounded QS cocycle is uniquely deter-
mined by its (x, y)-associated semigroups for x and y running through any total subset of k
containing 0. We therefore address existence.

First note that, for all α ∈ I, φdα,dα = Ed̂αφ(·)E
d̂α

since χ(dα, dα) = 0, and so φdα,dα(1E) 6

0 by (1). Moreover, since P [J ] has Schur-action it follows that each P(α,α) is positive, and
hence is contractive since

0 6 P(α,α)
t (1E) = 1E +

∫ t

0
dsP(α,α)

s

(
φdα,dα(1E)

)
6 1E.

Thus P [J ]
t (1MJ (E)) 6 1MJ (E) for each J0 ⊂⊂ I0, showing that the completely positive semi-

group P [J ] is contractive.
Linear extension of the prescription

P0
t : a⊗ |eα〉〈eβ| 7→ P

(α,β)
t (a)⊗ |eα〉〈eβ|

defines an operator P0
t on the operator system E⊗K(k̂) with dense domain E0⊗B00(η), where

B00(η) := Lin
{
|eα〉〈eβ| : α, β ∈ I

}
, which inherits complete positivity and contractivity

from the family (P [J ]
t )J0⊂⊂I0 . Let Pt denote its continuous extension to all of E ⊗ K(k̂).

Then P := (Pt)t>0 is a completely positive and contractive η-decomposable C0-semigroup on

E⊗K(k̂). Its generator ψ satisfies

Domψ ⊃ E0⊗B00(η), and

ψ(a⊗ |eα〉〈eβ|) = φdα,dβ (a)⊗ |eα〉〈eβ|, a ∈ E0, α, β ∈ I.

In particular, using identity (5.2), for all J0 ⊂⊂ I0

ψ(1E ⊗�J ) =
∑
α,β∈J

φdα,dβ (1E)⊗ |eα〉〈eβ|

=
∑
α,β∈J

(
Ed̂αφ(1E)E

d̂β
− χ(dα, dβ)1E

)
⊗ |eα〉〈eβ|

= D∗J φ(1E)DJ + 1E ⊗AJ 6 1E ⊗AJ ,

where DJ = Ih ⊗
∑

α∈J |d̂α〉〈eα|. Therefore, by Proposition 5.2,

Pt(1E ⊗�J ) 6 1E ⊗�J ,t J0 ⊂⊂ I0, t ∈ R+,

and so, by Theorem 5.1, there is a unique cocycle k ∈ QSCcpc(E, k) whose global η-semigroup

on E⊗K(k̂) is P. In particular the (dα, dβ)-associated semigroup of k is P(α,β).
(a) We have already proved that k is completely positive and contractive. The rest follows

from Theorems 2.3 and 3.1.
(b) This follows from Theorem 3.1.

(c) Let K denote the QS cocycle
(
(kt)

k̂
)
t>0

on E⊗MB(k̂). To see that our weak solution is

actually a strong solution involves showing that, for each a ∈ E0, the process
(
Kt(φ(a))

)
t>0

is

QS integrable on (h⊗ k̂)⊗E which, because k is completely contractive, amounts to proving

strong measurability of the vector-valued process
(
Kt(φ(a))ξ

)
t>0

for each ξ ∈ (h ⊗ k̂)⊗E ;

under assumption (4) this follows from Pettis’ Theorem. �
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Remarks. (i) In Section 7 we give sufficient conditions on φ for assumption (3) to hold.
(ii) The uniqueness here extends that of the QS cocycle generated by a mapping in

CB(V;V ⊗M B(k̂)) for an operator space V (see Theorem 3.2).
(iii) An alternative condition to (4), which implies that a weak solution is in fact a strong

solution, is that E is a von Neumann algebra so that Proposition 2.11 applies. However, as
noted in the remark following Proposition 2.6, strong continuity is an inappropriate assump-
tion in those circumstances.

6. Completely positive elementary QS cocycles

For this section let A be a C∗-algebra acting nondegenerately on h. The main goal of
the section is to reveal the structure of the stochastic generator of a completely positive

elementary QS cocycle. To this end, for R ∈ B(h; h ⊗ k̂) and φ ∈ CB(A;A ⊗M B(k̂)), define
maps

ψR ∈ CB(B(h);B(h⊗ k̂)), T 7→ RTE0̂ + E0̂TR
∗ − T ⊗∆, and (6.1)

χφ,R ∈ CB(A;B(h⊗ k̂)), χφ,R := φ− ψR.
Set

cp(A, k) :=
{
φ ∈ CB(A;A⊗M B(k̂)) : χφ,R is CP for some R ∈ B(h; h⊗ k̂)

}
.

Note that cp(A, k) ⊂ real(A, k).

Proposition 6.1. Let φ ∈ cp(A, k), suppose that A is unital and that the QS cocycle kφ is
completely bounded. Then kφ is completely positive.

Proof. Fix an orthonormal basis η for k. Let ϕη be the generator of the global η-semigroup

Pη of the elementary cocycle kφ, as given by Theorem 4.3 whose notations we continue to
use. Choose R such that χφ,R is completely positive, then

φk̂(A) = χk̂
φ,R(A) + Π(R⊗ I

k̂
)A(I

h⊗k̂ ⊗ 〈0̂|) + (I
h⊗k̂ ⊗ |0̂〉)A(R∗ ⊗ I

k̂
)Π−A⊗∆,

where Π is the unitary tensor flip on h⊗ k̂⊗ k̂ exchanging the two copies of k̂. The identities

(idA⊗MΥ̃η)(A⊗∆) = (idA⊗MΥη)(A⊗∆) and(
I
h⊗k̂ ⊗ 〈0̂|

)
(Ih ⊗ S̃η) = I

h⊗k̂

therefore imply that

ϕη(A) = (Ih ⊗ S̃η)∗χk̂
φ,R(A)(Ih ⊗ S̃η) + R̃A+AR̃∗

for the operator R̃ := (R⊗ I
k̂
)Π(Ih ⊗ S̃η)− 1

2Ih ⊗∆. Applying Stinespring’s Theorem to the
map χφ,R, and then applying Theorem 1.7 to ϕη, it follows that Pη is completely positive.

Thus kφ is completely positive by Theorem 5.1. �

Remark. In case φ ∈ cp(A, k) but kφ is not completely bounded, the global semigroup Pη
still exists and is completely positive. This implies that Px is completely positive for all
x ∈

⋃
n∈N kn, which still implies that the (weak) QS cocycle kφ is completely positive, but

now in the following sense: for all n ∈ N, A = [aij ] ∈ Mn(A)+ and ζ ∈ (h⊗E)n,

n∑
i,j=1

〈ζi, kφt (aij)ζ
j〉 > 0.
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For A unital, we define the following subsets of cp(A, k):

cpqcβ(A, k) :=
{
φ ∈ cp(A, k) : φ(1A) 6 β∆⊥

}
,

cpc(A, k) := cpqc0(A, k),

cpqc(A, k) :=
⋃
β∈R

cpqcβ(A, k), and

cpu(A, k) := cp(A, k) ∩ u(A, k).

Remarks. For β ∈ R, the prescriptions

k 7→
(
e−βtkt

)
t>0

and φ 7→ φ− βδ⊥,

in which δ⊥ ∈ CB(A;A⊗MB(k̂)) denotes the map a 7→ a⊗∆⊥, define bijections of QSC(A, k)

and of CB(A;A⊗MB(k̂)) respectively. For a QS cocycle k and real number β, the QS cocycle
(e−βtkt)t>0 is elementary if and only if k is, and the bijections are compatible, in the sense

that, for φ ∈ CB(A;A⊗M B(k̂)), (
e−βtkφt

)
t>0

= kφ−βδ
⊥
.

This is easily verified by appealing to uniqueness of weak solutions to the QS differential
equation (3.3), in which φ−βδ⊥ replaces φ, or by making use of the semigroup decomposition
of such solutions ([LW1], Theorem 3.1). The remarks so far apply equally to stochastically
generated cocycles on any operator space V.

The above bijections restrict to bijections

QSCβ
cpqc(A, k)→ QSCcpc(A, k) and cpqcβ(A, k)→ cpc(A, k),

noting that, in the notation (6.1), ψR − βδ⊥ = ψR′ for R′ = R− 1
2βE0̂.

For the proof of the next result, we require the following easily verified identities associated
with an orthonormal basis η = (di)i∈I0 for k and the operators defined in (4.6): for J0 ⊂⊂ I0

and Hilbert spaces K and K′, setting I := {0} ∪ I0, J := {0} ∪ J0 as usual and η = (eα)α∈I ,

B∗JCJ = |0̂〉 (6.2)

B∗JAJBJ = ∆J − 1
2

(
|0̂〉C∗J∆BJ +B∗J∆CJ 〈0̂|

)
, and (6.3)

X ⊗�J = (IK′ ⊗ CJ )X(IK ⊗ CJ )∗, for X ∈ B(K;K′). (6.4)

For a supplementary Hilbert space H, define the transformation

αJ ,H : B(H; h)⊗Dη(k̂)→ B(H; h)⊗ |k̂〉 = B(H; h⊕ (h⊗ k)),

X =

[
x0 0
0 X1

]
7→ (Ih ⊗BJ )∗X(Ih ⊗ CJ ) =

[
x0

X1(IH ⊗ CJ0)− (Ih ⊗ CJ0)x0

]
,

which enjoys the following properties:

(1) For any operator space W in B(H; h),

αJ ,H
(
W ⊗M Dη(k̂)

)
⊂W ⊗M |k̂〉.

(2) If J0 ⊂ L0 ⊂⊂ I0 then
QJ αL,H(·) = αJ ,H

since QJ0CL0 = CL0 and QJ0X
1 = X1QJ0 for all X1 ∈ B(H; h)⊗Dη(k).

Recall the QS generation map defined in (3.6).
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Proposition 6.2. Suppose that A is unital, and let β ∈ R. Then ΦA,k restricts to bijections

cpqcβ(A, k)→ El-QSCβ
cpqc(A, k), and

cpu(A, k)→ El-QSCcpu(A, k).

Moreover, for φ ∈ cpqc(A, k), there is some R ∈ A′′⊗ |k̂〉 for which χφ,R is completely positive.

Proof. By the above remarks we may assume without loss that β = 0 and so it is enough to
show that ΦA,k restricts to a bijection cpc(A, k) → El-QSCcpc(A, k). The second part then

follows from the first since for any φ ∈ CB(A;A⊗MB(k̂)), kφ is unital if and only if φ(1A) = 0
by Theorems 3.1 and 3.2.

Fix an orthonormal basis η for k, and let φ ∈ cpc(A, k). Choose R ∈ B(h; h⊗ k̂) such that
χφ,R is completely positive. Then ϕη (defined by Theorem 4.2) is the generator of a completely

positive semigroup, as shown in the proof of Proposition 6.1. Now φk̂(1A ⊗M �J ) 6 0 since
φ(1A) 6 0, so Theorem 4.3 and the identity (4.8) imply that

ϕη(1A ⊗�J ) 6 1A ⊗Υ′η(�J ) = 1A ⊗AJ .

Therefore, by Proposition 5.2 and Theorem 5.1, there is a completely positive QS contraction
cocycle k whose global η-semigroup Pη is η-decomposable and has generator ϕη, in particular
Pη is cb-norm continuous. Moreover, by Theorem 4.2, the component semigroups of Pη are
associated semigroups of the QS cocycle kφ, and so, by the semigroup decomposition of QS
cocycles, k = kφ. It follows that P0,0, the vacuum-expectation semigroup of kφ, is cb-norm
continuous and so Theorem 2.3 implies that the cocycle kφ is elementary, as required.

Conversely, suppose that k ∈ El-QSCcpc(A, k). Then P0,0, the vacuum-expectation semi-
group of k, is cb-norm continuous. Theorem 2.3 therefore implies that the global η-semigroup

of k is cb-norm continuous; let ϕ ∈ CBη-dec(A ⊗M B(k̂)) be its generator. By Theorem 1.7

there is a unital representation (π,K) of A and η-diagonal operators T ∈ B(K; h)⊗Dη(k̂) and

N ∈ A′′⊗Dη(k̂) such that ϕ(A) = T (π ⊗M id
B(k̂)

)(A)T ∗ +NA+AN∗.

Our goal now is to show that ϕ is of the form ϕη, as defined in Theorem 4.2, for a map

φ ∈ CB(A;A ⊗M B(k̂)). Taking our cue from Theorem 4.3 define, for each J0 ⊂⊂ I0, the
map

φJ : A→ A⊗M B(k̂), a 7→ (Ih ⊗BJ )∗
(
ϕ(a⊗�J )− a⊗AJ

)
(Ih ⊗BJ ).

Applying identities (6.2)–(6.4) to our formula for ϕ then gives

φJ (a) = VJ π(a)V ∗J +RJ aE
0̂ + E0̂aR

∗
J − a⊗∆J

for the operators

VJ = αJ ,K(T ) ∈ B(K; h⊗ k̂) and RJ = αJ ,h(N + 1
2Ih ⊗∆) ∈ B(h)⊗ |k̂〉.

Property (1) of the transformations αJ ,H implies that RJ ∈ A′′⊗ |k̂〉 for J0 ⊂⊂ I0. Prop-
erty (2) entails the following compatibility: for J0 ⊂ L0 ⊂⊂ I0,

VJ = (Ih ⊗QJ )VL, RJ = (Ih ⊗QJ )RL and so

φJ = (Ih ⊗QJ )φL( · )(Ih ⊗QJ ).

Up to this point we have used the complete positivity of k and local boundedness of its cb-
norms, but not its contractivity in any explicit way. Now, by Theorem 5.1 and Proposition 5.2,
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φJ (1A) 6 0 for each J0 ⊂⊂ I0, in other words

VJ V
∗
J 6 −RJE0̂ − E0̂R

∗
J + Ih ⊗∆J .

Thus, in terms of the block decompositions

VJ =

[
v0

V 1
J0

]
and RJ =

[
r0

R1
J0

]
,

we have the inequalities

0 6

[
v0v0∗ v0V 1

J0

∗

V 1
J0
v0∗ V 1

J0
V 1
J0

∗

]
6

[
−r0 − r0∗ −R1

J0

∗

−R1
J0

QJ0

]
.

Since ‖QJ0‖ 6 1, it follows that for each J0 ⊂⊂ I0 we have ‖V 1
J0
‖ 6 1 and ‖R1

J0
‖ 6

‖r0+r0∗‖1/2. Compatibility now implies that the nets (V 1
J0

)J0⊂⊂I0 and (R1
J0

)J0⊂⊂I0 converge

in the strong operator topology to column operators V 1 ∈ B(h;K)⊗ |k〉 and R1 ∈ A′′⊗ |k〉
respectively, with V 1

J0
being the J0-truncation of V 1, and similarly for R1

J0
. Therefore, in

terms of the operators

V :=

[
v0

V 1

]
and R :=

[
r0

R1

]
,

φJ is the J -truncation of the map φ := χ + ψR, where χ is the completely positive map
a 7→ V π(a)V ∗.

Now φ is completely bounded, and is the pointwise limit of the net (φJ )J0⊂⊂I0 in the weak
operator topology. Since Eeαφ(a)Eeβ = EeαφJ (a)Eeβ as soon as J contains α and β, φ is

A⊗M B(k̂)-valued. Moreover

R = w.o.- limRJ ∈ A′′⊗ |k̂〉.

Theorems 4.2 and 4.3 therefore imply that k = kφ. Finally, since

φ(1A) = w.o.- limφJ (1A) 6 0,

φ ∈ cpc(A, k), as required. �

We now turn to the case of nonunital C∗-algebras. Let A be such an algebra acting non-
degenerately on h, and denote its unitisation by

Au = {a+ λIh : a ∈ A, λ ∈ C}.

For each φ ∈ CB(A;A⊗M B(k̂)) and β ∈ R define an extension by

φβ : Au → Au ⊗M B(k̂), a+ λIh 7→ φ(a) + βλ∆⊥,

and set

cpqcβ(A, k) :=
{
φ ∈ CB(A;A⊗M B(k̂)) : φβ ∈ cpqcβ(Au, k)

}
,

cpc(A, k) := cpqc0(A, k), and

cpqc(A, k) :=
⋃
β∈R

cpqcβ(A, k).

Thus φ ∈ cpqcβ(A, k) if φ ∈ CB(A;A ⊗M B(k̂)) and χφβ ,R ∈ CB(Au;B(h ⊗ k̂)) is completely

positive for some choice of R ∈ B(h; h⊗ k̂).
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Proposition 6.3. Suppose that A is nonunital, and let k ∈ QSCβ
cpqc(A, k). Then the pre-

scription
βkt(a+ λIh) = kt(a) + eβtλIh⊗F , a ∈ A, λ ∈ C, t ∈ R,

defines a cocycle βk ∈ QSCβ
cpqc(A

u, k). Moreover, if k is elementary then so is βk, and the

stochastic generator of βk (according to Proposition 6.2) is of the form φβ for a map φ ∈
cpqcβ(A, k).

Proof. By the remarks preceding Proposition 6.2, we may suppose without loss that β = 0.
Proposition 2.3, and (the proof of) Theorem 6.7 of [LW5] imply that the given prescription
defines a cocycle 0k ∈ QSCcpu(Au, k). For x, y ∈ k, the (x, y)-associated semigroup of the QS

cocycles 0k and k are related by

0Px,yt (a+ λIh) = Px,yt (a) + λ exp(−tχ(x, y))Ih, a ∈ A, λ ∈ C.

Suppose now that k is elementary. Since the map Au → C, a + λIh 7→ λ is ∗-homomorphic
and thus contractive, we have ‖a‖ 6 2‖a + λIh‖. Thus the semigroup 0Px,y inherits norm
continuity from Px,y. Continuity with respect to the cb-norm follows similarly, thus 0k is
elementary. Therefore, by Proposition 6.2, 0k = kφ

′
for some φ′ ∈ cpu(Au, k). In view of the

invariance principle (Proposition 3.3), φ′ induces a map φ ∈ CB(A;A⊗MB(k̂)) by restriction.
In particular, φ′(a + λIh) = φ(a) for all a ∈ A and λ ∈ C, so φ′ = φβ for β = 0. Thus
φ ∈ cpc(A, k) and the result follows. �

Theorem 6.4. For any C∗-algebra A, the QS generation map ΦA,k restricts to a bijection

cpqc(A, k)→ El-QSCcpqc(A, k) (6.5)

and, for φ ∈ cpqc(A, k), there is some R ∈ A′′⊗ |k̂〉 for which χφ,R is completely positive. In
more detail, the following bijections are incorporated in (6.5):

cpqcβ(A, k)→ El-QSCβ
cpqc(A, k) for each β ∈ R, in particular,

cpc(A, k)→ El-QSCcpc(A, k) and, if A is unital, also

cpu(A, k)→ El-QSCcpu(A, k).

Proof. Courtesy of Propositions 6.2 and 6.3, it only remains to assume that A is nonunital
and show that the image of cpqc(A, k) is contained in El-QSCcpqc(A, k). Again by the remark
preceding Proposition 6.2, it suffices to verify that the image of cpc(A, k) is contained in

El-QSCcpc(A, k). Let φ ∈ cpc(A, k), and set k′ := kφ
′

where φ′ := φβ for β = 0. Thus
k′ ∈ El-QSCcpu(Au, k), by Proposition 6.2. Since φ′ extends φ, Proposition 3.3 implies that
k′ restricts to a cocycle k ∈ QSCcpc(A, k). By uniqueness of weak solutions for the QS

differential equation (3.3), it follows that k = kφ, in particular the elementary QS cocycle kφ

is completely positive and contractive. Since (Au)′′ = A′′, the possibility of choosing R to be
of the desired form follows from Proposition 6.2. �

Remarks. Theorem 6.4 completes the quantum stochastic extension of the Christensen–
Evans characterisation of the generators of norm-continuous, completely positive semigroups
on C∗-algebras ([LiP], [LW2]). This is so because norm-continuous semigroups are automati-
cally quasicontractive.

It is currently not known whether or not completely positive elementary QS cocycles are
automatically quasicontractive.
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∗-homomorphic elementary QS cocycles. We now incorporate the known characterisa-
tion of stochastic generators of weakly multiplicative elementary QS cocycles into the conclu-
sions of Theorem 6.4. Thus let QSCmult(A, k) denote the set of k in QSC(A, k) that satisfy

Dom kt(a)∗ ⊃ h⊗E and
(
kt(a)∗|h⊗E

)∗
kt(b) = kt(ab), t ∈ R+, a, b ∈ A

and, recalling the notations (2.5) and (2.6), set

QSC∗-hom(A, k) := QSCmult(A, k) ∩QSCh(A, k) and, when A is unital,

QSF(A, k) := QSC∗-hom(A, k) ∩QSCu(A, k),

referred to as the ∗-homomorphic quantum stochastic cocycles, respectively quantum stochastic
flows (on A with respect to k).

The following known automatic continuity result is relevant.

Lemma 6.5. Let α ∈ L
(
A;O(D;H)

)
where D is a dense subspace of a Hilbert space H and

O(D;H) denotes the space of operators on H with domain D. Suppose that α is hermitian
and weakly multiplicative, equivalently, α satisfies

α(a)∗ ⊃ α(a∗) and α(a∗)∗α(b) = α(ab), a, b ∈ A.

Then α is bounded operator valued. Moreover the map A → B(H), a 7→ α(a) = α(a)∗∗, is a
∗-algebra morphism.

Proof. In case A is not unital, the prescription a+λ1 7→ α(a) +λIH defines a linear extension
of α to the unitisation of A and it is readily verified that the extension is also hermitian and
weakly multiplicative. We may therefore suppose without loss of generality that A is unital.

For a ∈ A and ζ ∈ D with ‖a‖ 6 1, ‖α(1)ζ‖2 = 〈ζ, α(1)ζ〉 = 〈ζ, α(a∗a)ζ〉+〈ζ, α(1−a∗a)ζ〉 =

‖α(a)ζ‖2 + ‖α((1 − a∗a)1/2)ζ‖2, so ‖α(a)ζ‖2 6 〈ζ, α(1)ζ〉. Taking a = 1 this shows that the
operator α(1) is bounded with norm at most one; feeding this back then gives ‖α(a)ζ‖2 6 ‖ζ‖2
for such a and ζ, so α(a) is likewise bounded. It follows that α is bounded operator valued.
The second part is straightforward to verify. �

It follows from Lemma 6.5 that

QSC∗-hom(A, k) =
{
k ∈ QSCb(A, k) : kt(·) is a ∗-algebra morphism for all t ∈ R+

}
,

in particular,

QSC∗-hom(A, k) ⊂ QSCcpc(A, k). (6.6)

Now let mult(A, k) denote the collection of maps φ ∈ CB(A;A⊗M B(k̂)) which satisfy the
following higher-order structure relations:

φn(ab) =
∑

φ#λ(a)(λ;n)∆[λ ∩ µ;n]φ#λ(b)(µ;n), n ∈ N, a, b ∈ A, (6.7)

in which the sum is over all pairs of subsets (λ, µ) of {1, · · · , n} whose union is {1, · · · , n}.
The notation here is as follows: for k ∈ N, φk := φ(k) ◦ · · · ◦ φ(1) where φ(i) := φH for

H = k̂⊗(i−1) (see (1.1)) and, for a subset λ of {1, · · · , n} with cardinality j, φj(a)(λ;n)

denotes the ampliation of φj(a) to B(h ⊗ k̂⊗n) acting as the identity on each copy of k̂
labelled by an index from the set {1, · · · , n} \ λ (see [LW3], for a fuller explanation). Set
∗-hom(A, k) := mult(A, k)∩ real(A, k) and, when A is unital, flow(A, k) := ∗-hom(A, k)∩u(A, k)
(recall (3.7) and (3.8)).
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Theorem 6.6. The QS generation map ΦA,k restricts to bijections

∗-hom(A, k)→ El-QSC∗-hom(A, k) and, when A is unital,

flow(A, k)→ El-QSF(A, k).

Proof. Write Φ for ΦA,k.

(a) Let φ ∈ CB(A;A ⊗M B(k̂)). By Theorem 3.4 of [LW3], kφ is weakly multiplicative
if and only if φ ∈ mult(A, k). (From the fully coordinate-free perspective adopted here, the
proof given there is valid without the stated separability assumption on the noise dimension
space.)

(b) By the remark following Theorem 3.2, Φ(real(A, k)) ⊂ QSCh(A, k), and Φ(u(A, k)) ⊂
QSCu(A, k) when A is unital.

(c) If k ∈ El-QSC∗-hom(A, k) then, by Theorem 6.4 and the inclusion (6.6), k ∈ Ran Φ and
so, by (a) and (b), k = kφ where φ ∈ mult(A, k) ∩ real(A, k) = ∗-hom(A, k).

(d) If A is unital and k ∈ El-QSF(A, k) then, by (c) and (b), k = kφ where φ ∈ ∗-hom(A, k)∩
u(A, k) = flow(A, k).

From (a) and (b) it follows that Φ(∗-hom(A, k)) ⊂ El-QSC∗-hom(A, k) and, when A is unital,
Φ(flow(A, k)) ⊂ El-QSF(A, k); from (c) and (d) it follows that these inclusions are equalities.
The result therefore follows from the injectivity of Φ. �

We end this section by relating the above to the next section. Set

∗-hom1(A, k) :={
φ ∈ L(A;A⊗M B(k̂)) : φ(a∗a) = φ(a)∗ι(a) + ι(a)∗φ(a) + φ(a)∗∆φ(a) for all a ∈ A

}
,

in which ι := ιA
k̂

, the ampliation introduced in (1.3), and set

struct(A, k) :=
{
φ ∈ ∗-hom1(A, k) : φ(1) = 0 if A is unital

}
.

Remarks. The following are equivalent conditions on a map φ ∈ L(A;A ⊗M B(k̂)) for it to
be in ∗-hom1(A, k):

(i) φ† = φ and

φ(ab) = φ(a)ι(b) + ι(a)φ(b) + φ(a)∆φ(b), a, b ∈ A. (6.8)

(ii) φ has block matrix form
[
L δ†
δ π−ι

]
where ι = ιAk , π is a ∗-algebra morphism from

A to A ⊗M B(k), δ is a π-derivation from A to A ⊗M |k〉 (in other words δ(ab) =
δ(a)b+ π(a)δ(b) for all a, b ∈ A) and L ∈ L(A) is hermitian and satisfies

L(ab)− L(a)b− aL(b) = δ†(a)δ(b), a, b ∈ A. (6.9)

The equivalence with (i) follows from polarisation and the fact that Ah = R-LinA+.
In particular, we see that if A is unital then

φ(1) = 0 if and only if π is unital.

The condition (6.8) is the case n = 1 of (6.7), so ∗-hom(A, k) ⊂ ∗-hom1(A, k). Conversely,
if φ ∈ ∗-hom1(A, k) then φ is necessarily completely bounded (as shown in the next theorem),
and further φ ∈ ∗-hom(A, k) when either of the following two conditions obtain: (α) φ(A)Eζ ⊂
A ⊗ |k̂〉 for all ζ ∈ k̂, or (β) A is a von Neumann algebra and φ is ultraweakly continuous
([LW3], [LW4]). In particular, ∗-hom(A, k) = ∗-hom1(A, k) if either k or A is finite dimensional.
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Recall the definition of ψR from (6.1).

Theorem 6.7. Let φ ∈ L(A;A⊗M B(k̂)). Then the following are equivalent :

(i) φ ∈ ∗-hom1(A, k).

(ii) φ has block matrix form
[
L δ†
δ π−ι

]
where, for some l ∈ A′′⊗ |k〉 and h ∈ A′′h, δ = δπ,l :

a 7→ la − π(a)l and L = Lπ,l,h : a 7→ l∗π(a)l − 1
2(l∗la + al∗l) + i(ha − ah) in which π

is a ∗-algebra morphism from A to A⊗M B(k) and ι = ιAk .
(iii) φ = L∗π(·)L + ψR where π is a ∗-algebra morphism from A to A ⊗M B(k), L :=[

l −Ih⊗k
]
∈ A′′⊗B(k̂; k) and R :=

[
ih−1

2 l
∗l

l

]
∈ A′′⊗ |k̂〉, for some l ∈ A′′⊗ |k〉 and

h ∈ A′′h.

Moreover, when these hold, if A is unital then φ(1) = −T ∗π(1)⊥T where T :=
[
l Ih⊗k

]
.

Proof. (i) =⇒ (ii): Let φ ∈ ∗-hom1(A, k), and let
[
L δ†
δ π−ι

]
be its block matrix form. Since δ

is a π-derivation and Ran δ ⊂ A′′⊗ |k〉, Theorem 2.1 of [ChE] implies that δ = δπ,l for some

l ∈ A′′⊗ |k〉. Set Lπ,l : a 7→ l∗π(a)l − 1
2(l∗la+ al∗l). Then Lπ,l is a hermitian map satisfying

RanLπ,l ⊂ A′′ and Lπ,l(ab) − Lπ,l(a)b − aLπ,l(b) = δ†(a)δ(b) for all a, b ∈ A. It follows
that L − Lπ,l is a hermitian derivation with range in A′′ and so, by another application of
Theorem 2.1 of [ChE], there is k ∈ A′′ such that δ = δk : a 7→ ka− ak. Since δk is hermitian,
(ka∗ − a∗k)∗ = ka − ak for all a ∈ A, or k + k∗ ∈ A′ ∩ A′′. It follows that δk = δih for a
hermitian element h of A′′.

(ii) =⇒ (i): Let l ∈ A′′⊗ |k〉 and h ∈ (A′′)h be such that φ has block matrix form[
Lπ,l,h δ†π,l
δπ,l π−ι

]
. Then δπ,l is a π-derivation and it is easily verified that Lπ,l,h is a hermitian

map satisfying (6.9), so φ ∈ ∗-hom1(A, k) by the first remark above.
The equivalence of (ii) and (iii) is readily verified, as is the given consequence of A being

unital, and so the proof is complete. �

Remarks. The above result was proved in [LW1], under the restriction that A is unital and
k is separable.

From (iii) we deduce the second of the following inclusions, which should be seen in the
light of the inclusion (6.6) and Theorems 6.4 and 6.6.

Corollary 6.8. struct(A, k) ⊂ ∗-hom1(A, k) ⊂ cpc(A, k).

7. From structure map to completely positive QS cocycle

For this section fix a unital C∗-algebra A acting nondegenerately on h. Our goal is to

identify sufficient conditions on an operator φ from A to A⊗MB(k̂) with dense domain A0 for
Theorem 5.3 to apply and yield a completely positive and unital QS cocycle k on A governed
by the QS differential equation

dkt = kt · dΛφ(t), k0 = ιAF . (7.1)

Our sufficient conditions on φ include the necessary algebraic conditions for k to be a QS flow
on A, that is a unital and ∗-homomorphic QS cocycle on A (cf. the results of the previous
section in which φ was defined on all of A).

A structure map for (A, k) with domain A0 is an operator φ from A to A ⊗M B(k̂) with
domain A0 such that
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(S1) A0 is a dense ∗-subalgebra of A,
(S2) φ satisfies φ = φ† and φ(ab) = φ(a)ι(b)+ ι(a)φ(b)+φ(a)∆φ(b), for all a, b ∈ A0, where

ι = ιA
k̂

in the notation (1.3),

(S3) A0 contains 1A and satisfies φ(1A) = 0.

Remarks. (i) The notation here is that φ† is the map on A given by a 7→ φ(a∗)∗, thus (S2)
includes the condition that φ is hermitian.

(ii) If a QS flow on A strongly satisfies (7.1) on a dense ∗-subalgebra A0 of A containing 1A
then, it follows from the quantum Itô product formula that φ is necessarily a structure map.

(iii) If a QS flow j on A is elementary then j = kφ for a completely bounded structure map
φ (with domain A) by Theorem 5.10 of [LW2]. Conversely, necessary and sufficient conditions
for a completely bounded map φ to stochastically generate a QS flow are given in [LW3]. In

favourable cases (notably, if φ(A)Eξ ⊂ A⊗|k̂〉 for each ξ ∈ k̂, or if A is a von Neumann algebra
and φ is ultraweakly continuous) these conditions reduce to φ simply being a structure map.

Lemma 7.1. Let µ = (idA⊗M ω) ◦ φ where φ is a structure map for (A, k) with domain A0

and ω ∈ B(k̂)∗,+. Then µ is hermitian, vanishes at 1A, and satisfies

µ(a∗a)− µ(a)∗a− a∗µ(a) > 0, a ∈ A0.

Proof. Being a composition of hermitian maps, µ is hermitian. Since φ vanishes at 1A, µ does
too. Let a ∈ A0, then

µ(a∗a) = (idA⊗M ω)
(
φ(a)∗ι(a) + ι(a)∗φ(a) + φ(a)∗∆φ(a)

)
= µ(a)∗a+ a∗µ(a) + (idA⊗M ω)

(
φ(a)∗∆φ(a)

)
.

The result follows since idA⊗M ω is a positive map. �

Remark. It follows that the map µ is conditionally positive: if a ∈ A0 and b ∈ A are such
that ab = 0 then b∗µ(a∗a)b > 0. This is a necessary condition for µ to be the generator of a
positive semigroup on A. It is also a sufficient condition if µ is bounded with domain A.

If k is a QS flow then for any map Γ : I → k it follows from Proposition 2.1 that kΓ is a
cocycle on (the operator system) A ⊗M B(h), where h = l2(I), and that it is multiplicative

when restricted to the ∗-subalgebra A⊗B(h). Thus if k = kφ for some φ ∈ CB(A;A⊗MB(k̂))
and Γ is bounded, then the map ΦΓ from Theorem 4.3 ought to be a structure map.

We want to establish this directly when starting with an unbounded structure map, and
to that end we must extend the use of the notation introduced in (1.1). Let ν be an operator
from A to A⊗M B(k1; k2) with domain A0, and let h be a Hilbert space. Then denote by νh

the operator from A⊗B(h) to (A⊗B(h))⊗MB(k1; k2) with domain A0⊗B(h) determined by

νh(a⊗ T ) := Π(υ(a)⊗ T )

where Π is the tensor flip from B(h⊗ k1⊗ h; h⊗ k2⊗ h) to B(h⊗ h⊗ h1; h⊗ h⊗ k2). When φ
is completely bounded, the resulting operator is simply a restriction of that defined in (1.1).

Proposition 7.2. Let φ be a structure map for (A, k) with domain A0. Then the following
hold.

(a) Given a Hilbert space H, φH is a structure map for (A⊗B(H), k) with domain A0⊗B(H).
(b) Let Γ : I → k be a bounded map and set h := l2(I). Define ΦΓ to be the operator from

A⊗M B(h) to (A⊗M B(h))⊗M B(k̂) with domain A0⊗B(h) given by

ΦΓ = (idA⊗MυΓ) ◦ φh + idA⊗MΘΓ
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for υΓ and ΘΓ as in Theorem 4.2. Then ΦΓ is a structure map.

Proof. (a) That φH is hermitian and satisfies φH(1A⊗B(H)) = 0 is clear, moreover the identity

φH(AB) = φH(A)ι(B) + ι(A)φH(B) + φH(A)∆φH(B),

is readily verified for simple tensors A and B in A0⊗B(H). Part (a) therefore follows by
bilinearity.

(b) For ease of reading we suppress all subscripts and ampliations for the rest of the proof.
By definition, Φ = Ω + Θ where, for A ∈ A0⊗B(h),

Ω(A) = F̃ ∗φh(A)F̃ and Θ(A) = F ∗ι(A) + ι(A)F + F ∗(A⊗∆)F, for

F :=

[
−1

2L
∗L −L∗

L 0

]
and F̃ := I + ∆F =

[
I 0
L I

]
,

in which L is the h-ampliation of the operator in B(h; h⊗ k) defined as in Lemma 4.1, so that

Θ(A) =

[
L∗(A⊗ I)L− 1

2L
∗LA− 1

2AL
∗L L∗(A⊗ I)−AL∗

(A⊗ I)L− LA 0

]
.

Note that F̃∆ = ∆ = ∆F̃ ∗ and so

ι(A)F̃ − F̃ ι(A) =

[
0 0

(A⊗ I)L− LA 0

]
= ∆Θ(A) = F̃∆Θ(A).

Since φh is a structure map this implies that, for A ∈ A0⊗B(h),

Ω(A∗A)− Ω(A∗)ι(A)− ι(A)∗Ω(A)

= F̃ ∗φh(A)∗
(
ι(A)F̃ − F̃ ι(A)

)
+
(
F̃ ∗ι(A)∗ − ι(A)∗F̃ ∗

)
φh(A)F̃ + F̃ ∗φh(A)∗∆φh(A)F̃

= F̃ ∗φh(A)∗F̃∆Θ(A) + Θ(A)∗∆F̃ ∗φh(A)F̃ + F̃ ∗φh(A)∗F̃∆F̃ ∗φh(A)F̃

= Ω(A)∗∆Θ(A) + Θ(A)∗∆Ω(A) + Ω(A)∗∆Ω(A).

Furthermore Θ is a structure map since F+F ∗+F ∗∆F = 0 = F+F ∗+F∆F ∗ (cf. Lemma 4.1).
Thus, since Φ = Ω + Θ, this implies that

Φ(A∗A)− Φ(A∗)ι(A)− ι(A)∗Φ(A) = Φ(A)∗∆Φ(A)

for A ∈ A0⊗B(h), as required. That Φ is hermitian and Φ(1A⊗B(h)) = 0 are easily verified. �

Now fix an orthonormal basis η = (di)i∈I0 for k and recall our convention (2.2). Continuing
with the notation introduced before Theorem 5.3, we write Φ[J ] and ϕ[J ] as special cases of
ΦΓ and ϕΓ. Also recall the φx,y notation introduced in (3.2).

Proposition 7.3. Let φ be a structure map for (A, k) with domain A0. Suppose that the
following hold :

(1) For each n ∈ N, Mn(A0) is square-root closed, that is

Mn(A0)+ =
{
A2 : A ∈ Mn(A0)+

}
, where Mn(A0)+ := Mn(A)+ ∩Mn(A0).

(2) For all α, β ∈ I, φdα,dβ is a pregenerator of a C0-semigroup P(α,β) on A.

Then for all J0 ⊂⊂ I0 the Schur-action semigroup P [J ] on MJ (A) is completely positive and
unital.
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Proof. Let J0 ⊂⊂ I0. Define a Schur-action operator on MJ (A) with domain MJ (A0) by

ϕ[J ] :=
[
φdα,dβ

]
α,β∈J ·

Then ϕ[J ] is a pregenerator of the C0-semigroup P [J ], with ϕ[J ] = (idMJ (A)⊗M ω0̂,0̂) ◦ Φ[J ].

However, Φ[J ] is a structure map on MJ (A) by Proposition 7.2 (b), and so

ϕ[J ](A
∗A)− ϕ[J ](A

∗)A−A∗ϕ[J ](A) > 0, A ∈ MJ (A0)

by Lemma 7.1. It follows from Proposition 3.2.22 of [BR1] that ϕ[J ] is dissipative. Thus its
closure ϕ[J ] is dissipative by Proposition 3.1.15 of [BR1]. However, ϕ[J ] is the generator of

the C0-semigroup P [J ], so idMn(A)−αϕ[J ] is surjective for some α > 0 by the Hille–Yosida

Theorem ([BR1], Theorem 3.1.10). Since its generator is dissipative, P [J ] is contractive by the

Lumer–Phillips Theorem ([BR1], Theorem 3.1.16). Moreover P [J ] is unital on the C∗-algebra
M[J ](A) since ϕ[J ] vanishes at the identity. Putting these two properties together shows that

P [J ] is positive ([Pau], Proposition 2.11).

To get complete positivity of P [J ], note that for any n ∈ N the operator φC
n

is a structure
map for (Mn(A), k) by Proposition 7.2 (a), and that conditions (1) and (2) hold for this map.

If Q[J ] denotes the contraction semigroup on MJ
(
Mn(A)

)
obtained by running the argument

above for this lifted structure map thenQ[J ] = Π◦(P [J ]⊗MidMn(C)) where Π : Mn

(
MJ (A)

)
→

MJ
(
Mn(A)

)
is the natural flip isomorphism. The result follows. �

Combined with Theorem 5.3, Proposition 7.3 yields the following stochastic generation
theorem for completely positive and unital QS cocycles.

Theorem 7.4. Let φ be a structure map for (A, k) with domain A0. Suppose that the following
hold :

(1) For all n ∈ N, Mn(A0) is square-root closed.
(2) There is an orthonormal basis (di)i∈I0 for k such that, for all α, β ∈ I := {0} ∪ I0,

φdα,dβ is a pregenerator of a C0-semigroup P(α,β) on A.

Then there is a unique process k ∈ QSCb(A, k) which is locally norm bounded and such that,

for all α, β ∈ I, P(α,β) is its (dα, dβ)-associated semigroup. Moreover, k is completely positive
and unital, and it is the unique weakly regular ET(η)-weak solution of the QS differential
equation (7.1) on A0 for the domain h⊗ET(η); if both h and k are separable then it is a strong
solution.

Remarks. Assumption (1) clearly applies when A0 is the dense ∗-subalgebra associated with
an AF algebra. In the next section we give such an example in which assumption (2) also
holds.

Interesting recent work on the construction of QS flows is nicely complementary to ours, in
that it takes as standing hypothesis the existence of a completely positive and contractive QS
cocycle weakly satisfying (7.1) on a dense ∗-subalgebra containing the identity of the algebra,
for a structure map φ (see [DGS], Theorem 3.1 and Definitions 2.5 and 2.7). Warning : their
use of the terminology QS flow is different to ours.

8. The quantum exclusion process

Symmetric quantum exclusion processes have recently been considered by a number of au-
thors. The original paper to tackle the challenge of extending the classical theory of exclusion
processes to the quantum domain was [Reb]. This, like subsequent work, has focused on
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the underlying Markov semigroup. Subsequently conditions were found for the construction
of symmetric quantum exclusion processes ([BW1]), using the theory of multiple quantum
Wiener integrals developed in [LW3]. In this final section we demonstrate how Theorem 7.4
may be employed in the construction of quantum exclusion processes. Our approach is com-
plementary to that of [BW1] and [BW2].

Fixing a nonempty set R, let A = CAR(R) denote the CAR algebra over R in its Fock
representation ([BR2]). A useful description arises by putting a total order on R. The
antisymmetric Fock space over l2(R) may be naturally identified with the Hilbert space
h := l2(ΓR) where ΓR := {σ ⊂ R : #σ < ∞}, with the Fock space Fermi annihilation and
creation operators given by

(brF )(σ) = 1r/∈σε(σ, r)F (σ ∪ r) and (b∗rF )(σ) = 1r∈σε(σ, r)F (σ \ r),
in which the singleton set {r} is abbreviated to r. The notation here is as follows:

ε(σ, r) := (−1)n(σ,r) where n(σ, r) := #{s ∈ σ : s > r} for σ ∈ ΓR and r ∈ R.
The anticommutation relations

brbs + bsbr = 0, brb
∗
s + b∗sbr =

{
1A if r = s,

0 if r 6= s,

imply that brb
∗
rbr = (1A− b∗rbr)br = br (r ∈ R), so each br is a (nonzero) partial isometry. Let

A0 denote ∗-Alg{br : r ∈ R}. Thus A0 is a dense ∗-subalgebra of A containing 1A; it is weak
operator dense in B(h). In terms of the standard basis (eσ)σ∈ΓR for h,

breσ = 1r∈σ ε(σ, r) eσ\r and b∗reσ = 1r/∈σ ε(σ, r) eσ∪r, σ ∈ ΓR, r ∈ R.
For S ⊂ R, set AS := ∗- Alg{bs : s ∈ S}. Then, by the anticommutation relations, each AS

is a ∗-subalgebra of A containing 1A with linear basis {b∗σbτ : σ, τ ⊂⊂ S}, where

bτ :=
−→∏
t∈τ

bt and b∗σ := (bσ)∗ =
←−∏
s∈σ

b∗s,

with the convention b∅ = 1A. Thus

b∗σ e∅ = eσ, for σ ∈ ΓR, bτe∅ = 0 for τ ∈ ΓR \ {∅},
in particular e∅ is a cyclic vector for the C∗-algebra A (it is the Fermi Fock vacuum vector),
and

A0 =
⋃
S⊂⊂R

AS .

Moreover, for each S ⊂⊂ R, AS is finite dimensional and thus a closed subspace of A; it is
a C∗-algebra isomorphic to B

(
l2(ΓS)

)
. Thus A0 is square-root closed, as is Mn(A0) for each

n ∈ N. In addition, A is separable and an AF algebra if and only if R is countable.
The elements of R are used to label sites at which Fermionic particles may exist, with the

operator br representing the annihilation of a particle at site r, and b∗r its creation.
Let {αr,s : r, s ∈ R} be a fixed collection of (complex) amplitudes, and set

inter(r) := {s ∈ R : αr,s 6= 0 or αs,r 6= 0}, and inter+(r) := inter(r) ∪ {r}.
Thus inter(r) is the collection of sites that interact with site r; # inter(r) is termed the valency
of the site r. We make the finite valency assumption

# inter(r) <∞ for all r ∈ R. (8.1)



40 MARTIN LINDSAY AND STEPHEN WILLS

The transport of a particle from site r to site s with amplitude αr,s is described by the
operator tr,s := αr,sb

∗
sbr. Also let {hr : r ∈ R} be a fixed set of (real) site energies. Define

bounded operators ρr,s, τr,s and δr on A by

ρr,s(a) := [tr,s, a] = αr,s(b
∗
sbra− ab∗sbr),

τr,s(a) := −1

2

(
t∗r,sρr,s(a) + ρ†r,s(a)tr,s

)
= −1

2

(
t∗r,s[tr,s, a] + [a, t∗r,s]tr,s

)
and

δr(a) := ihr[b
∗
rbr, a].

Thus, for each r, s ∈ R, ρr,s and δr are derivations. In particular δr(1A) = ρr,s(1A) = 0 so

also τr,s(1A) = 0, and the following identity holds: τr,s(ab)− τr,s(a)b− aτr,s(b) = ρ†r,s(a)ρr,s(b)
for all a, b ∈ A. Moreover, each τr,s is hermitian, as is each δr. Noting that, for S ⊂⊂ R,

[b∗sbr, a] = 0 for all a ∈ AS , r, s /∈ S, (8.2)

we see that, for all S ⊂⊂ R and a ∈ AS , δr(a) = 0 unless r ∈ S, in which case δr(a) ∈ AS ,
whereas ρr,s(a) = 0 unless either r ∈ S and s ∈ inter(r), in which case ρr,s(a) ∈ AS∪inter(r),
or s ∈ S and r ∈ inter(s), in which case ρr,s(a) ∈ AS∪inter(s), and similarly for τr,s(a). It
follows that, under the finite valency assumption (8.1), for all S ⊂⊂ R and a ∈ AS , the sets
{r ∈ R : δr(a) 6= 0}, {q ∈ R × R : ρq(a) 6= 0} and {q ∈ R × R : τq(a) 6= 0} are all finite.
Therefore, setting k := l2(R × R) and letting η = (fq)q∈R×R be its standard orthonormal

basis, there is a well-defined operator φ :=
[
L ρ†
ρ 0

]
from A to A⊗B(k̂) with domain A0 given

by L := δ + τ ,

δ(a) :=
∑
r∈R

δr(a), τ(a) :=
∑

q∈R×R
τq(a) and ρ(a) :=

∑
q∈R×R

ρq(a)⊗ |fq〉.

For S ⊂⊂ R, set S+ :=
⋃
r∈S inter+(r) and kS := Lin{fq : q ∈ S × S}, then

δ(AS) ⊂ AS , τ(AS) ⊂ AS+ and ρ(AS) ⊂ AS+⊗ |kS+〉,

so that φ enjoys the approximate invariance property φ(AS) ⊂ AS+⊗ Lin
{
|x〉〈y| : x, y ∈ k̂S+

}
.

In particular Ranφ ⊂ A0⊗B00(k̂), where B00 denotes bounded finite rank operators. Since τ
and δ are hermitian, δ is a derivation, ρ an ιAk -derivation, and τ(ab)−τ(a)b−aτ(b) = ρ†(a)ρ(b)
for all a, b ∈ A0, it follows that φ is a structure map for (A, k) with domain A0.

Theorem 8.1. Let A = CAR(R), in its Fock representation, for a nonempty set R and let

φ :=
[
L ρ†
ρ 0

]
be the structure map defined as above, in terms of a set of complex amplitudes

{αr,s : r, s ∈ R} satisfying the finite valency condition (8.1) and a set of real site energies
{hr : r ∈ R}. Assume that L is a pregenerator of a C0-semigroup on A. Then there is a unique
process kφ in QSCcpu(A, k) such that φx,y := (idA⊗ωx̂,ŷ) ◦ φ− χ(x, y) idA is a pregenerator of

its (x, y)-associated semigroup, for all x, y ∈ {0}∪ {fq : q ∈ R×R}. Moreover, kφ is also the
unique weakly regular ET(η)-weak solution of the QS differential equation (7.1) on A0 for the
domain h⊗ET(η), satisfying the equation strongly if the set R is countable.

Proof. By identities (4.5),

φ0,fq = L+ ρ†q − 1
2 idA, φfq ,0 = (φ0,fq)

† and φfq ,fq′ = L+ ρq + ρ†q′ + (δq,q′ − 1) idA

for all q, q′ ∈ R × R. Therefore, for all x, y ∈ {0} ∪ {fq : q ∈ R × R}, φx,y is a bounded
perturbation of L, and so is a pregenerator of a C0-semigroup on A. As noted already, Mn(A0)
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is square-root closed, since any A ∈ Mn(A0)+ belongs to the C∗-algebra Mn(AS) for some
S ⊂⊂ R. Therefore the result follows from Theorem 7.4. �

Remarks. If an orthonormal basis η′ is chosen for k other than the standard one then the
resulting QS cocycle k′ is unitarily conjugate to kφ via the second quantisation operator
Γ(IL2(R+) ⊗ V ), V being the unitary on k which exchanges the bases.

Strong unital ∗-homomorphic solutions for the QS differential equation (7.1) (where, as is
necessary, φ is assumed to be a structure map) are sought in [BW1]. Existence is proved
assuming uniform boundedness of the valencies and energies, and modulus-symmetry of the
amplitudes: |αs,r| = |αr,s| for all r, s ∈ R, along with certain coupled conditions. These
latter constraints, on magnitudes of amplitudes and sizes of valencies, are forged from growth
restrictions, on iterates of φ applied to the generators br, required for the convergence of sums
of relevant multiple quantum Wiener integrals. Under strengthened conditions the solution is
shown to be a QS cocycle. In the preprint [BW2] these symmetry and valency restrictions are
loosened, and existence theorems for weak completely positive contractive solutions of (7.1)
are established by means of Feynman–Kac type perturbations of the ∗-homomorphic processes
constructed in [BW1]. The cocycle property for these is then recovered under conditions
allowing the application of Theorem 5.3/7.4, as in the current paper.

In Rebolledo’s work, and subsequent study ([PMQ]), the coefficients αr,s are assumed to
be real; moreover a large part of the analysis is carried out in the W ∗-category, focusing
on the minimal quantum dynamical semigroup on B(h). In that context, our results (like
those of [BW1] and [BW2]) deliver Feller properties for the resulting semigroups — that is,
invariance of the C∗-algebra A = CCR(R) and strong continuity there.

We finish with a special case of the quantum exclusion process in which the index set R
is an integer lattice, and where the fact that L is a pregenerator is established using the
following result.

Theorem 8.2 ([BrK], Theorem 4.2.1). Let L be a dissipative operator on a Banach space
X. Suppose that (X(n))∞n=1 is an increasing sequence of closed subspaces of X contained in
DomL such that

(a) X0 :=
⋃∞
n=1 X(n) is dense in X, and

(b) there are constants M > 0 and α > 0 and, for each n ∈ N and m ∈ Z+, an operator
Ln,m from X(n) to X such that, for all such n and m,

RanLn,m ⊂ X(n+m) and ‖L|X(n) − Ln,m‖ 6Mne−αm.

Then L is a pregenerator of a (contractive) C0-semigroup on X and X0 is a core for L.

Example 8.3. Let A = CAR(R) acting on the Hilbert space l2(ΓR), where R = Zd which
we view as a metric subspace of l∞({1, · · · , d}), and let φ be the structure map for (A, k)
with domain A0 defined as above, in terms of a given set of amplitudes and energies. We
claim that L is a pregenerator of a C0-semigroup on A, so that Theorem 8.1 applies, under
the following assumptions.

I There is D ∈ N such that αr,s = 0 whenever the pair (r, s) satisfies ‖r − s‖∞ > D.
II There is K ∈ R+ such that, for all (r, s) ∈ R×R \ {(0, 0)},

|αr,s|2 6 K
(

max{‖r‖∞, ‖s‖∞}
)2−d

.

Assumption I strengthens that of (8.1) to there being a uniform limit on the range of interac-
tion and hence a uniform bound on the valencies. In dimensions d = 1 and 2, assumption II
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covers the physically reasonable situation of uniformly bounded amplitudes. Unlike in [BW1],
no symmetry condition is imposed on the amplitudes and no bounds on the energies are re-
quired.

To see the validity of our claim, first note that L is conditionally completely positive and
so, since its domain is square-root closed and contains 1A, Proposition 3.2.22 of [BR1] implies
that L is dissipative. Let n ∈ N and set A(n) := ARn where Rn := {r ∈ R : ‖r‖∞ 6 nD};
since #Rn = (1 + 2nD)d < ∞, A(n) is finite dimensional and thus a closed subspace of A.
Also note that

⋃∞
n=1 A(n) = A0 and, by assumption I, R+

n ⊂ Rn+1 so AR+
n
⊂ A(n+ 1) for all

n ∈ N. For m ∈ Z+ define the map Ln,m : A(n)→ A by

Ln,m : A(n)→ A, a 7→

{
δ(a) +

∑
r,s∈Rn τr,s(a) if m = 0,

L(a) if m > 1.

Fix n ∈ N and a ∈ A(n) such that ‖a‖ 6 1. Since A(n+ 1) ⊂ A(n+m) for all m ∈ N, the
claim follows by appeal to Theorem 8.2 once we have shown that

Ln,0(a) ∈ A(n) and L(a) ∈ A(n+ 1), (8.3)

and have found a constant M = M(d,D,K), independent of n and a, such that

‖L(a)− Ln,0(a)‖ 6Mn. (8.4)

Moreover the relations (8.3) follow from the facts that δ(a) ∈ A(n), τr,s(a) ∈ A(n) for r, s ∈ Rn
and, by assumption I, τr,s(a) ∈ A(n+ 1) for all r, s ∈ R.

Assumption I and the commutation relation (8.2) imply that τr,s(a) = 0 unless ‖r− s‖∞ 6
D and (r, s) ∈ (Rn × Rn+1) ∪ (Rn+1 × Rn). Therefore L(a) − Ln,0(a) =

∑
(r,s)∈Sn τr,s(a)

where

Sn :=
{

(r, s) ∈ [Rn × (Rn+1 \ Rn)] ∪ [(Rn+1 \ Rn)×Rn] : ‖r − s‖∞ 6 D
}

⊂
{

(r, s) : r ∈ Rn \ Rn−1, s ∈ (R1 + r)
}
∪
{

(r, s) : s ∈ Rn \ Rn−1, r ∈ (R1 + s)
}
.

Now #(Rk + t) = (1 + 2kD)d, for k ∈ N and t ∈ R, so

#Sn 6 2
((

1 + 2nD
)d − (1 + 2(n− 1)D

)d)
(1 + 2D)d

6 4Dd
(
1 + 2nD

)d−1
(1 + 2D)d 6 4Dd(1 + 2D)2d−1nd−1.

Moreover, for all (r, s) ∈ Sn, ‖τr,s(a)‖ 6 2|αr,s|2 and so, by assumption II,

‖τr,s(a)‖ 6 2K((n+ 1)D)2−d = 2KD2−d(1 + 1
n

)2−d
n2−d.

Therefore, since (1+ 1
n)2−d 6 1+δ1,d (Kronecker delta), these estimates combine to yield (8.4),

as required, with M = 8Kd(1 + δ1,d)D
3−d(1 + 2D)2d−1.

References

[Acc] L. Accardi, On the quantum Feynman–Kac formula, Rend. Sem. Mat. Fis. Milano 48 (1978), 135–180
(1980).

[AFL] L. Accardi, A. Frigerio and J.T. Lewis, Quantum stochastic processes, Publ. Res. Inst. Math. Sci. 18
(1982), no. 1, 97-133.

[AcK] L. Accardi and S.V. Kozyrev, On the structure of Markov flows, Chaos, Solitons & Fractals 12 (2001),
nos. 14–15, 2639–2655.

[BW1] A.C.R. Belton and S.J. Wills, An algebraic construction of quantum stochastic flows with unbounded
generators, Ann. Inst. H. Poincaré Probab. Statist. 51 (2015), no. 1, 349–375.

[BW2] — — , Feynman–Kac perturbation of C∗ quantum-stochastic flows, Preprint.



QUANTUM STOCHASTIC SEMIGROUPS ON OPERATOR SPACES II 43

[BlL] D.P. Blecher and C. Le Merdy, “Operator Algebras and Their Modules: An Operator Space Approach,”
OUP, Oxford 2005.

[BrK] O. Bratteli and A. Kishimoto, Generation of semigroups, and two-dimensional quantum lattice systems,
J. Funct. Anal. 35 (1980), no. 3, 344–368.

[BR1] O. Bratteli and D.W. Robinson, “Operator Algebras and Quantum Statistical Mechanics I: C∗- and
W ∗-Algebras, Symmetry Groups, Decompositions of States,” Corrected 2nd Edition, Springer-Verlag,
Heidelberg, 2002.

[BR2] — — , “Operator Algebras and Quantum Statistical Mechanics II: Equilibrium States. Models in
Quantum Statistical Mechanics,” Corrected 2nd Edition, Springer-Verlag, Heidelberg, 2002.

[ChE] E. Christensen and D.E. Evans, Cohomology of operator algebras and quantum dynamical semigroups,
J. London Math. Soc. 20 (1979), no. 2, 358–368.

[DGS] B. Das, D. Goswami and K.B. Sinha, A homomorphism theorem and a Trotter product formula for
quantum stochastic flows with unbounded coefficients, Comm. Math. Phys. 330 (2014), no. 2, 435–467.

[DLT] B.K. Das, J.M. Lindsay and O. Tripak, Sesquilinear quantum stochastic analysis in Banach space, J.
Math. Anal. Appl. 409 (2014), no. 2, 1032–1051.

[Dav] E.B. Davies, “Linear Operators and their Spectra,” Cambridge University Press, Cambridge, 2007.
[EfR] E.G. Effros and Z.-J. Ruan, “Operator Spaces,” OUP, Oxford 2000.
[Ell] G.A. Elliott, On the convergence of a sequence of completely positive maps to the identity, J. Austral.

Math. Soc. Ser. A 68 (2000), no. 3, 340–348.
[EvK] D.E. Evans and Y. Kawahigashi, “Quantum Symmetries on Operator Algebras,” OUP, Oxford 1998.
[Fag] F. Fagnola, Quantum Markov semigroups and quantum flows, Proyecciones 18 (1999) no. 3, 144 pp.
[GKS] V. Gorini, A. Kossakowski and E.C.G. Sudarshan, Completely positive dynamical semigroups on N -

level systems, J. Math. Phys. 17 (1076), no. 5, 821–825.
[HuP] R.L. Hudson and K.R. Parthasarathy, Quantum Itô’s formula and stochastic evolutions, Comm. Math.
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