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Determining the exact pairing symmetry of the superconducting order parameter in candidate unconventional
superconductors remains an important challenge. Recently, a new method, based on phase sensitive quasiparticle
interference measurements, was developed to identify gap sign changes in isotropic multiband systems. Here
we extend this approach to the single-band and multiband nodal d-wave superconducting cases relevant,
respectively, for the cuprates and likely for the infinite-layer nickelate superconductors. Combining analytical
and numerical calculations, we show that the antisymmetrized correction to the tunneling density of states due
to nonmagnetic impurities in the Born limit and at intermediate-scattering strength shows characteristic features
for sign-changing and sign-preserving scattering wave vectors, as well as for the momentum-integrated quantity.
Furthermore, using a realistic approach accounting for the Wannier orbitals, we model scanning tunneling
microscopy data of Bi2Sr2CaCu2O8+δ , which should allow the comparison of our theory with experimental
data.

DOI: 10.1103/PhysRevB.101.214505

I. INTRODUCTION

The determination of the symmetry properties of the su-
perconducting order parameter in unconventional supercon-
ductors is an important step towards an understanding of
the underlying Cooper-pairing mechanism in these systems.
Therefore phase-sensitive experimental techniques based on
observables that can be routinely measured are very much
in demand. One rapidly developing technique makes use
of quasiparticle interference (QPI) as measured by Fourier
transformed scanning tunneling microscopy (STM) [1–7].
This probe measures the wavelength of Friedel oscillations
caused by impurities in a metallic or superconducting system,
which in turn contain information on the electronic structure
of the pure system [8–17]. Recently, this technique became
particularly powerful in the iron-based superconductors where
conventional phase-sensitive methods could not be easily
applied [18–22]. It was proposed by Hirschfeld, Altenfeld,
Eremin and Mazin (HAEM) [23] that the sign structure of
the superconducting order parameter in a multiband system
can be extracted from the Fourier-transformed local density of
states (LDOS) QPI pattern near a weak nonmagnetic impurity.
This so-called HAEM method states that the antisymmetrized
LDOS ρ−(ω), when integrated over wave vectors correspond-
ing to scattering between two bands with order parameters
�1 �= �2, has a dependence on frequency very different for
gap sign-changing and sign-preserving processes sgn(�1) =
∓sgn(�2). While in the former case ρ−(ω) exhibits a strong

single-sign enhancement without a sign change of the signal
between the two gap scales, the intensity in the latter is
strongly suppressed and does change sign between �1 and
�2. We refer to this as even and odd behavior in ρ−(ω),
respectively.

The HAEM method has mostly been tested on putative
isotropic gap states in iron-based superconductors [24–26];
the limitations of the method have been checked for multiple-
impurity scattering [27] and more complex band structures
[28]. Furthermore, inspired by the HAEM method its ex-
tension with respect to the impurity bound state has been
recently proposed [29] and verified independently by exper-
iment [30,31].

In principle, the HAEM method should work for
anisotropic nodal sign-changing gaps in single-band and
multiband systems as well. This includes the canonical d-
wave state in cuprates and potentially the newly discovered
infinite-layer nickelate superconductors [32]. Nevertheless, it
is not a priori clear how these distinctions, developed for the
case of two mostly isotropic gaps on different bands, apply
to the case of a sign-changing gap on a single band. In the
original approach [23,28], the odd or even behavior of ρ−(ω)
occurs between the two gap scales, whereas in the d-wave
case there is only one gap scale present. However, one can
think of the d-wave system as containing a distribution of gap
edges as one goes around the Fermi surface. Consequently,
each scattering process which connects k and k + q will
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reproduce the HAEM phenomenology in its contribution to
ρ−(ω), according to whether there is a sign change between
�k and �k+q.

In this manuscript, we show that the general predictions
of HAEM continue to hold and allow an unambiguous de-
termination of a sign change in the gap not merely in a
fully momentum-integrated fashion, but also in a momentum-
resolved way. In particular, we show that the conclusions
hold individually for a set of octet vectors qi connecting
the tips of contours of constant quasiparticle energy. To
do so, we calculate ρ−

d (q, ω), assuming the usual d-wave
gap �d

k = �0
2 (cos kx − cos ky), and compare with ρ−

s (q, ω)
resulting from a hypothetical anisotropic s-wave state �s

k =
�0
2 | cos kx − cos ky|. Both gaps clearly produce the same

quasiparticle density of states, but are well distinguished by
their phase structure. We discuss our results in the con-
text of a single-band model for the cuprate superconductor
Bi2Sr2CaCu2O8+x (BSCCO) and a multiband model for the
infinite-layer nickelates.

II. HAEM FOR A SINGLE-BAND d-WAVE
SUPERCONDUCTOR

Our starting point is a one-band BCS model Hamiltonian
in the Nambu space Hk = εkτ3 + �kτ1. The corresponding
Green’s function in the superconducting state and the LDOS
are then given by Ĝk(ω) = [(ω + iδ)τ0 − Hk]−1 and

ρ(ω) = − 1

π

∑
k

ImTr
(τ0 + τ3)

2
Ĝk(ω). (1)

Following the HAEM prescription [23,28], the antisym-
metrized correction to the LDOS due to impurity scattering in
the Born limit is given by the convolution of the bare Green’s
functions dressed by scattering matrix from a nonmagnetic
impurity, V̂ = V0τ3.

δρ−(q, ω) = δρ(q, ω) − δρ(q,−ω), (2)

δρ(q, ω) = − 1

π

∑
k

ImTr
(τ0 + τ3)

2
Ĝk(ω)V̂ Ĝk+q(ω). (3)

Before presenting the results for the lattice model, we inves-
tigate Eq. (2) analytically using the parabolic band disper-
sion εk = k2

2m − μ and the superconducting order parameters,
defined in terms of the spherical harmonics on the Fermi
surface, i.e., �d

k = �0 cos(2ϕ) and �s
k = �0| cos(2ϕ)|, cor-

responding to the d-wave and anisotropic sign-preserving s-
wave case, respectively. This allows us to approximate

∑
k ≈

N0
∫ 2π

0
dϕ

2π

∫ ∞
−∞ dεk, which yields the momentum integrated

Green’s functions as

Ĝd (ω) = −2iN0K

[
�0

ω

]
τ0, (4)

Ĝs(ω) = −2iN0

[
K

[
�0

ω

]
τ0 −

(
ln

⎛
⎝

√
|ω2 − �2

0|
�0 + |ω|

⎞
⎠sgn(ω)

+ iπ

2
θ
[
�2

0 − ω2
])

τ1

]
, (5)

FIG. 1. (a) δρ−
d (s)(ω) calculated using a parabolic band disper-

sion as a function of ω/�0 for the sign-changing (blue) and sign-
preserving (orange) order parameter. (b) Same quantity as in (a) in
units of states/eV/spin calculated using the BSCCO lattice model
[Eq. (10)]. (Inset) LDOS ρ(ω) obtained from the lattice model
[Eq. (10)] in the superconducting state for either d- or s-wave state
considered here.

where K[�0
ω

] is the elliptic function of the first kind, see
also Appendix A for further details, N0 = m

2π
, and θ is the

Heaviside step function. Note that Eq. (4) has no τ1 compo-
nent since the d-wave gap averages to zero when integrating
over the polar angle.

Both pairing symmetries �d
k and �s

k lead to identical
LDOS patterns ρ(ω) = 2N0

π
Im iK[�0

ω
] with the typical V

shape of the nodal superconductor, shown in the inset of
Fig. 1(a). Using Eqs. (4) and (5), we calculate δρ−

d (s)(ω) for
the d- and s-wave cases, respectively as shown in Fig. 1(a),
where we assume V0 > 0 without loss of generality.

In the d-wave case, δρ−
d (ω) is negative for energies be-

tween zero and the coherence peak energy where its inten-
sity diverges. In sharp contrast to this, δρ−

s (ω) is positive
at low energies, changes slope and becomes negative upon
approaching coherence peak energy where it reaches a much
weaker intensity maximum than δρ−

d (ω). Analytically, for
ω/�0 � 1, we find

δρ−
d (ω) ≈ −sgn(ω)

8V0N2
0

π

ω2

�2
0

ln

(
4�0

|ω|
)

, (6)

δρ−
s (ω) ≈ 8V0N2

0

π

[
ω

�0
− sgn(ω)

ω2

�2
0

ln

(
4�0

|ω|
)]

, (7)

where due to the term linear in ω, δρ−
s (ω) is positive at low

energies. At ω = �0,

δρ−
d (ω) = −sgn(ω)4V0N2

0 ln

(
π√
δ

)
, (8)

δρ−
s (ω) = −sgn(ω)4V0N2

0 ln
(π

2

)
, (9)

where δ is a positive infinitesimal. Note that δρ−
s (ω) is now

negative but finite, while δρ−
d (ω) diverges logarithmically for

δ → 0. This observation is fully consistent with the HAEM
prediction for the sign-changing and sign-preserving gaps
[23]. In particular, δρ−

d (ω) obeys even behavior as a function
of frequency between ω = 0 and the gap scale ω = �0,
showing a high intensity at the latter. On contrary, δρ−

s (ω)
is odd and converges towards a lower intensity.

In the following, we show that our findings for the analyt-
ical model are qualitative in nature and hold as well for the
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lattice model relevant for the cuprates. To describe the energy
dispersion of optimally doped Bi2Sr2CaCu2O8+δ , we employ
the following tight-binding parametrization:

εk = μ + t1
2

(cos kx + cos ky) + t2 cos kx cos ky

+ t3
2

(cos 2kx + cos 2ky). (10)

Here, following Ref. [33], we choose the hopping in-
tegrals and the chemical potential as (t1, t2, t3, μ) =
(−590.8, 96.2,−130.6, 156.6) meV and �d

k = �0
2 (cos kx −

cos ky), �s
k = �0

2 | cos kx − cos ky|, with �0 = 31 meV. The
resulting LDOS and δρ−

d (s)(ω) are shown in Fig. 1(b). Most
importantly, we observe that the qualitative behaviors for the
sign-changing and the sign-preserving gaps are quite char-
acteristic and agree well with the results of the analytical
calculations shown in Fig. 1(a). It reinforces the fact that the
qualitative result of HAEM method also holds in the lattice
model despite the presence of sizable particle-hole asymmetry
in the normal state.

Note that the results shown in Fig. 1 for the momentum
integrated δρ−

d (s)(ω) can only be used so far to indicate the
overall sign-changing gap structure in the entire Brillouin
zone, just as in the case of iron-based superconductors [28].
To make more specific statements about the momentum-
dependence of the gap, we need now to make a momentum-
dependent analysis, which is done below. It is well-known
[1,2,8,9] that specific scattering wave vectors dominate the
QPI spectrum of the d-wave superconductor due to the so-
called banana shape of the quasiparticle energy contours be-
low the superconducting gap energy, �0. In Fig. 2(a), we show
these banana-like contours of constant quasiparticle energy at
10meV (≈0.3�0) and indicate the characteristic octet vectors
q1 to q7 that connect the banana tips. Here, the white and
gray colors cover regions where the d-wave order parameter
is positive and negative, respectively. q1, q4, and q5 connect
regions in which the gap has the same sign and we display
them as dashed arrows, while q2, q3, q6, and q7, displayed
as solid arrows, connect regions involving a sign change of
the gap. QPI patterns in the cuprates consist of relatively
well-defined spots associated with each of these octet vectors.

In Fig. 2(b), we show the |δρd (q, ω)| QPI map with the
same scattering vectors as in Fig. 2(a) indicating the positions
of the spots from the octet model. Some are oriented exactly
along high symmetry lines: the sign-preserving wave vectors
q1 and q5 are parallel to (π, 0), while the sign-changing
wave vectors q3 and q7 are parallel to (π, π ) direction. In
Figs. 2(c) and 2(d), we present the antisymmetrized mo-
mentum dependent conductance maps δρ−

d/s(q, ω) and the
corresponding octet vectors. Observe that the pattern along
(π, π ) in Fig. 2(c) is more intense than in (π, 0) direction.
Moreover, especially in the vicinity of the octet spots the
signal is dominated by strong negative intensities along (π, π )
wave vector, and is weakly positive along (π, 0) [and (0, π )]
direction. A different situation occurs for the sign-preserving
anisotropic s-wave gap as can be seen in Fig. 2(d), where all
vectors are sign-preserving. In sharp contrast to its d-wave
counterpart, here the signals in (π, π ) and (π, 0) direction

FIG. 2. (a) Contours of constant quasiparticle energy for ω =
0.3�0 = 10 meV. The octet scattering vectors connecting the tips of
the banana-shaped pockets in the superconducting state are shown
as q1 − q7. The sign of the d-wave gap is indicated by the gray
(negative) and white (positive) regions. (b), (c), and (d) show QPI
patterns |δρd (q, 10 meV)|, δρ−

d (q, 10 meV), and δρ−
s (q, 10 meV),

respectively, with the nonmagnetic impurity placed in the center of
the image. The circles in (c) and (d) indicate areas of integration
around different scattering events.

are similarly intense and the octet spots are dominated by
positive intensity. Importantly, the intensities at q-vector loca-
tions are much smaller in the s-wave case than in the d-wave
case.

In particular, one can analytically calculate δρ−(k, q, ω)
“pointwise” (i.e., at specific values of q) and evaluate it at the
banana tips where k = kF and q = q1−7, with kF the Fermi
wave vector. Exactly at these points we have εkF = εkF +qi = 0
and �kF +qi = ±�kF with “+” solution for sign-preserving
(q1, q4, q5) and “−” solution for sign-changing (q2/6, q3, q7).
After a straightforward calculation (see Appendix B), we
find δρ−

+−(ω)/δρ−
++(ω) ≈ −2�kF /ε, where ε = �kF − ω �

�kF and + + / + − indices label sign-preserving and sign-
changing contributions, respectively. We conclude that the
HAEM technique can be used to determine which octet vec-
tors correspond to sign-changing scattering processes by inte-
grating over a small range of q around each octet spot individ-
ually. To do so, we numerically calculate the full momentum-
space QPI maps and identify octet vectors for each bias
voltage from |δρ(q, ω)| [see Fig. 2(b)]. Then we compute
the antisymmetrized correction to the LDOS, δρ−(q, ω), and
integrate it in the vicinity of each octet vector qi as depicted
by black circles in Figs. 2(c) and 2(d). Note that there are two
reasons why it is useful to integrate the signal within a region
around each q-spot. First, in FT-STM experiments, q spots
have a finite size and generally do not occupy a single pixel.
Thus, in analyzing the experiment one typically integrates
the experimental data in its vicinity in order to capture all
features from the spot, see, e.g., Refs. [24,31]. In addition,
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FIG. 3. Antisymmetrized correction to LDOS integrated in the
vicinity of each octet vector in units of states/eV/spin for (a) d-wave
symmetry and (b) its sign-preserving anisotropic s-wave counterpart.
Solid (dashed) curves correspond to signals that stem from sign-
changing (sign-preserving) octet scattering vectors. (Inset) Results
from (a) and (b) plotted in solid/dashed-blue and solid/dashed-
orange on the same energy scale. Observe also the larger magnitude
of the sign-changing scattering contributions as compared to the
sign-preserving ones.

observe that the octet vectors qi can be measured only up to
some accuracy in experiment, thus it is natural to average over
some δq interval in its vicinity also in theoretical calculations.
We do this for both pairing symmetries �d

k and �s
k and present

our qi-integrated results δρ−
d (s),qi

(ω) in Figs. 3(a) and 3(b).
The solid curves in Fig. 3(a) refer to the sign-changing

scattering vectors q2,6, q3 and q7 and display even behavior
over the entire energy range 0 < ω � �0. (Note that vectors
q2 and q6 are equivalent via π/2 rotation.) The dashed curves
refer to the sign-preserving scattering vectors q1, q4 and q5.
Their overall intensity, especially in the vicinity of ω = �0, is
an order of magnitude lower than that for the solid curves and
their behavior is odd for the frequency interval 0 < ω � �0.
Furthermore, the q1 and q5 contributions, integrated along the
(π, 0) direction, have the lowest intensity.

In Fig. 3(b), the calculations are repeated for the sign-
preserving s-wave case. All curves, with the exception of q1,
show odd frequency behavior for 0 < ω � �0 and vary within
the same intensity scale. In the inset of Fig. 3(a), the results of
(a) and (b) are plotted as solid/dashed-blue and solid/dashed-
orange curves, respectively, in one plot. Near the coherence
peak at ω = �0 two characteristic behaviors can be identified:
an intense signal resulting from sign-changing scattering, and
a weak signal caused by sign-preserving scattering. We con-
clude that within the HAEM theory for a weak impurity, sign-
changing scattering processes can be distinguished by the
even behavior of δρ−

qi
(ω) accompanied by an intense increase

of intensity near the coherence peak energy. Scattering events
that preserve the sign, however, show a weak intensity for each
frequencies and an overall odd frequency dependence in the
frequency interval 0 < ω � �0.

The results presented so far in the weak-scatterer Born
limit for the pointlike impurity are promising, yet their validity
has to be tested beyond the Born limit. Furthermore, we need
to account for surface wave functions that contribute to the
tunneling conductance. We discuss these extensions in the
next two sections.

III. QPI USING CONTINUUM GREEN’S FUNCTION
REPRESENTATION

To compare theoretically calculated QPI images with ac-
tual STM experiments, it is important to know the exact
location of the STM tip with respect to the Cu atoms. Fol-
lowing Refs. [15,34], we do this by calculating the contin-
uum Green’s function Ĝrr′ (ω) = ∑

RR′ ωR(r)ω∗
R′ (r′)ĜRR′ (ω)

within a Wannier basis ωR(r) describing the continuum po-
sition at r. Here the lattice Green’s function ĜR,R′ (ω) =∑

k,k′ Gk,k′ (ω)eikR−ik′R′
is the equivalent of the momentum-

space Green’s function Ĝk(ω), investigated in the previous
sections, but now defined on a real-space lattice. The con-
tinuum Green’s function method allows us to capture the
tunneling contributions from the vacuum layer above the
surface where the tip is located, and includes contributions
from neighboring 3dx2−y2 orbitals; it thus naturally accounts
for d-wave-like filter effects [35]. Furthermore, it yields a
higher resolution in momentum space due to its inclusion
of intra-unit cell contributions, in contrast to discrete lattice
models where the wave-vector size is restricted by the lattice
spacing a to lie only within the first Brillouin zone (k, q) =
(−π

a , π
a ). This lack of resolution in discrete lattice models

especially becomes a problem if the length of a scattering
vector between two banana tips exceeds 2π

a (i.e., the full extent
of the first Brillouin zone).

The Wannier function can be obtained numerically by
downfolding first-principles calculations [36], and is primarily
of Cu dx2−y2 character [15,16]. For the sake of simplicity, we
approximate the Wannier function by

ωR(r) = αω

[(
x − Rx

a

)2

−
(

y − Ry

a

)2
]

e( |r−R|
ra

)γ . (11)

Here, the vector R = (Rx, Ry) = a(n, m) connects the Cu
sites, n, m ∈ N0, a is the lattice constant and r = (x, y). The
parameters ra = a(γ /2)(1/γ ) and γ are chosen such that ωR(r)
decays within a circle of radius 3a and has its maximum
(minimum) at x = (±a, 0) (y = (0,±a)) in agreement with
Ref. [15]. The constant normalization factor αω is given in di-
mensions of L−2/3 and its value can, in principle, be estimated
by comparison to exact numerical methods mentioned above.
Note that Eq. (11) does not strictly obey orthogonality in the
sense that

∫
drωRi (r)ωR j (r) = δi j . However, it correctly re-

produces the spatial dependence of the dx2−y2 orbital Wannier
function and the resulting QPI maps (see Fig. 4).

Using Eq. (11) and ωk(r) = ∑
R ωR(r)eikR, the LDOS is

given by

ρ(r, ω) = − 1

π
ImTr

(τ0 + τ3)

2

[ ∑
k

|ωk(r)|2Gk(ω)

+
∑
k,q

ωk(r)Gk(ω)V̂ ω∗
k+q(r)Gk+q(ω)

]
, (12)

from which δρ(q, ω) in units of states/energy/spin/volume
is obtained by Fourier transforming the LDOS map. The
momentum-integrated LDOS ρ(ω) in the Born limit us-
ing Eqs. (10)–(12) is plotted in the left inset of Fig. 5(b),
showing the expected U shape [15]. The corresponding
δρ−(ω) is shown in the right inset Fig. 5(b) and displays
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FIG. 4. Spatial dependence of the Wannier function, Eq. (11),
using γ = 1.5 on the CuO2 lattice.

again even frequency dependence for the d-wave symme-
try and odd frequency dependence of the sign-preserving
s-wave, respectively. Analytically, by assuming a parabolic
dispersion and using ωk(r = 0) ∼ cos(kx ) − cos(ky) (which
is equivalent to the d-wave filter, but one which involves
only nearest-neighbor lattice sites), we find ρd (s)(ω) ∼ |ω|3

�3
0

,

δρ−
s (ω) ≈ 0 for all frequencies in the range 0 < ω � �0,

and δρ−
d (ω) ∼ −sgn(ω) ω2

�2
0

for ω/�0 << 1, V0 < 0 and

δρ−
d (ω) ∼ −sgn(ω) ln ( π√

δ
) for ω = �0.

In Figs. 5(a) and 5(b), we also present δρ−
d (s),qi

(ω) for
d- and s-wave gap symmetry, respectively. These results are
consistent with those in the previous section. We remark
once again that the above results were all obtained under the
assumption of weak scatterers. Regarding cuprates, there is a
significant amount of data, collected over the last decade from
STM showing that various types of dopants behave as weak to
intermediate scatterers. For example, in Refs. [15,17], it was

FIG. 5. Calculations of the LDOS and δρ−(qiω)/α2
ω in units

of states/eV/spin for the d-wave (a) and sign-preserving s-wave
(b) superconducting gaps within a continuum Green’s function
approach, based on Eqs. (10)–(12), including a Wannier function
approximation. The inset in (a) shows the summed results of (a) and
(b) within the same energy scale. The left and right insets in (b) show
the momentum-integrated LDOS ρ(ω) and the antisymmetrized
correction δρ−

d (s)(ω) obtained from Eqs. (10)–(12).

FIG. 6. Calculated (a) LDOS and (b) δρ−
d,s(ω) at the impurity

site for different impurity potential strengths within the T -matrix
approximation as a function of frequency, assuming a parabolic
band dispersion and a d-wave �0 cos(2φ) gap (solid curves) or a
sign-preserving s-wave �0| cos(2φ)| gap (dashed curves).

argued that several QPI features in BSCCO are best explained
by weak pointlike scattering which is an argument for the
presence of weak impurities in BSCCO. In addition, analysis
of transport data at optimal and overdoped cuprates, which
includes an ab initio estimate for Sr dopants in La2−xSrxCuO4

(LSCO), is consistent with this picture [37].

IV. T -MATRIX APPROACH: INTERMEDIATE
SCATTERING AND UNITARY LIMIT

After introducing the continuum Green’s function ap-
proach, we continue to explore intermediate scattering and
the strong scattering limit. In this case, the LDOS and its
correction due to impurity scattering can be obtained within
the T -matrix approach using

δρ(q, ω) = − 1

π

∑
k

ImTr
(τ0 + τ3)

2
Ĝk(ω)T̂ (ω)Ĝk+q(ω),

(13)

with T̂ (ω) = (V̂ −1 − ∑
k Ĝk(ω))−1. Similar to the previous

sections, we compare the results for the simplified parabolic
dispersion and the lattice-based tight-binding Hamiltonian
with momentum-dependent gaps. In Fig. 6, we present the
LDOS and δρ−

d,s(ω) as measured at the impurity site using
a parabolic band dispersion. For this case we used Green’s
functions which are given by Eqs. (4) and (5) and different
impurity potential strengths V0, and used these in Eq. (13). The
solid and dashed curves correspond to �0 cos(2φ) (d-wave)
and |�0 cos(2φ)| (sign-preserving s-wave) gaps, respectively.

Observe that with increasing potential an impurity bound
state in the LDOS develops for the d-wave gap, whereas for
the s-wave case the signal intensity gets simply suppressed.
The shape of the bound state is then reflected in δρ−

d (ω) shown
in Fig. 6(b). Consistent with the HAEM proposal in the Born
limit, δρ−

d (ω) displays even behavior in the frequency interval
0 < ω � �0; however, the intensity maximum, which was lo-
cated at coherence peak energy in the Born limit, now follows
the bound state energy. The δρ−

s (ω) signal is odd in frequency,
and its intensity decreases for larger impurity potentials and
converges to zero in the unitary limit. Analytically, one finds
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FIG. 7. Calculated δρ−(ω) for (a) d-wave [Eq. (14)] and
(b) sign-preserving s-wave [Eq. (15)] gaps in the weak- (orange) and
unitary- (blue) scattering limits.

for the d-wave case at ω � �0

δρ−
d (ω) ≈

⎧⎪⎪⎨
⎪⎪⎩

− 8V0N2
0

π
sgn(ω) ω2

�2
0

ln
( 4�0

|ω|
) |V0| → 0,

− 2sgn(ω)
N2

0

1
V 3

0

ω2

�2
0

ln
(

�0
|w|

)3 |V0| → ∞.
. (14)

The limit V0 → 0 yields Eq. (6), whereas as V0 → ∞ the sig-
nal is suppressed by 1/V 3

0 everywhere except for |ω|/�0 →
0, which leads a finite negative (positive) peak at ω ↘ 0
(ω ↗ 0). In the sign-preserving s-wave case for ω � �0,

δρ−
s (ω) ≈

{
8V0N2

0
π

[
ω
�0

− sgn(ω) ω2

�2
0

ln
( 4�0

|ω|
)] |V0| → 0,

0 |V0| → ∞.
.

(15)

For V0 → 0, one recovers Eq. (7) and for V0 → ∞,
δρ−

s (ω) → 0 as no bound state occurs at low energies. We
plot the results of the analytical calculations in Fig. 7.

At this point one concludes that the main feature of the
HAEM method—i.e., even or odd behavior of the δρ−(ω)
as a function of frequency in the interval 0 < ω � �0 for
sign-changing and sign-preserving gaps, respectively—also
holds for nodal superconductors from the Born limit to the
unitary limit, with the only difference that the intensity max-
imum in δρ−

d (ω) of the latter is located at the bound state
energy and not at ω = �0. This is in contrast to the nodeless
sign-changing s±-wave gap in iron-based superconductors
where the bound-state energy can be well separated from
the structure in δρ−(ω) and the maximum of the latter still
occurs at superconducting gap energy [28]. There is also the
difficulty in clarifying the precise origin of the bound state
peak in unconventional nodal d-wave superconductors due
to the possibility that a magnetic moment may be generated
near a formally nonmagnetic impurity [38]. This represents a
certain difficulty in using HAEM in the unitary limit.

In Figs. 8(a)–8(c), using the continuum description of
Eqs. (10)–(12), in which we replaced V̂ → T̂ (ω), we compare
the Fourier-transformed and qi-integrated LDOS δρ−

d (q, ω)
from the weak to intermediate and strong (unitary) impu-
rity scattering regimes, respectively. The corresponding real-
space conductance map for the unitary scattering limit is also
shown in Fig. 9. Observe that the weak-scattering case (a)
is consistent with the results of the Born limit and confirms

FIG. 8. δρ−
d (q, ω)/α2

ω in units of [states/eV/spin] obtained us-
ing the full T -matrix approach and continuum Green’s functions
integrated in vicinity of each octet vectors for (a) weak (V0 =
−20 meV), (b) intermediate (V0 = −150 meV), and (c) strong (V0 =
−1000 meV) impurity potentials, the last of which causes a bound
state at ω/�0 ≈ 0.16. Insets show the LDOS as measured on the
impurity site (solid curves) and far from impurity site (dashed curves)
for the impurity potentials in (a), (b), and (c), respectively.

FIG. 9. A real-space conductance map at negative bias with a
V0 = −1000 meV impurity located at the center of the image as
obtained from Eqs. (10)–(12). (b) shows the Fourier transform of (a).
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the expectations from the HAEM approach. With increasing
strength of the scattering potential the overall intensity of
the δρ−

d,qi
(ω) for the sign-changing and sign-preserving octet

wave vectors become similar in magnitude, yet also for inter-
mediate scattering the corresponding even and odd frequency
dependencies can be clearly identified [see Fig. 8(b)]. This is
also the case for the nodeless sign-changing s-wave gap [28].
The situation changes dramatically for the unitary scattering
limit shown in Fig. 8(c). Here we also find δρ−

d,q3,7
(ω) has

a maximum intensity near the bound state energy. Within
the same energy region δρ−

d,q1,5
(ω) is less intense and and

changes sign before reaching bound state energy. Both ob-
servations are qualitatively consistent with HAEM’s theory
with exception of δρ−

d,q3
(ω) changing sign at higher energies.

Moreover, δρ−
d,q4

(ω) follows the q3-integrated signal, which
is at odds with the fact that q4 is a sign-preserving vector. In
addition, at low energies, the q2,6-integrated signal follows the
q1-integrated one and is much less intense than the q3 and q7

signal. We conclude that the existence of the bound state at
low energies blurs the boundaries between sign-changing and
sign-preserving scattering vectors within HAEM approach
and redistributes the spectral weight of each by introduc-
ing new relevant scattering events. Consequently, it affects
the momentum-resolved information from the octet vectors,
which could be extracted from δρ−

d,qi
(ω). This strongly sug-

gests that strong impurities in the unitary scattering limit have
to be avoided within the HAEM approach.

Similar to previous results [23], we conclude here that a
clear distinction between sign-changing and sign-preserving
gap functions is significantly suppressed or lost in the pres-
ence of strong scatterers, since most of the spectral weight is
pulled into the bound state in the sign-changing case. Further-
more, due to the nodal character of the gap, the formation of
the bound state prevents the selective q-integration analysis
of sign-changing and sign-preserving superconducting gap
regions. Thus the method is simply not reliable in the strong
impurity limit. As mentioned in the Introduction an alternative
phase-sensitive QPI analysis designed to work in the case of a
strong impurity bound state (IBS) has been recently proposed
by Chi et al. [29], and was apparently used successfully to
analyze d-wave behavior in the presence of a weak scatterer
in BSCCO [31]. Our calculations, however, also show that this
method does not produce unambiguous results if the realistic
continuum approach is followed (see Fig. 10) and is subject
to the same caveats in the strong-impurity limit as the HAEM
approach is.

V. HAEM FOR MULTIBAND d-WAVE GAP AND
THREE-DIMENSIONAL ELECTRONIC STRUCTURE

The QPI technique as a probe to determine the momen-
tum dependence of the superconducting gap has been also
shown to work for the multiband unconventional d-wave
superconductors with a significant kz dispersion of the elec-
tronic structure such as CeCoIn5 [39,40]. In this regard, it is
interesting to check whether the HAEM approach would also
work in this case. Instead of looking at CeCoIn5, we consider
the recently discovered infinite-layer Sr-doped NdNiO2 thin
film superconductors grown on SrTiO3 [32,41]. According to

FIG. 10. The phase-sensitive quantity ρ(q,−ω) ×
sgn(ρ(q, ω))/α2

ω, introduced in Ref. [29], in units of
[states/eV/spin] integrated in the vicinity of each octet vector
for the strong impurity potential corresponding to Fig. 8(c)
(V0 = −1000 meV). In theory all solid (dashed) curves are supposed
to show negative (positive) signal. This is not the case everywhere
and especially near the bound state energy.

recent theoretical analyses [42–44], infinite layer nickelates
possess a strong tendency towards a robust dx2−y2 symmetry
of the superconducting gap as a dominant superconducting
instability despite the sizable three-dimensionality of the elec-
tronic structure due to admixing of the Nd 5dz2 states at the
Fermi level in addition to the mostly two-dimensional dx2−y2−
character of the Ni 3d states. Therefore the HAEM approach
would be useful to apply here to verify the symmetry of the
superconducting gap. In particular, we employ the electronic
structure of Sr-doped NdNiO2 using the three-dimensional
three-orbital tight-binding Hamiltonian from Ref. [42],

H =
∑
k,σ

�
†
k,σ h(k)�k,σ , (16)

where �
†
k,σ = [c†

z2,σ
(k), c†

xy,σ (k), c†
x2−y2,σ

(k)] contains
fermionic operators with spin σ which create particles in
Nd 5dz2 , Nd 5dxy, and Ni 3dx2−y2 orbitals, respectively. The
matrix elements and hopping parameters of h(k) are given
in Appendix C. We parametrize the superconducting pairing
matrix as �̂

d (s)
k = diag(�d (s)

z2 (k),�d (s)
xy (k),�d (s)

x2−y2 (k)), where

�d
α (k) = �α0

2 (cos(kx ) − cos(ky)), and for simplicity we
assume the same size of the superconducting gap at each
orbital �α0/|t x

33| = 0.1329.
In Fig. 11(a), we show the normal-state DOS and its orbital

contributions as obtained from Eq. (16). Near the Fermi
energy, the DOS consists mostly of contributions from the al-
most two-dimensional Ni 3dx2−y2 -states as well as Nd 5dz2 and
5dxy orbitals, in agreement with previous results [45]. We find
that the low-energy features of ρ(q, ω) in the superconducting
state are almost entirely dominated by the gap on the dx2−y2

orbital which sets the gap scale that determines the position
of the coherence peaks [see inset of Fig. 12(a)]. We observe
that a variation in the �z20/�xy0 parameter size and/or their
relative sign hardly effects the LDOS; we thus expect similar
HAEM results for the nickelates as for the cuprates. The
momentum-integrated δρ−

d,s(ω) computed for all momenta
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FIG. 11. (a) Normal-state DOS and its contributions from each
of the orbitals. (b) Contours of constant quasiparticle energy in
the superconducting state at kz = 0. Scattering vectors q1-q7 con-
nect tips of the banana-shaped pockets resulting from Ni dx2−y2

orbitals. (c) δρ−
d (q, ω) and (d) δρ−

s (q, ω) QPI pattern at qz = 0 and
ω/�x2−y2 = 0.16 with the impurity in the center of the image.

(also including qz) within the Born limit are shown in the
inset of Fig. 12(a) (right inset) and obey the expected even
and odd frequency-dependent behavior for sign-changing and
sign-preserving gaps, respectively. This shows that HAEM
can be also used in the three-dimensional case as a probe of
gap sign.

In contrast to the single-band model typical for cuprates, in
the infinite layer nickelate, the Nd 5d2

z orbital also contributes
to the states at the Fermi level and forms a three-dimensional
pocket centered near the � point of the Brillouin zone, which
enlarges the space of potential wave vectors involved in
the scattering processes. However, similar to CeCoIn5 [40],
we find that only those scattering vectors that connect tips
of the banana-shaped pockets resulting from the Ni dx2−y2

orbitals dominate QPI spectra. We label them q1 to q7 as
for the cuprates [see Figs. 11(b)–11(d)]. As in the single

FIG. 12. Antisymmetrized correction to LDOS in units of
[states/eV/spin] integrated in the vicinity of each octet vector at
kz = 0 [see Figs. 11(c) and 11(d)] for (a) d-wave and (b) sign-
preserving s-wave pairing symmetry gaps. Solid (dashed) curves
correspond to signals that stem from sign-changing (sign-preserving)
octet scattering vectors. Inset (a) left: momentum-integrated LDOS
ρ(ω). Inset (a) right: antisymmetrized correction δρ−

d (s)(ω) integrated
over all momenta, including qz. Inset (b) shows summed results from
(a) and (b) plotted within the same energy scale.

band case, the qi-integrated δρ−
d (q, ω) for the kz = 0 cut

shows an even (odd) behavior for the sign-changing q2,6, q3

and q7 (sign-preserving q1, q4 and q5) vectors, as depicted
in Fig. 12(a). Furthermore, the qi-integrated δρ−

s (q, ω) for
the sign-preserving gap behaves odd in frequency for all
seven vectors. Both results are in agreement with the HAEM
proposal. The inset in Fig. 12(b) shows the qi-summed results
of (a) and (b) on the same energy scale done in a similar
fashion as in previous sections, which is in good qualitative
agreement with the fully momentum-integrated results. This
indicates that HAEM with weak and intermediate impurity
scattering could be also applicable to quasi-two-dimensional
unconventional nodal superconductors with sizable electronic
dispersion along the kz direction. Our results can be tested
experimentally in the doped NdNiO2 system.

VI. CONCLUSIONS

An important problem in the field of unconventional su-
perconductivity is to determine the phase or sign structure of
the order parameter. In the current paper, we have extended
the phase-sensitive QPI method of Ref. [23] (HAEM) to
systems where the gap is strongly momentum-dependent with
nodal structure, and we have treated both single-band and
multiband systems using local and continuum Green’s func-
tion approaches. In particular, we showed that the existence
of a sign change of the gap is reflected qualitatively in the
q-integrated antisymmetrized conductance from Born to the
unitary limits of the impurity scattering and is therefore a
universal hallmark of the sign-changing gap. In addition, in
the Born limit and for intermediate scattering strength, the
selective q-integration around corresponding scattering peak
positions in q space (the so-called “octet QPI peaks” in the
case of d-wave superconductors) exhibits the HAEM sepa-
ration between sign-preserving and sign-changing scattering
processes. At the same time, neither the HAEM nor the IBS
methods may be used q selectively in the unitary scattering
limit due to the destructive interference of the bound state
peak. This is in contrast to the nodeless sign-changing gap
superconductors where the HAEM and IBS could be still used
in the unitary scattering limit [23]. We have discussed the
extension of the HAEM approach to quasi-two-dimensional
superconductors with sizable kz dispersion and proposed the
application of HAEM to the recently discovered infinite-layer
nickelate superconductor NdNiO2. We believe that phase-
sensitive momentum-resolved quasiparticle interference anal-
yses of this type will be a powerful tool to identify unconven-
tional superconductors and to map their gap phase structure in
the future.
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APPENDIX A: MOMENTUM-INTEGRATED GREEN’S FUNCTION

Assuming a parabolic dispersion, the momentum-integrated Green’s function is given by

Ĝs(d )(ω) = N0

∫ 2π

0

dϕ

2π

−iπsgn(ω)
(

ω �
s(d )
k

�
s(d )
k ω

)
√

ω2 − �2
0 cos2(2ϕ) + iδsgn(ω)

. (A1)

When integrating over the polar angle, the off-diagonal elements in Eq. (A1) vanish for a d-wave gap, but remain finite for the
s-wave gap, and we find

Ĝd (ω) = −2iN0K

[
�0

ω

]
τ0, (A2)

Ĝs(ω) = −2iN0

⎡
⎣K

[
�0

ω

]
τ0 −

⎛
⎝ln

⎛
⎝

√
|ω2 − �2

0|
�0 + |ω|

⎞
⎠sgn(ω) + iπ

2
θ
[
�2

0 − ω2
]⎞⎠τ1

⎤
⎦, (A3)

where K[�0
ω

] is the elliptic function of the first kind:

K

[
�0

ω

]
=

∫ π/2

0
dθ

1√
1 − �2

0
ω2 sin2(θ ) + iδsgn(ω)

. (A4)

APPENDIX B: CALCULATING δρ(kF, qi, ω)

We calculate δρ−(k, q, ω) and evaluate it at k = kF and q = qi, where qi is an octet vector. At these particular points we
have εkF = εkF +qi = 0 and �kF +qi = ±�kF , with the “+” solution for sign-preserving (q1, q4, q5) and the “−” solution for
sign-changing (q2/6, q3, q7). For δρ(kF , qi, ω) = − 1

π
ImTr τ0+τ3

2 ĜkF (ω)V0τ3Ĝk+qi (ω), one finds

δρ(kF , qi, ω) = −V0

π
Im

(
ω + iδ

(ω + iδ)2 − |�kF |2
ω + iδ

(ω + iδ)2 − |�kF +qi |2
− �kF

(ω + iδ)2 − |�kF |2
�kF +qi

(ω + iδ)2 − |�kF +qi |2
)

(B1)

= −V0

π
Im

(
(ω + iδ)2 − �kF �kF +qi

[(ω + iδ)2 − |�kF |2]2

)
(B2)

= −V0

π
Im

(
(ω + iδ)2 − �kF �kF +qi

[(ω + iδ)2 − |�kF |2]2
× [(ω − iδ)2 − |�kF |2]2

[(ω − iδ)2 − |�kF |2]2

)
(B3)

= −V0

π
Im

(
((ω + iδ)2 − �kF �kF +qi )[(ω − iδ)2 − |�kF |2]2

|[(ω + iδ)2 − |�kF |2]2|2
)

, (B4)

where by expanding with the complex conjugate of the denominator in Eq. (B2), the imaginary part is isolated in the numerator
of Eq. (B4), which contains the crucial phase-sensitive term �kF �kF +qi . The denominator in Eq. (B4) is even in ω and reads

|[(ω + iδ)2 − |�kF |2]2|2 = [(
�2

kF
− ω2

)2 + δ4 + 2δ2
(
ω2 + �2

kF

)]2
. (B5)

For the numerator, we find

− V0

π
Im{((ω + iδ)2 − �kF �kF +qi )[(ω − iδ)2 − |�kF |2]2} (B6)

=

⎧⎪⎨
⎪⎩

2ωδV0
π

[(
�2

kF
− ω2

)2 + δ4 + 2δ2
(
ω2 + �2

kF

)]
for �kF +qi = +�kF

2ωδV0
π

[(
�2

kF
+ ω2

)2 − 4�4
kF

+ δ4 + 2δ2
(
ω2 − �2

kF

)]
for �kF +qi = −�kF

. (B7)

Both cases in Eq. (B7) are odd in frequency and thus contribute to δρ−(ω). Combining Eq. (B5) and Eq. (B7) yields

δρ−
++(ω) = 4V0

π

ωδ[(
�2

kF
− ω2

)2 + δ4 + 2δ2
(
ω2 + �2

kF

)] , (B8)

δρ−
+−(ω) = 4V0

π
ωδ

(
�2

kF
+ ω2

)2 − 4�4
kF

+ δ4 + 2δ2
(
ω2 − �2

kF

)
[(

�2
kF

− ω2
)2 + δ4 + 2δ2

(
ω2 + �2

kF

)]2 , (B9)
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for sign-preserving (++) and sign-changing (+−) scattering, respectively. In order to extract information out of Eqs. (B8) and
(B9) one needs to investigate their behavior for δ → 0. To do so we remind the reader that the LDOS in the absence of scattering
is proportional to the imaginary part of the Green‘s function ρ(ω) ∼ π

∑
k δ(ω2 − ε2

k − �2
k ) with δ(x) the Dirac delta function.

Since in our approximation εkF = 0, this expression, and also Eqs. (B8) and (B9), will have a nonzero value only in the limit
limω↗�kF

. Hence, we introduce the small quantity ε � �kF and write

ω ≡ �kF − ε, (B10)

which gives �2
kF

− ω2 ≈ 2�kF ε and �2
kF

+ ω2 ≈ 2�kF + 2�kF ε. Inserting Eq. (B10) into denominators of Eq. (B8) and (B9)
and expanding to linear order in δ gives

δρ−
++(ω) = V0

π

ωδ

�2
kF

(ε2 + δ2)
≈ V0

π

ωδ

�2
kF

ε2
, (B11)

δρ−
+−(ω) = V0

π

−ωδ

�2
kF

(ε2 + δ2)

2�kF ε

ε2 + δ2
≈ −V0

π

ωδ

�2
kF

ε2

2�kF

ε
, (B12)

which yields the ratio δρ−
+−(ω)/δρ−

++(ω) ≈ −2�kF /ε. At this point one cannot make a statement regarding possible sign
changes for sign-preserved scattering in Eq. (B11) which requires contributions from k �= kF . However, while δρ−

++(ω) is
positive, δρ−

+−(ω) is negative and larger in magnitude by a factor 2�kF /ε, revealing a clear hierarchy in intensity distribution.

APPENDIX C: TIGHT-BINDING PARAMETERS FOR NdNiO2

Tight-binding fitting parameters in units of eV and matrix elements of Eq. (16) adopted from Ref. [42]:

μ = 6.5814,

ε1 = 8.9506, ε2 = 9.0277, ε3 = 6.8979,

t x
11 = −0.3870, t xy

11 = 0, t xx
11 = 0.034, t z

11 = −0.8591, t xz
11 = 0.0107, t xyz

11 = 0.025, t zz
11 = 0.0904,

t x
22 = 0.3202, t xy

22 = −0.0467, t xx
22 = 0.0367, t z

22 = 0.3216, t xz
22 = −0.1438, t xyz

22 = 0.0496,

t zz
22 = −0.0327,

t xxz
22 = −0.0209, t xxy

22 = −0.0198, t xxyz
22 = 0.0164, t xxx

22 = 0.012,

t xy
12 = 0.0798, t xyz

12 = −0.0669, t xyzz
12 = 0.0094,

t x
33 = −0.3761, t xy

33 = 0.0844, t xx
33 = −0.0414, t xxy

33 = −0.0043, t xxyy
33 = 0.003, t z

33 = −0.0368,

t xz
33 = −0.0019,

t xyz
33 = 0.0117, t zz

33 = 0.008,

t xxy
13 = 0.0219,

t xxy
23 = −0.0139,

t xxy
11 = 0, (C1)

h11 = ε1 − μ + 2t x
11[cos(kx ) + cos(ky)] + 4t xy

11 cos(kx ) cos(ky) + 2t xx
11 [cos(2kx ) + cos(2ky)]

+ 4t xxy
11 [cos(2kx ) cos(ky) + cos(kx ) cos(2ky)] + 2t z

11 cos(kz ) + 2t zz
11 cos(2kz)

+ 4t xz
11 cos(kz )[cos(kx ) + cos(ky)] + 8t xyz

11 cos(kx ) cos(ky) cos(kz ), (C2)

h22 = ε2 − μ + 2t x
22[cos(kx ) + cos(ky)] + 4t xy22 cos(kx ) cos(ky) + 2t xx

22 [cos(2kx ) + cos(2ky)]

+ 4t xxy
22 [cos(2kx ) cos(ky) + cos(kx ) cos(2ky)] + 2t z

22 cos(kz ) + 2t zz
22 cos(2kz )

+ 4t xz
22 cos(kz )[cos(kx ) + cos(ky)] + 8t xyz

22 cos(kx ) cos(ky) cos(kz ) + 8t xxz
22 cos(kz )[cos(2kx ) + cos(2ky)]

+ 8t xxyz
22 cos(kz )[cos(2kx ) cos(ky) + cos(kx ) cos(2ky)] + 2t xxx

22 [cos(3kx ) + cos(3ky)], (C3)

h33 = ε3 − μ + 2t x
33[cos(kx ) + cos(ky)] + 4t xy

33 cos(kx ) cos(ky) + 2t xx
33 [cos(2kx ) + cos(2ky)]

+ 4t xxy
33 [cos(2kx ) cos(ky) + cos(kx ) cos(2ky)] + 4t xxyy

33 cos(2kx ) cos(2ky) + 2t z
33 cos(kz ) + 2t zz

33 cos(2kz )

+ 4t xz
33 cos(kz )[cos(kx ) + cos(ky)] + 8t xyz

33 cos(kx ) cos(ky) cos(kz ), (C4)

h12 = −4t xy
12 sin(kx ) sin(ky) − 8t xyz

12 sin(kx ) sin(ky) cos(kz ) − 8t xyzz
12 sin(kx ) sin(ky) cos(2kz ), (C5)
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h13 = −8t xxy
13 cos

(
kz

2

)[
sin

(
3kx

2

)
sin

(
ky

2

)
− sin

(
kx

2

)
sin

(
3ky

2

)]
, (C6)

h23 = 8t xxy
23 cos

(
kz

2

)[
cos

(
3kx

2

)
cos

(
ky

2

)
− cos

(
kx

2

)
cos

(
3ky

2

)]
. (C7)
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