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Abstract— The small-signal model of the incremental 
optical encoder introduced in this paper provides an 
insight on the impact of this sensor in the dynamics of the 
motion control loop of a motor drive. The model is derived 
and validated for the most commonly employed speed 
estimation methods: the pulse count and the elapsed time 
methods. Using the model, the reduction of the phase 
margin due to the encoder phase lag can be quantified at 
an early design stage. This model facilitates the design of 
control techniques to compensate for the phase margin 
reduction due to the associated feedback delays. 

 
Index Terms — Control design, incremental optical 

encoder, dynamics, small-signal model, low resolution 
encoder, low speed, motor drives, motor. 

I. INTRODUCTION 

OTOR drives play a key role in modern industry, with the 

performance of the intrinsically closed-loop system 

being greatly determined by the choice of feedback sensor. 

The present work focuses on square incremental optical 

encoders and their impact on motor motion control. This 

sensor is frequently found in applications such as computer 

numerical control (CNC) machines, printers, paper production, 

food and beverage automation, elevator control and health 

assessment of rotating machines [1], etc; where it is 

principally used for feedback in speed loops. 

The output of this sensor is a square signal with frequency 

nominally proportional to the speed [2]. However, the 

quantized and sampled position measurement limits the 

performance of the system [3]. Some of the reported adverse 

effects are: vibration [3], torque ripples [4] and [5], or motor 

noise [6]. Specific studies on the field oriented control (FOC) 

for permanent magnet synchronous motors (PMSM) are found 

in [5] and [7]. The quantized nature of the sensor can induce 

limit cycling in the system, causing speed oscillations [8]. 

Speed oscillation in encoder-based systems is studied in [9] by 
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means of a harmonic approximation. The encoder also reduces 

the control bandwidth [6], [10], and causes the estimated 

motor speed to intrinsically lag the actual speed. Various 

speed estimation methods have been developed to reduce the 

estimation lag. Those methods are classified in two main 

types: non-model-based [3],[11]-[12], and model-based 

methods [13]-[14].  

When the number of encoder transitions per control sample 

time (Ts) is higher than one, the negative effect of the 

measurement error is more significant than measurement delay 

to the control-loop performance. The simple solution of low-

pass-filtering of the velocity estimate is not favored due to 

bandwidth reduction, so alternative approaches are provided in 

[3] and [15] that reduce the phase lag. More advanced 

techniques are also explored [14], [16] and [17]. These 

provide an improvement of the noise rejection capabilities, 

while preserving a good dynamic performance. 

When the number of encoder transitions per control sample 

interval is less than one, the measurement delay can become 

significant due to the infrequent encoder updating of the 

position information [18]. Under those circumstances, the 

frequency response of the motor drive control loop can be 

impacted by the dynamics of the encoder. The system can 

even become unstable due to the dynamics of the encoder, if it 

is not considered when tuning the speed loop compensator. 

Observers have been employed to provide a model-based state 

estimation technique when the rate of encoder feedback is low 

[19]. However, the uncertainty in the plant model or 

parameters can limit the performance, increase the 

computational burden [20], or possibly necessitate the 

application of system identification techniques, [21], [22] to 

update the motor parameters of the observer. 

The small-signal model of the incremental optical encoder 

facilitates significantly the implementation of simple control 

techniques like a proportional-integral (PI) or proportional-

integral-differential (PID) controllers, at low speed with low 

resolution devices. An expression for the encoder dynamics 

(in the form of a delay) is presented in [23] for high speed. 

The model predicts a unity gain and a phase lag of half of the 

control sampling interval (Ts/2). The same paper proposes a 

low-speed model with unity gain but time delay equal to the 

time between consecutive encoder transitions (Te), for Te > Ts. 

Also for low speed, a model is derived in [24] as a sample and 

hold with an average delay of Te/2.  

The major contribution of this work is the derivation of  
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Fig. 1 Abstract representation of the encoder and the motor control system for derivation of the small-signal models. 

 

small-signal models of incremental optical encoders over the 

full speed range (defined in Section II).  The developed 

models allow an accurate prediction of the frequency 

response, both in magnitude and phase, of the optical encoder 

at different speeds. Additional effects are included in the 

developed small-signal models relative to those previously 

considered in the state of the art. The small-signal technique, 

frequently used in power converters [25], is applied to the 

encoder analysis. This paper also contributes to the 

experimental validation of the derived models. A practical 

control design case exemplifies the relevance of the developed 

model when the motor operates at low speed and with a low-

resolution encoder. The model assists the designer in the 

implementation of a simple compensation technique (lead 

compensator) that, combined with a PI controller significantly 

improves the performance of the motor system at low speed.  

This paper is structured in five sections. Section II covers 

the mathematical derivation of the new small-signal models  

of the two most commonly used speed estimation methods. 

These are: the pulse count (PC) method and the elapsed time 

(ET) method, both described in [11]. Section III provides the 

experimental validations. In Section IV, a practical use of the 

small- signal model for low speed control design is presented. 

Finally, section V presents the conclusions. 

II. THE SMALL-SIGNAL MODEL OF THE INCREMENTAL 

OPTICAL ENCODER. 

Table 1 defines the variables and symbols used in this 

paper. 

The performance of the incremental optical encoder is 

defined by its resolution and is well described in [2]. The 

output of the sensor typically has two channels, nominally 

shifted 90° to each other, allowing the detection of the 

direction of the rotation, while quadrature detection, whereby 

all encoder transitions are counted maximizes the effective 

encoder resolution, R, with units of pulse per revolution (ppr).  

Fig. 1 shows the simplified diagram of a closed-loop system 

composed mainly by the motor, driver, incremental optical 

encoder and the digital signal processor (DSP) where a PI 

controller is implemented. The small-signal models derived 

include the hardware and software time delays during the 

processes of measurement, speed estimation and update of the  

TABLE I 
LIST OF SYMBOLS 

Symbol DEFINITION 

R Effective resolution of the encoder, one, two or four (termed 

quadrature detection) times the number of slits nominally evenly 

distributed around the disc; (pulses per revolution; ppr). 

θ The minimum rotated angle detected by the sensor. 

θ = 360°/R; degrees. 

Ts Control-loop sample time in seconds (s). 

Te Time elapsed between consecutive encoder transitions (or edges) 

Te = 60 / ( n̅ ∙ R); (s). 

n(t) Actual motor speed in revolutions per minute (r/min) 

n̅(t), n̅ Estimated and average motor speed (r/min) 

L Number of encoder transitions (edges) per control sample time 
Ts.  

l Normalized speed as the number of encoder transitions per 

sample intervals (tr./Ts) 
TClock Fixed time duration of a cycle of the peripheral high-frequency 

clock. 

m Number of cycles of the high-frequency clock occurring over 
time Te. 

θClock Rotated angle during a Te period of time, θClock = θ/m in degrees. 

td  Time delay (s) 

x  Symbolizes the average value of a signal x. 

x  Symbolizes small-signal disturbance superimposed to a signal x. 

fEnc Frequency of the signal of the encoder in Hz. Note that  

fEnc = n(t) ∙ 60 / R 

fVCO Frequency at the output of the VCO 

fo Steady-state frequency that is modulated in the VCO; (Hz). 

G Gain of the VCO; (Hz/V) 

Vin(t) Modulator input of the VCO; (V) 

k,i Sample number indeces in the discrete domain. 

x  Symbolizes fractional part of a real number x 

x    Symbolizes the floor function of a real number x 

x    Symbolizes the ceiling function of a real number x 
 

speed value. The models neglect the delay due to DSP 

calculation and DSP peripheral update-time delay because 

they operate at a very high frequency (usually tens of MHz). 

The PC method is based on the number of encoder 

transitions (L) occurring over a fixed time interval (Ts). The 

ET method is based on the time duration (Te) between 
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consecutive transitions of the encoder. A transition occurs 

when the motor rotates θ degrees, corresponding to the 

resolution R of the encoder. 

The full speed range is classified in three intervals: low, 

medium, and high speed according to the normalized speed l 

60
1

s

R
n

l

T



  (1) 

where n̅ is the average speed. 

 Low speed is defined as l < 1 tr./Ts, i.e. less than one 

encoder transition per sample time.  

 This paper considers medium speed for 1 tr./Ts ≤ l < 

20 tr./Ts. In general, the criterion to delimit medium 

and high speed is not unique and will be application-

dependent.  

 High speed is hence defined for l > 20 tr./Ts. 

 

The PC method can be used, in theory, for any speed such 

that l ≥ 1 tr./Ts. However, in practice it is used at high speed 

because of the impact of the quantization error in the control 

loop. For example, 20 tr./Ts implies a 5% error in the PC based 

speed estimation. However, for a high-inertia load this would 

not cause a major inconvenience because the mechanical pole 

filters the noise from the estimation error.  

The ET method can be used, in theory, over all speed range. 

The ET actually provides the best estimate of the 

instantaneous motor speed. In practice, its use is limited to low 

and medium speed
1
.  

The dynamic behavior of the PC method is determined by 

the ‘Block 1-PC’ (in Fig. 1) that corresponds to the L- counter. 

This is later derived to be modeled by a moving average filter 

HMovAvg-L(s). The next block is the sample and hold (composed 

by an ideal sampler and a zero-order-hold) ‘S/H 2-PC’ with an 

update rate of Ts. The transfer function of the PC method is: 

/

( )
( ) ( ) ( )

( ) s

PC

Enc PC MovAvg L S H T

n s
H s H s H s

n s
     (2) 

The ET method estimates the speed based on the measured 

time between two encoder consecutive transitions Te. This 

method is also represented in Fig. 1. The ‘Block 1-ET’ 

corresponds to the m-counter (with m being the number of 

cycles of the high-frequency clock).This is modeled by a 

moving average filter HMovAvg-m(s). Every incoming encoder 

transition resets, by hardware, the m-counter. The last value of 

m is stored and latched in a DSP register until the next 

incoming transition. This ‘S/H 1- ET’ with an update rate of Te 

in Fig. 1 produces the effect of a sample and hold (HS/H-T
e
(s)). 

However, the output n̅ET[n] is not updated until the next 

control sampling instant (Ts). This is labeled in Fig. 1 as ‘S/H 

2- ET’ with transfer function (HS/H-T
s
(s)). The encoder 

transitions and the sampling control are asynchronous.  

 
1 Real encoders have asymmetries in the signal of each channel for 

electrical reasons. The ET method is sensitive to these asymmetries which 
downgrade the performance of the control loop at medium and high speed. 

This is particularly true if quadrature configuration is used. 

/ /

( )
( )

( )

( ) ( ) ( )
e s

ET

Enc ET

MovAvg m S H T S H T

n s
H s

n s

H s H s H s  



  

 (3) 

The transfer functions, (2) and (3), are derived in the next 

sub-sections A and B. In general, for the small-signal model 

derivation, it is assumed that a disturbance (x̃(t)) is 

superimposed on an operating point X. 

x(t) = X + x̃(t) (4) 

The amplitude of the disturbance signal is much smaller 

than the steady-state speed value, i.e. | X |≫ |x̃(t)|, as in [26], 

so that the system nonlinearities can be neglected.  

A. The small-signal model of the pulse count method. 

The PC method is represented in Fig. 2. An ideal encoder, 

without mechanical or electronic nonidealities, is assumed. 

Control 
sample time

Encoder 
signal

 0

Δt1 Δt2
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 eT i
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Fig. 2 The PC speed estimation method. 

The speed n̅PC is updated at regular Ts. The number of 

encoder transitions, L, per sample, varies in proportion to the 

speed. The rotated angle θ during Te remains constant and 

proportional to the encoder resolution o360 R  . The 

average estimated speed in r/min over interval Ts, is 

60 60

360
PC

s s

L L
n

T T R


     (5) 

The fixed control sampling time Ts in (5) can be expressed 

as: 

[0] [1] ... [ ] ... [ 1]s e e e eT T T T i T L        (6) 

The average estimated speed, before the sample and hold 

‘S/H 2-PC’ in Fig.1, can be expressed as: 

1 60
[ ]

[0] [1] ... [ ] ... [ 1]
PC Async

e e e e

n n
T T T i T L R

L

 
     

 
(7) 

where the speed is inversely proportional to the average T̅e[n].  
1

0

[ ]
[ ]

L

e

e

n

T n
T n

L





  (8) 

It has been reported in [27] that any pulse counter can be 

modeled as a finite -impulse-response (FIR) filter. This can be 

obtained from the discretization of equation (8) by applying 

the unilateral z-transform.  
1

1
0

[ ] 1 1 1

[ ] 1

LL
ke

ke

T z z
z

T z L L z








   


  (9) 

This derivation assumes that the amplitude of the 

superimposed disturbance on the speed operating point does 

not excite non-linearities. It is demonstrated in Appendix A 

that small-signal properties apply also to the signal Te. 
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Consequently, the time between transitions Te[i] equals to T̅e. 

The expression (9) can be mapped to the s-domain using the 

conversion factor: es T
z e


  where /e sT T L .  

1

1
( ) 1

( )
( )

1

s

s

L
T

s
L

e

Mov Avg
T

se
L

e
T s

H s
T s L

e









 
  
 

  
 

  
 

 (10) 

The expression (10) is a moving average filter derived from 

the denominator of [ ]PC Asyncn n  that is finally located in the 

numerator of (2). This is mathematically justified by first 

considering the instantaneous input speed as: 

 
 
 

60

360e

i
n i

T i


   (11) 

whose small-signal expression is: 

2

60
( ) ( )e

e

R
n s T s

T
    (12) 

 Similarly, the small-signal expression of the output speed in 

(7) is 

2

60
( ) ( )PC Async e

e

R
n s T s

T
    (13) 

Then, using ( )eT s as the disturbed ( )eT s and 2 2

e eT T  

2

2

60
( )

( ) ( )
( )

60( ) ( )
( )

e
PC Async e e

Mov Avg

e
e

e

R
T s

n s T T s
H s

Rn s T s
T s

T

 
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 

 (14) 

In steady state conditions the varying times Δt1 and Δt2, 

from Fig. 2, cause an error in the speed measurement. In the 

particular case of Δt2 it produces an additional time delay that 

must be added to ( )Mov AvgH s  in (10) to correct the effects of 

the asynchrony between the encoder transitions and the 

control sample time. The phase lag due to Δt2 varies as a 

sawtooth and is modeled as 
(2 )sT s L

e
 

. This leads to the 

encoder transfer function of the PC method shown in (2) 

/

2
1
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( )

1
1 1
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s

s s

s
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s s
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H s

H s

e
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L s T
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(15) 

The same conclusion about the phase lag is achieved 

assuming that L is a real number instead of integer, as shown 

in Appendix B. This transfer function is valid for any L ≥ 1. In 

practice, expression (15) can be simplified by taking the limit 

as L tends to ∞ for L ≥ 10; this yields a simplified transfer 

function: 
2

.

1
( )

ss T

Enc PC Simp

s

e
H s

s T

 



 
  

 
 (16) 

On the other hand, the same conclusion as (16) is achieved 

by comparing and analyzing the delay graphically for a small-

signal sinusoidal disturbance, as in Fig. 3. 
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Fig. 3 Time domain representation of the average total delay of the PC 
speed estimation method. 

During the first control sample (between Ts[n-2] and Ts[n-

1]) the DSP peripheral counts encoder transitions, L. During 

the subsequent control interval, the speed is calculated and 

held until new measured data is available, giving a total 

average delay of Ts, as described in (16). 

B. The small-signal model of the elapsed time method. 

Fig. 4 depicts a diagram of the ET method which is based 

on counting high-frequency clock cycles (TClock) during the 

time interval Te. The rotated angle during an entire clock cycle 

is θClock. The time Δt1 corresponds to the time between an 

encoder transition and the next clock cycle. The time Δt2 

corresponds to the time between the last clock cycle and the 

encoder transition that resets the m-counter, with rising and 

falling edges. The time between the last encoder transition and 

the next sampling control instant is td. The clock is 

asynchronous with the encoder signal and with the control 

sampling interval. The average speed over the time Te is 

expressed as: 

60

360
ET

e

n
T


   (17) 

Ts Ts
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Clock

e ClockT m T 
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Control 
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Fig. 4 The ET speed estimation method. 
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The time duration of the transition Te is 
1

0

m

e Clock i Clock

i

T T m T




    (18) 

The asynchronous process leads to an error of ± 1 cycle 

count that in practice has little impact, given the high clock 

frequencies of modern DSPs.  

The rotated angle θ during Te can be obtained by 

considering the rotated angle over TClock. 

[0] ... [ ] ... [ 1]Clock Clock Clocki m          (19) 

Then, the average speed at the instant Ts[n] can be 

expressed as:  

o

[0] ... [ ] ... [ 1] 60
[ ]

360

Clock Clock Clock
ET

Clock

i m
n n

m T

      
 


 (20) 

This is simplified to  

o

60

360
ET Clock

Clock

n
T

 


 (21) 

where Clock  is the average value of the rotated angle during 

TClock. This gives: 
1

1
0

[ ] 1 1 1

[ ] 1

mm
Clock k

kClock

z z
z

z m m z












   


  (22) 

Expression (22) can be mapped onto the s-plane by 

defining: Clocks T
z e


 and TClock = Te/m. A similar correction to 

the moving average in the PC method is applied to the ET 

method because of the delay between the consecutive 

transitions Te and TClock (Δt2) in Fig. 4. However, because m is 

sufficiently large over the full speed range, a limit-based 

simplification is always valid. 

2
1

1
1 1

( ) lim

1

e

e e

e

m
T

s
m

T s T
s

m
Mov Avg m

m T
Corrections e

m

e
e

H s e
m s T

e





 
 

 


  
       

    
  

    
  

 (23) 

Because the encoder transitions and the control sampling 

interval are asynchronous processes, the two signals drift from 

each other. At constant speed, the time delay td between the 

events produced each signals is almost periodic. The delay td 

is found to vary quasi-uniformly over the period, with an 

average delay of Ts/2, as shown in Fig. 5. 
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Fig. 5 Evolution of the delay td in the time domain with Ts = 1 ms. 

This time delay is already included in the transfer function 

of the ‘S/H 2- ET’. Then, the encoder transfer function for the 

ET method in (3) is: 

/ /( ) ( ) ( )

1 1 1
( )

e e s

MovAvg m S H T S H Te s

s T s T s T

Enc ET

e e s

H s H s H s

e e e
H s

s T s T s T

  

     
  

  
  

 
(24) 

where Te = 60/(n̅ET ∙ R). Therefore, the encoder transfer 

function depends on both the resolution and the operating 

speed. The total average delay presented in (24) is Te + Ts/2. 

The conclusions presented in this paper regarding the 

average delay can be verified if the problem is graphically 

analyzed, as in Fig. 6.  
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Fig. 6 Time domain representation of the average total delay of the ET 
speed estimation method. 

Because of the small-signal analysis, it is assumed that Te_1 ≈ 

Te_2 ≈ T̅e, as shown in Fig. 6. The first delay corresponds to 

the process of counting the clock cycles during Te_1. The 

second delay, from Fig. 1, models the ‘S/H-1 ET’. This 

corresponds to the time interval over which the DSP register 

holds the value m. Finally, the third variable delay corresponds 

to the time between the encoder transition and the most 

immediate sampling instant that updates the value of the speed 

n̅ET(t). 

III. EXPERIMENTAL VALIDATION OF THE SMALL-SIGNAL 

MODELS. 

The encoder is experimentally simulated with a voltage-

controlled-oscillator (VCO). The VCO was previously used 

for PLL-based speed estimation techniques [28] to mimic the 

encoder. The VCO of a TG550 Function Generator modulates 

the frequency in proportion to the input voltage. Likewise the 

encoder modifies the frequency of its signal in proportion to 

variations in the motor speed. The output frequency of the 

encoder is: 

fEnc(t) = R∙ (n̅+ ñ(t)) / 60 (25) 
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and similarly the frequency of the VCO is: 

( ) ( )VCO o inf t f G V t    (26) 

with G  being the gain (Volts/Hz) of the VCO. The steady 

state speed is set by n̅ = fo∙ 60 / R; the small-signal disturbance 

is set by ñ(t) = Vin(t) ∙ G ∙ 60 / R, as depicted in Fig. 7. 

In Fig. 7, the Analog Discovery, as network analyzer, 

introduces a disturbance of small amplitude Vin(t). The VCO 

produces a squarewave of variable frequency, as in (26). The 

DSP peripheral, that processes the encoder signal, is the 

general purpose counter (CNT). The peripheral provides 

information on the number of transitions (L) and the time 

between pulses (Te) for estimating the speed. The speed is 

digitally computed and transformed into an analog signal by a 

digital to analog converter (DAC) with a high update 

frequency that does not affect the experiment. Measurement 

by the Analog Discovery unit compares the input and output 

to measure the frequency response of the encoder. It is 

important to check that the configuration of the peripherals 

does not introduce additional unknown delays in the 

measurement. 

Speed estimation algorithm 

(PC or ET). Based on  

information from CNT 
peripheral.

Output voltage (DAC) 
proportional to 
measured speed.

ADSP CM403f

CNT DAC

TG550 FUNCTION GENERATOR (VCO)

Network 

Analyzer

IN

OUT

Disturbance. ( ) ( )out o inf t f G V t  
( )inV t

of

( )outV t

 
Fig. 7 Setup for the experimental validation of the models. 

The experimental tests validate the developed small-signal 

models and compare the results with existing models.  

A. Medium and high speeds (≥1tr./Ts). 

The model for the PC method found in [23] is: 

  2

sT
s

Literature PCH s e
 

  (27) 

Fig. 8 shows the experimental results for the PC method at a 

speed of 3600 r/min (30 tr./Ts ). This result validates the 

proposed model for the PC-based method, as a moving 

average filter and an additional S/H. The accurate modeling of 

the PC-method is a major contribution of the present work, 

utilizing the small-signal methodology. The noise below 500 

Hz is due to encoder quantization, while that above 500 Hz is 

due to aliasing, given the 1 ms sample interval.  

Frequency (Hz)

Proposed PC model, Eq. (16)
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Fig. 8 Experimental validation and comparison of the PC models. 

The experimental validation of the small-signal model of the 

ET method is shown in Fig. 9 for 3600 r/min, which is 

sampled at 0.1 ms and the nominal speed is 3 tr./Ts 

10 100 10000
Frequency (Hz)

-180°

1000

-150

-100

-50

0

0

-5

-10

-20

M
ag

n
it

u
d

e 
(d

B
)

P
h

as
e 

la
g

 (
d

eg
)

-200

-15

Proposed ET model, Eq. (24)

Experimental 3600 r/min (3 tr./Ts), 
R = 500 ppr, Ts = 0.1ms

 
Fig. 9 Experimental validation of the ET small-signal model at medium 
speed. 

Fig. 10 shows the experimental results for the ET method at 

a speed of 3600 r/min (30 tr./Ts). The proposed transfer 

function for the ET method in (24) is also validated for high 

speeds. It is observed that this method is not affected by 

quantization error and has a smaller phase lag than the PC 

method.  

The speed is estimated based on the most recent encoder 

transition. Consequently, the resulting value does not average 

over L transitions, unlike the PC method. However, the ET 

method is more sensitive to encoder mechanical and electric 

nonidealities, affecting the control loop adversely. Therefore, 

its use is not practical for very high speeds. 
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Proposed ET model, Eq. (24)

Experimental 3600 r/min (30 tr./Ts), 
R = 500 ppr, Ts = 1ms
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Fig. 10 Experimental validation of the ET small-signal model at high 
speed. 

B. Low speed (˂1 tr./Ts). 

The following model is proposed in [23] for the ET method  

 1
es T

Literature ETH s e
 

   (28) 

An alternative model is found in  [24]  

 2

1 es T

Literature ET

e

e
H s

s T

 







 (29) 

Fig. 11 shows the experimental results for the ET method at 

low speed 100 r/min, at two different sampling times of 1 ms 

(Case A) and 0.1 ms (Case B), with normalized speed of 0.83 

tr./Ts and 0.083 tr./Ts, respectively. 
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Fig. 11 Experimental validation and comparison of the ET small-signal 
models at two different sample times, at low speed. 

The proposed model for the ET method is validated for all 

test conditions. It is also observed that the “Literature ET 

model – 1” (in Fig. 11) has unity gain and fits the phase lag of 

Case B because Te ≫ Ts, so the predominant phase lag is 

produced by the encoder signal.  

Similarly to the PC method, the accurate ET model is a key 

contribution in this work. 

Overall, the small-signal model of the PC method is valid 

for medium and high speed and the small-signal model of the 

ET method is valid for all speed ranges, regardless of the 

technical constraints imposed by real encoders. 

IV. PRACTICAL USE OF THE PROPOSED MODEL. 

The performance of the motor system deteriorates as the 

speed and the encoder resolution are reduced, due to the 

negative impact of the encoder phase lag on the control-loop. 

This section presents a procedure to overcome this issue. The 

small-signal model corresponding to the ET speed estimation 

method (24) is used to predict the stability and compensate the 

incorrect performance motor system at such conditions by 

means of a lead compensator. This procedure is 

experimentally tested in the workbench depicted in Fig. 12-

(a), which is structured as shown in Fig. 12-(b). The block 

diagram of the resulting compensated system is depicted in 

Fig. 12-(c). 

The system in Fig. 12-(a) is composed of a DC power 

supply, a DC motor, an incremental optical encoder, a linear 

motor drive, and an external DSP. The motor drive receives as 

an input a voltage command from the speed compensator 

implemented in the DSP. The duty cycle of the output of the 

motor drive is proportional to the voltage applied to the input 

of the same device. The output of the PI is transformed into an 

analog signal by the DAC (maximum output voltage: 2.5 V). 

An analog amplifier circuit, K in Fig. 12-(a), has been added 

to interface between the DAC and the input of the linear motor 

driver (maximum input voltage of the motor driver: 10 V). 

The ET method is used to estimate the speed based on the 

number of m counted by the CNT peripheral: 

1 60
ET

Clock

n
m T R

 


 (30) 

A PI compensator is used to regulate the speed. The PI has 

been tuned to illustrate the impact of the encoder dynamics at 

low speed, as well as the usefulness of the proposed model to 

predict stability issues. Specifically, the gains of the PI 

controller are adjusted based on the frequency response of the 

plant within the speed loop, in a way that the system is stable 

at 500 r/min (where the impact of the encoder dynamics is 

negligible) but unstable at 15 r/min (where the impact of the 

encoder dynamics is significant on the phase).  
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Fig. 12 (a) Diagram of the dc motor system, (b) block diagram of the 
system and (c) compensated block diagram.  
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The first step consists of the measurement of the open-loop 

transfer function TExperimental(j2πf) at a speed of 500 r/min (0.42 

tr./Ts) with an encoder of 500 ppr, as shown in Fig. 13. The 

experimental result is fitted up to 20 Hz. 
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Fig. 13 Experimental frequency response of the loop gain of the dc 
motor system at 500 r/min (0.42 tr./Ts) 

The polynomial that fits the experimental results is depicted 

in Fig. 13 as TApproximation(s). The crossover frequency fc is 

12.25 Hz. The phase margin PM1 = 28.43° confirms the 

stability of the system. At this speed, the encoder HEnc.1(s), 

based on equation (24), has no impact on the overall dynamics 

below fc.  

The small-signal model for the ET method (24) predicts the 

PM at any speed. The theoretical speed limit is 19.9 r/min in 

the system under study, as the performance degrades below 

this value. 

The open-loop transfer function of the system at a lower 

speed of 15 r/min (0.0125 tr./Ts) is analytically obtained as 

2( ) ( ) ( )Approximation EncT s T s H s   (31) 

where the corresponding transfer function of the encoder is 

HEnc.2(s). The resulting transfer function
2
 is depicted in Fig. 

14.  
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Fig. 14 Loop gain frequency response of the dc motor system at 15 
r/min (0.0125 tr./Ts) with and without compensation. 

At the speed of 15 r/min the system oscillates around the 

target speed, as observed in Fig. 15-(a) due to the phase 

 
2 Note that the delay HS/H-Ts(s) in the expression (23) is implicit in the 

experimental data, so this term should not be included in HEnc.2(s) for this 

analysis. 

margin PM2 = -8.54° shown in Fig. 14. A lead compensator 

[26] is used in in the feedback loop, as shown in Fig. 12 (c). 

( ) ( ) ( )Compensated LeadT s T s H s   (32) 

The lead compensator boosts the phase margin to PM3 = 

25.5°, as depicted in Fig. 14. Consequently, the speed tracking 

performance is significantly improved, as can be seen in Fig. 

15-(b). 
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Fig. 15 Speed test response from 300 r/min (0.25 tr./Ts) to 15 r/min 
(0.0125 tr./Ts) where (a) is uncompensated closed-loop system and (b) 
the compensated closed-loop system. 

The equation of the compensator is:  

1
( )

1

e e

Lead

e e

s T T s
H s

s T T s

 

  

  
  

  
 (33) 

The zero and the pole are placed as a function of the speed 

of reference proportional to Te=60 / (R ∙ n*). In this example 

(representing a typical application) the coefficients α and β are 

fixed to the values of 0.8 and 10, respectively. In Fig. 14, 

∠HLead(j2πf) = 34.06°, ∠HEnc.2(j2πf) = -35.5°. The drawback of 

a lead compensator is the magnification of noise. However, at 

low speed, the ET method exhibits a very low speed error 

(1/m). Moreover, the attenuation of the loop balances any 

augmentation made by the lead compensator. 

Through this section, a controller with constant parameter 

has been used. If desired, the developed small-signal models 

could be used to design adaptive control methods, so that the 

control parameters are modified depending on the operating 

speed. 

V. CONCLUSION 

The newly derived small-signal models of the incremental 

optical encoder for the PC and ET speed estimation methods 

are experimentally validated. The models quantify the 

negative impact of the phase lag of the sensor on the phase 

margin of the control loop. It is demonstrated that the sensor 

(software and hardware) attenuates the value of the speed at 

high frequencies. The phase lag of the sensor is determined by 

the fixed control sample time at high speeds (PC method). 

Conversely, the small-signal model of the encoder depends of 

the resolution of the sensor and the motor speed at low speed 

(ET method). The phase lag of the sensor reduces the phase 
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margin of the controller. The simplified small-signal model for 

the ET method is successfully used to implement a simple 

control technique based on a lead compensator. This technique 

provides a phase lead that compensates for the phase lag 

introduced by the speed sensor and recovers the system 

stability at low speed and when using a low-resolution 

encoder. The derived small-signal models, that combine both 

the encoder sensor and the speed estimation methods, assist in 

the design of a simple motor control technique for incremental 

optical encoder-based controllers. 

APPENDIX A 

It is stated that | n̅ | ≫ |ñ(t)| ⇔ | T̅e | ≫ |T̃e(t)|. The 

instantaneous speed is expressed as: 

1 60 1 60
( ) ( )

( ) ( )e e e

n t n n t
T t R RT T t

     


 (34) 

The variable term in (34) is expanded as a Taylor and 

Maclaurin series: 
2 3

2 3 4

( ) ( ) ( )1 1
...

( )

e e e

e e e ee e

T t T t T t

T T T TT T t
    


 (35) 

Considering that| T̅e |≫| T̃e | the third and the higher order 

terms in (35) can be neglected and the speed expressed as:  

2

( )1 60
( ) ( ) e

e e

T t
n t n n t

T RT

 
     

 

 (36) 

where  60 / en R T and   2( ) 60 / ( )e en t R T t T   . Finally, 

2

( ) 60

( )( )

1 60

e

ee

e

e

T t

T tRTn t

n T

T R

 

 



 (37) 

Variations in Te are proportional to the introduced speed 

disturbance, so Te is quasi-invariant and equal to T̅e. 

APPENDIX B 

Even at constant velocity, where the average value of L 

over several samples is the real number L , the integer number 

of transitions will vary by one from cycle to cycle, in an 

almost periodic sequence. The output will be L 
 

, where     is 

the floor function of L̅, with probability 1 L , and 

1L L    
   

, (the ‘ceiling function’), with probability L . 

Note that the fractional part of L  is . The PC method 

implicitly differentiates the quantized shaft position estimate, 

with considerable mean-squared error, but zero average error, 

even when the encoder is not ideal [29]. Note that

 1L L L L L       
   

, indicating zero average velocity 

error in steady state. If the actual real velocity in steady-state 

is L  tr./Ts, the distinction between those samples for which 

the PC output gives estimates of L 
 

and L 
 

is dependent on 

the time delay since the encoder transition just before the 

sampling instant. This delay, shown in Fig. 2, exhibits almost 

periodic variation; thereby introducing a delay-type noise into 

the system, on a sample-by-sample basis. Explicitly, those 

samples for which the velocity estimate is L 
 

 occurs when

20 /st L T L   . This is governed by a uniform distribution 

and has a probability of L , with an average delay of 

/ 2sL T L .The corresponding average delay of the most 

delayed  edge, delayed by a further L 
 

 transitions, is

( / (2 ) / ) sL L L L T  
 

, giving an average delay in this case of

 ( / (2 ) / 2 / ) / 2s sL L L L T T   
 

to the transition instants. 

However the fact that the speed estimate is constant over 

/Ts L  implies total average delay of / 2 / (2 )s sT T L Similarly, 

when the velocity estimate is L 
 

, which occurs when

2/ /s sL T L t T L   , the average delay can again be shown to 

be / 2 / (2 )s sT T L . Therefore, the statistical analysis shows that 

the average delay of the PC method is / 2 / (2 )s sT T L . 

Combined with the delay of the ‘S/H-1PC’, this gives an 

overall delay of / (2 )s sT T L . The variation of the sample-by-

sample delays clearly indicates that use of the small-signal 

model is suitable for the analysis of the encoder-based system, 

and that the actual system will contain increasingly significant 

noise as L decreases in the PC method, due to the quantized 

nature of the sensor. 
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