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We design, by invariant-based inverse engineering, driving fields that invert the population of a two-level atom
in a given time, robustly with respect to dephasing noise and/or systematic frequency shifts. Without imposing
constraints, optimal protocols are insensitive to the perturbations but need an infinite energy. For a constrained
value of the Rabi frequency, a flat π pulse is the least sensitive protocol to phase noise but not to systematic
frequency shifts, for which we describe and optimize a family of protocols.
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I. INTRODUCTION

The coherent manipulation of quantum systems with
time-dependent interacting fields is a major goal in atomic,
molecular, and optical physics, as well as in solid-state devices,
for fundamental studies, nuclear magnetic resonance and
other spectroscopic techniques, metrology, interferometry, or
quantum-information applications [1–6]. Two-level systems
are ubiquitous in these areas, and the driving of a population
inversion is an important operation that should be typically
fast, faithful, stable with respect to different types of noise
and perturbations, and of course “feasible in practice.” The
later requirement depends on the specific system but may be
sensibly quantified by setting constraints on the possible values
of the control parameters. These constraints imply quantum
speed limits that could be satisfied by optimized protocols.

In a recent paper [7], the stability of fast population
inversion protocols with respect to amplitude noise and to
systematic perturbations of the driving field was studied,
and optimally stable protocols were found by making use of
invariant-based inverse engineering and perturbation theory.
Our aim here is to extend the analysis to dephasing noise,
which may be the dominant source of decoherence due to
environmental effects or the randomly fluctuating frequency
of the control field, and to systematic frequency errors. By
“systematic error” we mean here a constant shift of the
frequency with respect to the one in the ideal protocol, due to,
e.g., calibration imperfections or inhomogeneous broadening.

We make use, as in Refs. [7,8], of invariant-based inverse-
engineering, which is summarized in Sec. II. Section III
describes the system and the perturbations by a Lindblad
master equation. Perturbation theory is then used in Sec. IV to
derive an expression for the sensitivity of population inversion
with respect to dephasing noise or systematic frequency errors,
and optimal protocols are defined with or without constraints.
Section V deals with systematic frequency errors and, finally,

*xchen@shu.edu.cn

both types of perturbation—due to the dephasing noise and
constant frequency offset—are combined in Sec. VI. We for
concreteness use a language appropriate for two-level atoms in
optical fields, but the results are applicable to other two-level
quantum systems.

II. SHORTCUTS TO ADIABATICITY

A. Dynamical invariants

We consider a two-level quantum system driven by a time-
dependent Hamiltonian of the form

H0(t) = h̄

2

(−�(t) �(t)
�(t) �(t)

)
, (1)

in the basis |1〉 = ( 1
0 ), |2〉 = ( 0

1 ). Equation (1) corresponds
to a laser-adapted interaction picture, where the rapid
oscillations of the field have been transformed out, and �(t)
and �(t) are the time-dependent detuning and (real) Rabi
frequencies. Associated with this time-dependent Hamiltonian
there are Hermitian dynamical invariants, I (t), fulfilling
∂I/∂t + (1/ih̄)[I,H0] = 0, so that their expectation values
remain constant. I (t) may be parametrized as [8,9]

I (t) = h̄

2
�0

(
cos θ sin θe−iβ

sin θeiβ − cos θ

)
, (2)

where �0 is an arbitrary constant (angular) frequency to keep
I (t) with dimensions of energy, and θ ≡ θ (t) and β ≡ β(t)
are time-dependent angles. Using the invariance condition we
find the following differential equations:

θ̇(t) = −�(t) sin β(t), (3)

β̇(t) = −�(t) cot θ (t) cos β(t) − �(t). (4)

The eigenstates of the invariant I (t) satisfy I (t)|φn(t)〉 =
λn|φn(t)〉 (n = ±; λ± = ±h̄�0/2). Consistently with
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orthogonality and normalization they can be written as

|φ+(t)〉 =
(

cos θ
2 e−iβ

sin θ
2

)
, |φ−(t)〉 =

(
sin θ

2

− cos θ
2 eiβ

)
. (5)

According to the theory of Lewis and Riesenfeld [10], the
solution of the time-dependent Schrödinger equation, up to a
(global) phase factor, can be expressed as

|
(t)〉 = �ncne
iγn(t)|φn(t)〉, (6)

where the cn are time-independent amplitudes, and the γn(t)
are Lewis-Riesenfeld phases

γn(t) ≡ 1

h̄

∫ t

ti

〈φn(t ′)|ih̄ ∂

∂t ′
− H0(t ′)|φn(t ′)〉dt ′, (7)

where the initial time ti has been chosen as ti = 0. In our
two-level system model, the Lewis-Riesenfeld phases take the
form

γ±(t) = ±1

2

∫ t

0

(
β̇ + θ̇ cot β

sin θ

)
dt ′. (8)

B. Inverse engineering

We now review briefly the inverse engineering of population
inversion based on dynamical invariants. The initial and
final states of the process are set as |
(0)〉 = |2〉 ≡ ( 0

1 ) and

|
(T )〉 = |1〉 ≡ ( 1
0 ), respectively. The state trajectory between

them may be parametrized according to one of the eigenstates,
|φn(t)〉, of the invariant. By using |φ+(t)〉 in Eq. (5), the
boundary conditions [8]

θ (0) = π and θ (T) = 0 (9)

guarantee the desired initial and final states. If in addition

θ̇ (0) = 0 and θ̇(T) = 0, (10)

then �(0) = �(T ) = 0, and H0(t) and I (t) commute at times
t = 0 and t = T . Apart from the boundary conditions, θ (t)
and β(t) are, in principle, quite arbitrary, and the possible
divergences at multiples of π of β may be canceled with a
vanishing θ̇ . The commutativity at the time boundaries implies
that the operators share the eigenstates; so, if H0(t) remains
constant before and after the process time interval [0,T ], then
the initial eigenstates of H0(t < 0) will be smoothly inverted
into final eigenstates of H0(t > T ) following the invariant
eigenvectors. If the condition (10) is not imposed, the states at
t = 0 and t = T will not be stable (stationary eigenstates), so
a sudden jump is required in the Hamiltonian to make them
so. The flat π pulse is a clear simple example, where the Rabi
frequency jumps from or drops to zero abruptly. Once θ (t) and
β(t) have been specified (the interpolation may be based on
simplicity or to satisfy further conditions) the Rabi frequency
and detuning are straightforwardly calculated from Eqs. (3)
and (4). For β(t) = π/2, � = 0, and∫ T

0
�(t) dt = π (11)

corresponds to a π pulse. In particular, for |θ̇ | = π/T , the flat
π pulse [�(t) = π/T and � = 0] minimizes, for a given T , the
maximal value of �(t) along the protocol, �max = maxt |�(t)|.

III. MODEL FOR DEPHASING NOISE AND SYSTEMATIC
FREQUENCY SHIFTS

We assume that the dynamics of the two-level quantum
system with dephasing noise and systematic error may be
described by a master equation in Lindblad form [11,12],

∂ρ

∂t
= − i

h̄
[H0 + H1,ρ] − 1

2
(�†

d�dρ + ρ�
†
d�d − 2�dρ�

†
d ),

(12)

where ρ is the density matrix, H0 is the unperturbed Hamilto-
nian (1), H1 = h̄δ0σz/2 describes the systematic frequency
error (δ0 is a constant frequency shift), �d = γdσz is the
Lindblad operator corresponding to the dephasing rate 2γ 2

d

[13], and σz is the z Pauli matrix. This master equation
results from averaging over white noise realizations of the
fluctuation of the laser frequency or, more generally, of
the detuning (see the Appendix in Ref. [7]). The designed
detuning thus may generally be perturbed in our model by
a systematic constant offset and a random contribution with
zero mean and δ-function correlation function. The dephasing
effect corresponds to the randomization of the relative phases
of coherent superpositions of states. It is detrimental for a
process of complete population transfer, since the dynamics
goes necessarily through a transient superposition of states.
Very few analytic solutions are known for such systems (see,
for instance, Ref. [14] and the approximative results beyond
the exact resonance in Ref. [15]). In the adiabatic context,
the effects of dephasing can be reduced by a fast sweeping
through the resonance, which however induces nonadiabatic
effects. Adiabatic solutions reaching a compromise have been
proposed in Ref. [16]. Ideal sudden-switch transitions have
been suggested in Ref. [17]. We show below that, for a given
peak Rabi frequency, the flat π pulse is optimally robust with
respect to the dephasing effect. We next analyze a family of
(continuous) pulsed Rabi frequencies which are very close to
the optimality of the flat π pulse. It is next considered for a
robust process with respect to systematic frequency errors and
also combined with the dephasing error.

It is useful to represent the density matrix by the Bloch
vector �r(t) = (rx,ry,rz),

�r(t) =
⎛
⎝ ρ12 + ρ21

i(ρ12 − ρ21)
ρ11 − ρ22

⎞
⎠ , (13)

as ρ = 1
2 (1 + �r · �σ ), where �σ = (σx,σy,σz) is the Pauli vector.

The Bloch equation corresponding to the master equation can
be written as

d

dt
�r = (L̂0 + L̂1 + L̂d )�r, (14)

where

L̂0 =
⎛
⎝ 0 � 0

−� 0 −�

0 � 0

⎞
⎠ , (15)

L̂1 =
⎛
⎝ 0 −δ0 0

δ0 0 0
0 0 0

⎞
⎠ , (16)
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and

L̂d =

⎛
⎜⎝

−2γ 2
d 0 0

0 −2γ 2
d 0

0 0 0

⎞
⎟⎠ . (17)

The probability to find the system in |1〉 at time t is P1(t) =
1
2 [1 + rz(t)]. In the following, we consider the dephasing term
L̂d and the systematic frequency error L̂1 as a perturbation,
respectively, and then study both together.

IV. PHASE NOISE

In this section we set δ0 = 0 and consider only phase noise
as the perturbation. The unperturbed Bloch vector is written
as

�r0(t) =

⎛
⎜⎝

sin θ cos β

sin θ sin β

cos θ

⎞
⎟⎠ . (18)

Applying time-dependent perturbation theory,

rz(T ) � 1 +
∫ T

0
dt〈�r0(t)|L̂d |�r0(t)〉, (19)

which results in

P1(T ) � 1 − γ 2
d

∫ T

0
sin2 θdt. (20)

By defining the noise sensitivity as [7]

qN = −1

2

∂2P1(T )

∂γ 2
d

∣∣∣∣
γd=0

, (21)

and using Eqs. (20) and (21), we have

qN =
∫ T

0
sin2 θ dt. (22)

The smaller the noise sensitivity the more stable the fidelity is
with respect to dephasing noise. According to Eq. (22) qN is
zero when θ is equal to 0 or π . Thus a sudden jump of θ from π

to 0 will cancel the effect of dephasing noise. (This is consistent
with the sudden-switch transitions in Ref. [17].) However, a
step function for θ implies an infinite Rabi frequency according
to Eq. (3) and an infinite energy. Let us consider a time t∗ for
which |θ̇ | is maximal. Then we can use Eqs. (3) and (22) to
establish the following inequalities:

�maxqN = 1

| sin β(t∗)|
∫ T

0
|θ̇(t∗)| sin2 θdt,

� 1

| sin β(t∗)|
∣∣∣∣
∫ T

0
θ̇ sin2 θdt

∣∣∣∣ ,
� π

2| sin β(t∗)| � π/2. (23)

This is a significant relation that sets, in particular, a lower
bound for the sensitivity when �max cannot exceed some
predetermined fixed value, �max � �M , due to a finite laser
power, or to avoid multiphoton excitation of other transitions
that remain negligible for weak fields [18].

A flat π pulse with β = π/2 and θ = π (T − t)/T saturates
the bound since

� = π/T and qN = T/2. (24)

Let us now consider a continuous �(t) based on a θ (t) function
that satisfies the boundary conditions (9) and (10). A simple
example is

θ (t) =

⎧⎪⎨
⎪⎩

π, 0 � t � t1,

π
2

{
1 − sin

[
π(2t−T )

2WT

]}
, t1 � t � t2,

0, t2 � t � T ,

(25)

with t1 = (1 − W )T/2, t2 = (1 + W )T/2, and 0 < W � 1.
From Eq. (25) and for t1 � t � t2,

|θ̇(t)| = π2

2WT
cos

[
π (t − T/2)

WT

]
� π2

2WT
. (26)

We set β = π/2 such that we get, from Eqs. (3) and (4), � = 0,
and for t1 � t � t2,

�(t) = π2

2WT
cos

[
π (t − T/2)

WT

]
, (27)

with �(t1) = �(t2) = 0. The maximal value at t = T/2 is

�max = π2

2WT
. (28)

These are (nonflat) π pulses satisfying Eq. (11).
In the noiseless limit, Eq. (25) provides complete pop-

ulation inversion for every W with 0 < W � 1. The noise
sensitivity, defined by Eq. (22), becomes

qN = [1 + J0(π )]T W/2, (29)

where J0 is the Bessel function of the first kind. This gives
�maxqN = π2[1 + J0(π )]/4 ≈ 1.7167 > π/2 ≈ 1.5708, for
all T and allowed W , only slightly above the bound satisfied
by the flat π pulse.

V. SYSTEMATIC FREQUENCY ERRORS

In this section, we discuss solely systematic frequency
errors described by H1 = h̄δ0σz/2 assuming γd = 0. By using
perturbation theory, we obtain

|ψ(T )〉 � |ψ0(T )〉 − iδ0

2

∫ T

0
dtU0(T ,t)σz|ψ0(t)〉 −

(
δ0

2

)2

×
∫ T

0
dt

∫ t

0
dt ′U0(T ,t)σzU0(t,t ′)σz|ψ0(t ′)〉 + · · · ,

(30)

where U0(T ,t) = |ψ0(T )〉〈ψ0(t)| + |ψ⊥(T )〉〈ψ⊥(t)|,
|ψ0(t)〉 = eiγ+|φ+(t)〉, and |ψ⊥(t)〉 = eiγ−|φ−(t)〉. The
probability to find the ground state at t = T is

P1(T ) � 1 −
(

δ0

2

)2 ∣∣∣∣
∫ T

0
dt〈ψ⊥(t)|σz|ψ0(t)〉

∣∣∣∣
2

. (31)

By defining the systematic error sensitivity as

qS = −1

2

∂2P1(T )

∂δ2
0

∣∣∣∣
δ0=0

, (32)
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we have

qS = 1

4

∣∣∣∣
∫ T

0
dt sin θeim(t)

∣∣∣∣
2

, (33)

with

m(t) = 2γ+(t) − β(t). (34)

For example, a flat π pulse (� = π/T , θ = π (T − t)/T , and
β = π/2) gives

qS = (T/π )2. (35)

Note that qS and qN have different dimensions. A major
difference between the two types of perturbation is that there
are protocols that nullify qS without requiring an infinite �max.
According to Eq. (33) a sudden jump from π to 0 leads to
a systematic error sensitivity qS = 0. However, as mentioned
before, the sudden transition requires an infinite laser intensity.
To keep θ continuous and nullify qS we may assume, motivated
by Ref. [19],

m(t) = 2θ + 2α sin(2θ ), (36)

where α is a free parameter, which will be varied to achieve
qS = 0. Setting Eqs. (36) and (34) to be equal and doing the
time derivative, we obtain

β(t) = cos−1

(
2M sin θ√

1 + 4M2 sin2 θ

)
, (37)

with M = 1 + 2α cos(2θ ). Let us calculate the corresponding
physical quantities. Substituting Eq. (37) into Eqs. (3) and (4),
we get for t1 � t � t2

�(t) = −θ̇
√

1 + 4M2 sin2 θ, (38)

�(t) = 2θ̇ cos θ

[
M + 1 − 4α + 6α cos(2θ )

1 + 4M2 sin2 θ

]
. (39)

Now we choose the θ as in Eq. (25). The systematic error
sensitivity is then given by

qS = 1

4

∣∣∣∣
∫ t2

t1

dt sin θ exp [2iθ + 2iα sin(2θ )]

∣∣∣∣
2

. (40)

Let t ≡ T
2 (1 + λW ), i.e., λ = (2t − T )/(WT ), then we get

qS = (WT )2

∣∣∣∣1

4

∫ 1

−1
dλ cos

[
π

2
sin

(
π

2
λ

)]

× exp

{
−iπ sin

(
π

2
λ

)
+ 2iα sin

[
π sin

(
π

2
λ

)]}∣∣∣∣
2

.

This can be simplified further by doing the additional variable
transformation z = sin (πλ/2),

qS = (WT )2

2π

∣∣∣∣
∫ 1

−1
dz

cos
(

πz
2

)
√

1 − z2
e−iπz+2iα sin(πz)

∣∣∣∣
2

. (41)

The important point is that qS/(WT )2 is independent of T

and of W and only depends on α. This function is shown
in Fig. 1(a). The goal is to choose a value of α such that
qS/(WT )2 = 0. The corresponding Rabi frequency is for

a
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FIG. 1. (Color online) (a) Systematic error sensitivity qS/(WT )2,
Eq. (41), and (b) the Rabi frequency �maxWT , Eq. (43), versus α,
where the stars correspond to α with qS = 0. The coordinate of the
start with the minimal |α| with qS = 0 is (−0.206,14.784). (c) Rabi
frequency �T (solid blue) and detuning �T (dotted red) versus
time t/T , from Eqs. (25), (37), (38), and (39) with W = 1 and α =
−0.206.

t1 � t � t2 and for all α

�(t) = π2
√

1 − z2

2WT

√
1 + 4[1 − 2α cos(πz)]2 cos2

(
πz

2

)
,

(42)

where z = sin (πλ/2) = sin [π (2t − T )/(2WT )] (−1 � z �
1) as defined above and �(t) = 0 otherwise.

We are interested in a protocol with �max as small as
possible and therefore an |α| as small as possible. The value
�maxWT versus α is also shown in Fig. 1(b). Note that
�maxWT is independent of T and W as can be seen from
Eq. (42). The α with the smallest magnitude fulfilling qS = 0
is α = −0.206. This value of α makes the systematic error
sensitivity zero for all W and all T . For α < 0, the maximal
value of the Rabi frequency at t = T/2 is given by

�max = π2

2WT

√
1 + 4(1 + 2|α|)2, (43)

which increases monotonously with |α|. When α = −0.206,
�maxWT = 14.784 and qS = 0 [see Fig. 1(a) and 1(b)].
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Figure 1(c) represents the Rabi frequency �(t)T and
detuning �(t)T versus t/T for α = −0.206 and W = 1. Both
functions are continuous and easy to implement.

VI. COMBINED PERTURBATIONS

Finally, we consider both types of perturbations (noise and
systematic error) together, so that P1(T ) ≈ 1 − γ 2

d qN − δ2
0qS .

The best protocol in this case depends on the relative
importance between dephasing noise and systematic error.
There are many different physical systems described by
two-level Hamiltonians, such as the electron spin of a single
nitrogen-vacancy (NV) center in diamond [18] or a Bose-
Einstein condensate on an accelerated optical lattice [20]. As
a consequence the range of possible parameters is vast. As an
example we use here parameters close to a recent experiment
on adiabatic passage for trapped ions in the presence of
laser-frequency noise [21]. There is much interest in the role
that noise plays in adiabatic processes with trapped ions for
quantum-computing applications.

Figure 2(a) depicts the final population P1(T ) versus
dephasing noise and systematic error perturbative parameters
for two protocols that share the same �max. The first one is a
flat π pulse (light blue surface), which is optimal with respect
to dephasing noise [qN = Tπ/2, qS = (Tπ/π )2, � = �max =
π/Tπ ], and the second one (dark red surface) is described in the
previous section (α = −0.206, qN = [1 + J0(π )]T W/2, qS =
0, �max = 14.784/WT ). We choose W = 1, T = 0.3 ms, and
Tπ = 0.064 ms so that �max takes the same value for both
protocols. The π pulse is the most stable when dephasing noise
is dominant whereas the protocol that nullifies qS outperforms
the π pulse otherwise. In Fig. 2(b) the π pulse is modified
to span also T = 0.3 ms. This lowers its �max as well as its
robustness.

VII. DISCUSSION

The design of fast and robust protocols for coherent popula-
tion or state control of a quantum system depends strongly on
the type of noise and/or perturbation. In a previous publication
we designed, for the population inversion of a two-level atom
in an electric field, driving fields which are robust with respect
to amplitude noise and/or systematic perturbations of the Rabi
frequency [7]. Here we have considered instead excitation
frequency shifts with constant offset and/or a white noise
component that generates dephasing. When the Rabi frequency
is not allowed to increase beyond a certain value, a flat π

pulse is the most robust approach versus phase noise but
not with respect to systematic frequency shifts. The effect of
systematic frequency shifts can be minimized (achieving zero
sensitivity) with an alternative family of protocols. The results
obtained here and in Ref. [7] indicate that the standard claim
that “adiabatic methods are robust whereas resonant π pulses
are not” does not apply to all possible perturbations. In other
words, “robustness” is a relative concept. A protocol may be
robust with respect to a particular perturbation but not to others.
Depending on the physical conditions, it may be possible to
nullify the sensitivity with respect to different perturbations
simultaneously [19]. In the case of phase noise and frequency

FIG. 2. (Color online) Comparison of inversion probability P1(T )
for two protocols. In panel (a) they share the same maximal Rabi
frequency �max = 7.84 × 2π kHz: one is a flat π pulse, optimal
for dephasing noise (light blue surface, prominent around δ0 = 0),
with Tπ = π/�max = 0.064 ms; the other one (dark red surface,
more prominent around γd = 0) has been optimized with respect to
systematic frequency errors within the family described by Eqs. (25)
and (37) with T = 0.3 ms, α = −0.206, and W = 1. In panel (b) this
later pulse remains the same but the π pulse spans also 0.3 ms, so
that its �max = 1.67 × 2π kHz.

errors, only the sensitivity with respect to systematic frequency
shifts can be nullified with finite energy.

The present techniques may also be applied to find robust
protocols for other perturbations and decoherence effects
including spontaneous decay and bit-flip [13], with applica-
tions in different quantum systems such as quantum dots [9],
Bose-Einstein condensates in accelerated optical lattices [20],
or quantum refrigerators [22]. Combining invariant-based
engineering with optimal control techniques [23] will allow
for further stability with different physical constraints. This
work may also be generalized to consider colored phase noise
and non-Markovian dephasing [24–29], as well as alternative
phase noise sources and master equations [17].
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[25] T. Yu, L. Diósi, N. Gisin, and W. T. Strunz, Phys. Rev. A 60, 91
(1999).

[26] I. de Vega and D. Alonso, Phys. Rev. A 73, 022102 (2006).
[27] T. Yu and J. H. Eberly, Opt. Commun. 283, 676 (2010).
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