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We present a first-principles-based model of electron-phonon scattering mechanisms and thermoelectric trans-
port at the L and � valleys in p-type PbTe, accounting for their thermally induced shifts. Our calculated values
of all thermoelectric transport parameters at room temperature are in very good agreement with experiments for
a wide range of doping concentrations. Scattering due to longitudinal optical phonons is the main scattering
mechanism in p-type PbTe, while scattering due to transverse optical modes is the weakest. The L valleys
contribute most to thermoelectric transport at 300 K due to the sizable energy difference between the L and
� valleys. We show that both scattering between the L and � valleys and additional transport channels of the
� valleys are beneficial for the overall thermoelectric performance of p-type PbTe at 300 K. Our findings thus
support the idea that materials with high valley degeneracy may be good thermoelectrics.

DOI: 10.1103/PhysRevB.102.115204

I. INTRODUCTION

Thermoelectric (TE) materials are capable of converting
waste heat into electricity and vice versa. The efficiency of
the energy conversion in a TE material is defined by the
thermoelectric figure of merit ZT = σS2T

κL+κe
[1], where σ , S,

T , κe, and κL are the electrical conductivity, Seebeck coeffi-
cient, temperature, electrical thermal conductivity, and lattice
thermal conductivity, respectively. The figure of merit of a
thermoelectric material can be enhanced by either increasing
the power factor, σS2, or lowering the total thermal conduc-
tivity, κL + κe.

It has been recently proposed that high valley degeneracy
in a material could lead to a large power factor and ZT [2].
Recent experiments argued that tuning the energy levels to
achieve high valley degeneracy increases the ZT of a number
of materials [2–10]. For example, PbTe and its alloys with
other IV-VI materials, like PbSe, have energetically close
valence-band maxima located at the L points and along the
� directions in the Brillouin zone (BZ) [2]. At critical com-
positions or temperatures where these valleys are aligned, a
simultaneous increase in both σ and S has been reported for
PbTe1−xSex [2]. This result is surprising, since for most semi-
conductors an increase in the conductivity typically reduces
the Seebeck coefficient and vice versa [1]. Moreover, scat-
tering processes between different valleys can reduce carrier
lifetimes and electrical conductivity [1]. On the other hand,
high valley degeneracy should lead to an increased density
of states and enhanced Seebeck coefficient [1]. It is therefore
still unclear under which conditions this so-called “valley
convergence” strategy improves the power factor.

In this work, we establish a theoretical framework to
study the temperature-driven valley convergence effects on the
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power factor and figure of merit of p-type PbTe [11]. Our re-
cent first-principles calculations have predicted that the L and
� valleys become degenerate in energy around 620 K [12],
in agreement with a previous ab initio molecular-dynamics
simulation [13]. To understand how this valley convergence
affects the thermoelectric properties of PbTe, it is necessary
to develop an accurate thermoelectric transport model that can
account for the temperature dependence of the electronic band
structure.

Recently, substantial progress has been made in mod-
eling the electronic and thermoelectric transport properties
of bulk materials [14–21], where carrier lifetimes due to
electron-phonon (el-ph) coupling are calculated from first
principles, without any fitting parameters [22–25]. However,
band-structure variations due to temperature are typically
not taken into account in these approaches. On the other
hand, a theoretical framework to calculate the temperature
dependence of electronic states due to el-ph interactions
has also been developed [26–28] and implemented in
first-principles codes [29,30]. We have recently combined
these advancements and developed a first-principles-based
model of thermoelectric transport in n-type PbTe where the
temperature-induced changes of the band structure were in-
cluded [31,32].

In this paper, we develop a first-principles-based model of
thermoelectric transport in p-type PbTe that can account for
the temperature-driven changes of the relative positions of the
nearly degenerate L and � valleys. This model is significantly
more complex than that for n-type PbTe, where electronic
conduction occurs only in the L valleys. To accurately de-
scribe acoustic and nonpolar optical phonon scattering within
the � valleys, we generalize the Herring and Vogt deforma-
tion potential approach [33]. We also explicitly account for
the intervalley scattering between the L and � valleys, and
among the 12 degenerate � valleys. All the relevant param-
eters are calculated from first principles. We also compute
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FIG. 1. Schematic electronic band structure of PbTe, illustrating
the conduction and valence band states at L and valence band states
at � at 0 K (black) and 300 K (blue). The horizontal lines represent
the energies of the valence band maxima and the conduction band
minimum. The states at the L (�) valleys are shown in solid (dashed)
lines.

the room-temperature thermoelectric transport parameters of
p-type PbTe, which agree very well with available measure-
ments. As in n-type PbTe, longitudinal (transverse) optical
phonon scattering is the strongest (weakest) scattering mech-
anism [31]. The L valleys, which are higher in energy than
the � valleys, dominate thermoelectric transport at 300 K.
Even though scattering between the L and � valleys decreases
the electrical conductivity of the L valleys, their Seebeck
coefficient is increased and electrical thermal conductivity is
decreased. Consequently, the power factor and figure of merit
of the L valleys are improved due to the L-� intervalley scat-
tering. The electronic states at the � valleys further increase
all the thermoelectric transport properties, especially at high
doping concentrations. As a result, the total figure of merit of
p-type PbTe is increased at 300 K due to the presence of the
� valleys.

II. METHODOLOGY

A. Electronic band structure of p-type PbTe at 0 K

The direct narrow band gap in PbTe is located at four
equivalent L points in the first BZ; see Fig. 1. In addition
to the L valleys, the � valleys are also populated by holes
at higher doping concentrations and temperatures. Twelve
equivalent valence-band maxima are found midway along the
[110] and equivalent � directions in the first BZ. The energy
dispersion of the valence and conduction bands at an L valley
and the valence band at a � valley (three band model) can
be characterized with the Kane model derived from the k · p
Hamiltonian [34]

h̄2

2

[
(kL

‖ )2

mL
‖

+ (kL
⊥)2

mL
⊥

]
= γL(E ), (1)

h̄2

2

[
(k�

‖ )2

m�
‖

+
(
k�
⊥xy

)2

m�
⊥xy

+
(
k�
⊥z

)2

m�
⊥z

]
= γ� (E ), (2)

γL(�) = E (1 + αL(�)E ). (3)

Equations (1) and (2) describe the band dispersions at the L
and � valleys, respectively. E is the energy of the states with
respect to the relevant energy extremum, and h̄ is the reduced
Planck constant. In Eq. (1), mL

‖ and mL
⊥ are the effective

masses for an L valley along the parallel (L-�) and perpen-
dicular (L-W ) directions with the wave-vector components kL

‖
and kL

⊥ with respect to the L point, respectively. In Eq. (2),
m�

‖ is the effective mass of a � valley in the parallel (�-�)
direction with the wave-vector component k�

‖ with respect to
the � valley maximum. The effective masses of a � valley
that correspond to the perpendicular directions, [0,0,1] and
[1,−1, 0], with the wave-vector components k�

⊥z
and k�

⊥xy

with respect to the � valley maximum, are denoted as m�
⊥z

and m�
⊥xy

, respectively. αL (α�) is the nonparabolicity factor
for an L (�) valley. If the coupling of the top valence and
bottom conduction bands with all other bands is small, then
αL(�) = 1/EL(�)

g , where EL(�)
g are the direct band gaps at L

and � [34]. In the Kane model, we treat the conduction-band
states at the L valleys as the mirror images in energy of the
valence-band states near L with respect to the middle of the
gap. In Appendix A, we give the expressions used to compute
all the required quantities for the calculation of the scattering
rates and TE transport parameters within the Kane model
(density of states, group velocities, and overlap integrals).

The band parameters for the Kane model, the band gaps at
L and �, and the energy difference between the valence-band
maxima at L and � were computed using density functional
theory (DFT) with the QUANTUM ESPRESSO code [35,36].
In our fit of the DFT electronic band structure with the
Kane model, we use αL(�) = 1/EL(�)

g . The DFT calcula-
tions were done on a 10 × 10 × 10 reciprocal space k grid
using the local density approximation (LDA) exchange cor-
relation. The norm-conserving LDA pseudopotential without
spin-orbit coupling (SOC) for Pb (Te) using 6s26p2 (5s25p4)
states was generated from the PSLIBRARY code [37]. The ki-
netic and charge density energy cutoffs employed in our DFT
calculations are 90 and 360 Ry, respectively.

We use the LDA without SOC for the following rea-
sons. The LDA with SOC gives the wrong character of the
states near the direct narrow band gap at L, i.e., the valence
and conduction bands are inverted resulting in a negative
gap [38–40]. This also leads to an order of magnitude larger
values of the effective masses of p-type PbTe compared to
experiments [38–40]. Furthermore, the top of the valence band
is incorrectly located at �, instead of L [40]. A generalized
gradient approximation including SOC also yields poor band
gaps and effective masses compared to experiments [40]. In
contrast, we showed that the LDA without SOC and the hy-
brid Heyd-Scuseria-Ernzerhof (HSE03) functional including
SOC [41,42] give a correct physical representation of the elec-
tronic states near the band edge in PbTe, resulting in very good
agreement of their effective masses with experiments [40].
Furthermore, the degeneracy of the states near the L and �

valleys that are relevant for transport is the same regardless
of whether SOC is included in the calculation. However, the
band gap at L obtained using the LDA without SOC is over-
estimated in comparison to experiments, while that computed
with the HSE03 functional agrees with experiments [40]. It is
important to use an accurate band gap for electronic transport
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calculations in narrow gap semiconductors, because the mi-
nority carriers can have a non-negligible impact on the
transport properties. Therefore, we use our previously com-
puted value with the HSE03 functional [40] in our transport
model. A similar description of the electronic band structure
for n-type PbTe gives excellent agreement between the calcu-
lated and experimental thermoelectric transport properties for
a range of temperatures and doping concentrations [31,32].

To further justify the use of the LDA excluding SOC,
we note that the computed longitudinal optical (LO) phonon
frequencies of PbTe are in much better agreement with room-
temperature inelastic neutron scattering (INS) measurements
when SOC is neglected (see the Supplemental Material [43]).
We show in Sec. III B that the electron-phonon scattering rates
in p-type PbTe are dominated by LO phonons, so they must be
accurately described in our calculations of the thermoelectric
parameters. Acoustic phonon frequencies are almost identical
in the two types of calculations (with and without SOC),
and they agree with experiments. We have also shown that
including SOC only weakly affects acoustic deformation po-
tentials of PbTe [40]. We note that there are differences among
the measured soft transverse optical (TO) phonon frequencies
near the zone center at 300 K [44–46]. In the INS experiment
carried out by Delaire et al. [44], there are two peaks in
the scattering intensity corresponding to the zone-center TO
mode as a result of strong anharmonicity. The lower peak at
� is in good agreement with earlier INS measurements by
Cochran et al. [46] and our computed TO frequency with
SOC. However, the upper peak that has the larger scattering
intensity [45] is in good agreement with our TO frequency
without SOC [43]. Nevertheless, the TO modes have neg-
ligible effects on the total scattering rates of p-type PbTe
(Sec. III B), and taking the TO frequency from the calculations
including or excluding SOC would not have any effect on the
thermoelectric transport properties.

B. Temperature variation of the electronic band structure

We have calculated the temperature dependence of the
band gap at L and the energy difference between L and �

from first principles, accounting for thermal expansion and
el-ph contributions as detailed in Ref. [12]. The el-ph contri-
bution to the temperature renormalization of electronic states
is computed using the nonadiabatic Allen-Heine-Cardona ap-
proach [26–28] and density functional perturbation theory
(DFPT) [47,48]. For temperatures larger than ∼50 K, the vari-
ation of the band gap at L with temperature can be considered
as linear (the Debye temperature of PbTe is ∼150 K) [12,32],

EL
g (T ) = EL

g (0) + ∂EL
g

∂T
× T . (4)

Here EL
g (0) is the HSE03 value of the band gap at L.

∂EL
g

∂T is the
temperature coefficients calculated in Ref. [12], and T is the
temperature. The energy difference between the valence-band
maximum at L and �, 	EL,� (T ), is calculated at 0 K using
DFT, and its 300 K value is taken from Ref. [12].

To understand our treatment of the effective masses of
the valence-band states near L, it is important to note that
the top valence-band state at L is very close in energy to the
bottom conduction-band state at L (the direct band gap at L

is ∼0.2 eV at 0 K), while all other band states at L are much
further away in energy (more than 1 eV). This is a classic
example of the situation in which we have strong coupling
between two bands, which is well described using the Kane
model. In the derivation of the Kane model, it can be shown
that the effective masses are proportional to the band gap [49].
Therefore, we deduce that the effective masses at L scale with
temperature as

mL
‖,⊥(T )

mL
‖,⊥(0)

= EL
g (T )

EL
g (0)

. (5)

We also note that Eq. (5) has been experimentally verified
for a number of III-V and II-VI materials [50,51]. Since
αL = 1/EL

g , the temperature dependence of the nonparabol-
icity term at L is given as

αL(T )

αL(0)
= EL

g (0)

EL
g (T )

. (6)

To verify the validity of Eq. (5), we have explicitly calcu-
lated the temperature dependence of the effective masses at L
as done in Ref. [12]. The temperature renormalization of the
band structure due to el-ph interaction is computed using the
nonadiabatic Allen-Heine-Cardona formalism within DFPT
implemented in the QUANTUM ESPRESSO code. Similarly,
the temperature renormalization due to thermal expansion is
calculated from DFT using the lattice thermal expansion coef-
ficient given in Ref. [12]. Our first-principles results show that
the Kane model accurately describes the temperature effects
on the electronic band structure near L, i.e., the effective
masses are proportional to the direct band gap at L. The
valence-band effective masses at L calculated at 300 K using
the Kane model and the temperature dependence of the band
gap at L obtained from first principles are only 3% smaller
than the corresponding effective masses computed from first
principles. Overall, the temperature variations of the band gap
and the effective masses at L are large (∼55% at 300 K with
respect to 0 K).

In contrast, the energy of the top valence-band state at �

is relatively far from all other band states at � (more than
1 eV). Therefore, the top valence band near � is a classic
example of the band that is weakly perturbed by other bands
and exhibits nearly parabolic behavior (the nonparabolicity
factor used in the fit is only 1/1.35 eV−1, where 1.35 eV
is the direct band gap at � at 0 K). In this case, we expect
negligible temperature variation of the effective masses at �.
To check this assumption, we have explicitly calculated the
valence-band effective masses at � due to thermal expansion
and el-ph interaction from first principles. We have found only
a 4% increase in the density of states effective mass at 300 K
compared to 0 K. This finding justifies the use of the 0 K
effective masses of the � valleys in our calculations at 300 K.

The temperature renormalized effective masses at L allow
us to obtain the temperature variations of the energy dis-
persions of the valence- and conduction-band states at the
L valleys given by Eqs. (1)–(3). Their relative positions are
computed from the temperature dependence of the band gap
at L, while their relative positions with respect to the �

valleys are obtained from the temperature dependence of the
energy difference between the valence-band maxima at L and
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�. Figure 1 shows a schematic of the three bands at L and
� for T = 0 and 300 K. These temperature-dependent band
dispersions modify the electronic density of states and the
group velocities that directly influence the electron-phonon
scattering rates and the thermoelectric transport properties,
which will be described below.

We do not include the temperature variations of the phonon
band structure and electron-phonon matrix elements in the
present calculations. This is partly because our computed
phonon dispersion at 0 K agrees well with the measured
phonon frequencies at 300 K [43–46]. Furthermore, the
phonon frequencies of PbTe exhibit weak temperature de-
pendence at temperatures larger than 300 K [44,46,52,53],
while the electronic energies change linearly for such tem-
peratures [12]. For example, the TO frequencies at �, which
vary most with temperature, change by less than 10% between
300 and 600 K [44,52], while the band gap and effective
masses at L increase by ∼35%. Therefore, temperature affects
the relative energies of the electronic states in PbTe more
strongly than the phonon frequencies in the temperature range
relevant for thermoelectric operation. Moreover, we expect
from perturbation theory that electronic energies and phonon
frequencies are modified more strongly by external perturba-
tions than electronic wave functions and phonon eigenvectors.
Since electron-phonon matrix elements are determined by
phonon frequencies and eigenvectors and electronic wave
functions, the effect of the temperature dependence of the
electron-phonon matrix elements on the scattering rates of
PbTe will be smaller than the effect of the temperature depen-
dence of the electronic band structure, and it can be neglected
at first order.

C. Thermoelectric transport

We calculate thermoelectric transport properties by solving
the Boltzmann transport equation using the spherical trans-
formation of the Kane Hamiltonian [54]. For each valley and
carrier type (electrons or holes), the electrical conductivity,
Seebeck coefficient, and electrical thermal conductivity for
zero electric field across a material are given, respectively,
as [32,54]

σ = e2m3/2
d

π2

∫ ∞

0

−∂ f 0

∂E
τv2k∗2dk∗, (7)

S = −m3/2
d e

T σπ2

∫ ∞

0

−∂ f 0

∂E
τv2(E − EF )k∗2dk∗, (8)

κ0 = m3/2
d

T π2

∫ ∞

0

−∂ f 0

∂E
τv2(E − EF )2k∗2dk∗, (9)

where f 0 is the Fermi-Dirac distribution, e is the electronic
charge, k∗ are the rescaled wave vectors with respect to the
valley minimum in the spherical coordinate system, and EF is
the Fermi level. md is the density-of-states (DOS) effective
mass, v is the average group velocity, and τ is the carrier
relaxation time. The DOS effective masses are given as mL

d =
[mL

‖ (mL
⊥)2]

1
3 for an L valley and m�

d = (m�
‖ m�

⊥xy
m�

⊥z
)

1
3 for a

� valley. In the case of holes (electrons), the integration is

carried out from a valence-band maximum (a conduction-
band minimum) toward lower (higher) energies.

The total conductivity in our three-band model including
the L and � valleys is calculated using

σtot = NLσhL + N�σh�
+ NLσeL , (10)

where NL = 4 and N� = 12 are the number of the L and
� valleys, respectively. The indices hL, h� , and eL denote
the contributions to σ (and S and κe) from holes at the L
valleys, holes at the � valleys, and electrons at the L valleys,
respectively. The total Seebeck coefficient in the three-band
model is [55]

Stot = 1

σtot

(
NLSLeσLe + NLSLhσLh + N�S�hσ�h

)
. (11)

The total electrical thermal conductivity for zero electric cur-
rent across a material is given as

κetot = NLκhL + N�κh�
+ NLκeL − S2

totσtotT . (12)

The total power factor and thermoelectric figure of merit

are defined by σtotS2
tot and σtotS2

totT
κetot +κL

, respectively. The lattice
thermal conductivity value used to calculate ZT at 300 K is
κL = 2.4 W/(mK), obtained from our recent first-principles
calculations [56].

D. Scattering rates and relaxation times

From the first-order perturbation theory, the scattering rate
due to electron-phonon coupling can be expressed as [54]

Wi =
∑

f

2π

h̄
|〈 f |Hep|i〉|2δ(E f − Ei ), (13)

where |i〉 and | f 〉 are the initial and final states, respectively,
and Ei and E f are their energies. The δ function represents
energy conservation. The sum is over all the final states. Ex-
panding the wave functions of the initial and final states using
the products of Bloch and harmonic-oscillator wave functions,
the electron-phonon matrix elements read [54]

|〈 f |Hep|i〉|2 = |Mλ,q|2

= h̄

2mωλ,q
C2

λ,qI2(k, k′)δk′,k±q

(
n(ωλ,q)+ 1

2
∓ 1

2

)
.

(14)

I (k, k′) is the overlap integral between the two Bloch states
with the wave vectors k and k′. Cλ,q is the coupling coefficient
between these two states via a phonon mode λ with the wave
vector q, which satisfies momentum conservation given by
the Kronecker δ. ωλ,q is the phonon frequency and n(ωλ,q)
is the Bose-Einstein distribution. m is the mass of the atoms
in the unit cell. The upper (lower) signs in Eq. (14) are for
absorption (emission) of a phonon. The scattering rate then
yields

W (k) =
∑

q

∑
λ

Wλ(k, k′)δk′,k±qδ(Ek′ − Ek ∓ h̄ωλ,q), (15)
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where Wλ(k, k′) = 2π |Mλ,q|2/h̄. The relaxation time is given
as [14,57]

τ−1(k) =
∑

q

∑
λ

(1 − cos θk′ )
1 − f 0(Ek′ )

1 − f 0(Ek)

×Wλ(k, k′)δk′,k±qδ(Ek′ − Ek ∓ h̄ωλ,q), (16)

where cos θk′ is the angle between k and k′.
More technical details about the scattering rate and

relaxation-time calculations are given in Appendix B. The
contributions to the total relaxation time in our model are due
to intervalley and intravalley scattering (including Fröhlich
interaction) and ionized impurities. These contributions are
added using Matthiessen’s rule. What follows next are the
details of the intervalley and intravalley acoustic and nonpolar
optical contributions that are specific for p-type PbTe. Fröh-
lich and ionized-impurity relaxation times, which are the same
as in n-type PbTe, are given in Ref. [31].

E. Intervalley and zero-order intravalley nonpolar
optical scattering

Conservation of momentum imposes that scattering from
one valley to another occurs only via long wave-vector
phonons near the Brillouin zone edge. These phonon frequen-
cies generally have weak wave-vector dependence. The cou-
pling term Cλ,q in Eq. (14) characterizing the intervalley scat-
tering between valleys i and j due to a phonon with frequency
ωλ can be approximated by a constant deformation potential
(DP), �λ

i j [54]. The corresponding relaxation time is [54]

[
τ

i j
λ (k)

]−1 = πV
(
�λ

i j

)2

mωλ

(n(ωλ)Dj (Ek − 	Ei j + h̄ωλ)

+ [n(ωλ) + 1]Dj (Ek − 	Ei j − h̄ωλ)), (17)

where V is the unit-cell volume, Dj (E ) is the density of
states of valley j, and 	Ei j is the energy difference between
the valence-band maxima of valleys i and j. Scattering
between the valence-band maxima at L is forbidden by
symmetry in PbTe, similarly to that of the conduction-band
minima at L [31]. This symmetry-forbidden scattering
stems from the inversion symmetry of PbTe with respect
to its constituent atoms [31]. In contrast, the deformation
potentials for scattering between the L and � valleys, and
different � valleys, are not zero. We calculate the values of
all these deformation potentials using DFPT (given in the
Supplemental Material [43]).

Equation (17) is also valid for intravalley scattering (i = j)
by short wave-vector nonpolar optical phonons [54]. This
type of scattering is also forbidden by symmetry at the L
points both for the valence and conduction bands [31], but
it is allowed for the � valence-band maxima (see the Supple-
mental Material [43]). Equation (17) represents the zero-order
contribution to intravalley nonpolar optical scattering.

F. Intravalley acoustic and first-order nonpolar
optical scattering

Intravalley scattering is restricted to long-wavelength
phonon modes due to their energy and momentum con-
servation. To describe intravalley scattering due to acoustic

TABLE I. Expressions for the six components of the deformation
potential tensor due to the cubic symmetry restrictions for L and �

valleys.

Valley L �

Valley direction [111] [110]

�1 = �xx �d + �u
3 �d + �u − �p

2

�2 = �yy �d + �u
3 �d + �u − �p

2

�3 = �zz �d + �u
3 �d − �u + �p

�4 = �yz = �zy
�u
3 0

�5 = �xz = �zx
�u
3 0

�6 = �xy = �yx
�u
3

�p

2

phonons, we adopt the method described by Fischetti and
Laux [58], Murphy-Armando and Fahy [59], and Murphy
et al. [40]. The interaction between electrons and acoustic
phonons in the limit |q| → 0 is characterized by a slowly
varying potential, which can be expressed as [33,51]

Hep =
∑
αβ

�αβSαβ (r), (18)

where α and β are the Cartesian coordinates, � is the acoustic
deformation potential tensor, and S(r) is the local strain tensor
at r. A second-rank tensor has a maximum of six compo-
nents. However, when the valleys in a cubic material lie on
�-L, �-X , or �-K high-symmetry axes, symmetry constraints
dictate that all DP tensor components can be characterized in
terms of either two or three independent ones. For an L (or X )
valley, the two linearly independent deformation potentials are
denoted by �d and �u. �d describes the shift because of the
dilation in two directions perpendicular to the valley axis [33].
�u represents the shift due to the uniaxial shear associated
with an elongation along the valley axis and a contraction in
two perpendicular directions [33]. For a � valley, an addi-
tional deformation potential �p characterizes the shift due to
sheer in the [001] plane, which includes the valley axis [33].
The symmetry restrictions on the six components of the tensor
are tabulated in Table I for L and � valleys [33].

We obtain electron-phonon matrix elements due to in-
travalley acoustic scattering using the deformation potential
tensor described above. Since the acoustic phonon frequen-
cies near the zone center are small, we use n(ωλ,q) ≈ kBT

h̄ωλ,q
,

where kB is the Boltzmann constant, λ = 1, 2, 3, and |q| → 0.
At room temperature, the equipartition between absorption
and emission processes holds, i.e., n(ωλ,q)  1/2. Assuming
linear phonon dispersion in the long-wavelength limit, the
contributions from longitudinal (L) and transverse (T ) acous-
tic branches to the electron-phonon matrix element are given
as [33,54]∣∣Mac

L(T )

∣∣2 = kBT I2(k, k′)
V

∑
i j �i� j fi f j∑

i j ci j fi f j
. (19)

Here ci j are the components of the 6 × 6 elastic constant
matrix, where i and j denote the reduced indices as defined
in Table I. f is the 3 × 3 polarization tensor determined from

fi = aiqi, i = 1, 2, 3; f4 = a2q3 + a3q2,

f5 = a1q3 + a3q1, f6 = a1q2 + a2q1, (20)
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where a is the atomic displacement for an acoustic phonon
with wave vector q. We calculate the effective elastic constants

and polarization vectors by solving the generalized equation
of motion for the atomic displacement [54],

⎛
⎝c44 + α2(c12 + c44 + c∗) − ρv2

s (c12 + c44)αβ (c12 + c44)αγ

(c12 + c44)αβ c44 + β2(c12 + c44 + c∗) − ρv2
s (c12 + c44)βγ

(c12 + c44)αγ (c12 + c44)βγ c44 + γ 2(c12 + c44 + c∗) − ρv2
s

⎞
⎠(a1

a2

a3

)
= 0, (21)

where ρ is the mass density, vs is the speed of sound, and
c∗ = c11 − c12 − 2c44. The direction cosines of the wave vec-
tor q are denoted by α, β, and γ . Herring and Vogt [33] have
given the expressions for the electron-phonon matrix elements
due to acoustic modes along the high-symmetry directions
for L and 	 valleys. We can obtain the matrix elements for
longitudinal and transverse acoustic branches along any q
direction by substituting the polarization components given
by Eqs. (20) and (21) and the DP components from Table I
in Eq. (19). The acoustic el-ph matrix elements for L and
� valleys along the high-symmetry directions are listed in
Table II. We reproduce Herring and Vogt results for an L
valley [33], and we give the equivalent results for a � valley.

Since the zero-order intravalley scattering by nonpolar op-
tical modes is either forbidden by symmetry (at the L points)
or rather weak (at the � valence-band maxima), we also
include the first-order intervalley scattering by these modes
in our model [31,54,60,61]. In this case, the linear q depen-
dence of the corresponding el-ph matrix elements is taken
into account, similar to the case of long-wavelength acoustic

TABLE II. Longitudinal acoustic (LA) and transverse acoustic
(TA) mode contributions to the square of the electron-phonon matrix
elements within L and � valleys. � and c are the 6 × 6 deformation
potential and elastic constant tensors, respectively. c∗ is the measure
of elastic anisotropy, c∗ = c11 − c12 − 2c44. q represents the phonon
wave vector.

� valley q direction LA TA1 TA2

[110] [110] (�d +�u )2

c∗
2 +c12+2c44

0 0

[100]
(�d +�u− �p

2 )2

c∗+c12+2c44

1
4 �2

p

c44
0

[111]
(�d + �u

3 + �p
3 )2

c∗
3 +c12+2c44

0
2
9 (�p−2�u )2

c44+ c∗
3

[110] (�d +�u−�p )2

c∗
2 +c12+2c44

0 0

[111]
(�d + �u

3 − �p
3 )2

c∗
3 +c12+2c44

0
8
9 (�p−�u )2

c44+ c∗
3

L valley q direction LA TA1 TA2

[111] [110]
(�d + 2�u

3 )2

c∗
2 +c12+2c44

2
9 �2

u
c44

0

[100]
(�d + �u

3 )2

c∗+c12+2c44

1
9 �2

u
c44

1
9 �2

u
c44

[111] (�d +�u )2

c∗
3 +c12+2c44

0 0

[110]
�2

d
c∗
2 +c12+2c44

0 0

[111]
(�d + �u

9 )2

c∗
3 +c12+2c44

2
27 �2

u

c44+ c∗
3

2
81 �2

u

c44+ c∗
3

phonons. The resulting Hamiltonian due to the interaction be-
tween electrons and long-wavelength optical phonons has the
same form as that for acoustic phonons [Eq. (18)], except that
instead of strain we account for optical phonon displacement.
The el-ph matrix elements in the limit |q| → 0 are then given
as [31,54]

∣∣Mop
L(T )

∣∣2 = h̄I2(k, k′)
2mω

op
L(T )

(
n
(
ω

op
L(T )

) + 1

2
∓ 1

2

)

×
∑
i, j

�
op
i �

op
j f op

i f op
j , (22)

where ω
op
L(T ) are the longitudinal (transverse) optical phonon

frequencies, and �
op
i and f op

i are the optical deformation po-
tential and polarization tensors, respectively, equivalent to the
acoustic ones given in Table I and Eq. (20). We approximate
the longitudinal optical phonon frequency to be a constant and
the transverse optical frequency to have a q dependence of the
form ωTO(q) = ω�

TO + ∂2ωTO
∂|q|2 |q|2 in the long-wavelength limit,

which is characteristic for PbTe [56].
Further details of our calculations of the el-ph matrix el-

ements due to intravalley acoustic and first-order nonpolar
optical phonons are given in Appendix C. To compute the
intravalley deformation potentials for both optical and acous-
tic phonon modes, we fit the calculated el-ph matrix elements
using DFPT [see Eq. (D1) in Appendix D] in the limit q → 0
with the equations given in Table II; see Appendix E. The
calculated values of the intravalley acoustic and optical de-
formation potentials for p-type PbTe are listed in Table III.
The elastic constants and optical phonon frequencies were
also obtained using DFPT and are given in our previous work
on n-type PbTe [31].

III. RESULTS AND DISCUSSION

A. Electronic band structure

We first discuss the accuracy of our parametrization of
the electronic band structure of p-type PbTe. In Fig. 2 we
plot the valence-band dispersion obtained using DFT and the

TABLE III. Computed values of the intravalley acoustic and op-
tical deformation potentials for the L and � valleys of p-type PbTe.

Valley Phonons �d (eV) �u (eV) �p (eV)

L acoustic −3.22 7.42
� acoustic 0.034 1.869 5.547
L optical 22.66 −30.87
� optical −22.96 13.69 19.66
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FIG. 2. The valence-band dispersion of PbTe calculated using
density functional theory (DFT, solid blue lines) and the Kane model
fitted to DFT (dashed red lines). Horizontal dashed lines refer to the
Fermi level at 300 K for the doping concentration of 1018, 1019, and
1020 cm−3.

Kane model fitted to the DFT results. The left panel of Fig. 2
shows the band structure along the selected high-symmetry
directions in the first BZ. The band dispersion starting from a
valence-band maximum at � along the [0,0,1] and [1,−1, 0]
directions, from which the effective masses m�

⊥z
and m�

⊥xy
,

respectively, are extracted, is illustrated in the right panel of
Fig. 2. The Fermi level values at 300 K that correspond to
the doping concentrations of 1018, 1019, and 1020 cm−3 are
shown by dashed horizontal lines. (The Fermi level values
change with respect to those presented in Fig. 2 when the
temperature dependence of the L and � valleys is taken into
account.). It is evident that the Kane model represents the DFT
band structure very well for the doping concentrations that
are relevant for TE transport. [At larger doping concentrations
(∼1020 cm−3), the Kane model for the � valleys deviates from
DFT along one of the perpendicular directions (� + [0, 0, 1]).
This should not significantly affect our results at 300 K since
the contribution of the � valleys is relatively small compared
to that of the L valleys even for large doping concentrations.
Furthermore, the optimal ZT values for p-type PbTe are found
at concentrations where the Kane model describes the DFT
band structure well (∼4 × 1018 cm−3 at 300 K).] In Table IV,
we list all the parameters characterizing the electronic band
structure of p-type PbTe, which are in very good agreement
with available experimental data.

B. Electron-phonon scattering rates

To validate our model, we compare the scattering rates cal-
culated from the model to those obtained using a general form
of the el-ph Hamiltonian [see Eq. (D1) in Appendix D]. First,
the electron-phonon matrix elements are calculated on coarse
10 × 10 × 10 k and q grids using DFPT implemented in the

TABLE IV. Parameters used to characterize the electronic bands
of p-type PbTe computed from first principles: the parallel and per-
pendicular components of the effective masses at L (mL

‖ and mL
⊥,

respectively) and � (m�
‖ , m�

⊥z
, and m�

⊥xy
, respectively), the direct

band gaps at L and � at 0 K (EL
g and E�

g , respectively) and their

temperature coefficients (
∂EL

g

∂T and
∂E�

g

∂T , respectively), and the energy
difference between the valence-band maxima at L and � (	EL,�) at
0 and 300 K. me stands for free-electron mass.

Parameter Theory Experiment

mL
‖ (me) 0.295 0.255a, 0.310b

mL
⊥ (me) 0.028 0.024a, 0.022b

m�
‖ (me) 0.179

m�
⊥xy

(me) 0.058

m�
⊥z

(me) 3.79

m�
d (me) 0.34 0.38c, 0.11–0.45d,e

EL
g (T = 0 K) (eV) 0.237f 0.19a,b

E�
g (T = 0 K) (eV) 1.35

∂EL
g

∂T (eV/K) 4.4 × 10−4g (3–5.1)×10−4 h,i,j,k,l

	EL,� (T = 0 K) (eV) 0.14 0.14d, 0.15–0.2c,e

	EL,� (T = 300 K) (eV) 0.092g

aReference [62].
bReference [63].
cReference [64].
dReference [65].
eReference [39].
fReference [40].
gReference [12].
hReference [13].
iReference [66].
jReference [67].
kReference [68].
lReference [69].

QUANTUM ESPRESSO code. We then use the electron-phonon
Wannier interpolation approach [22], as implemented in the
EPW code [70], to interpolate these matrix elements onto
denser 80 × 80 × 80 k and q grids using 14 Wannier orbitals
for interpolation. For the scattering rates obtained from EPW,
a broadening parameter of 30 meV was chosen for energy con-
servation, and screening was not included. We emphasize here
that the temperature-induced variations of electronic states are
not taken into account in the EPW calculations of scattering
rates, whose temperature dependence originates only from
phonon occupations. In this section, we use the band-structure
parameters at 0 K to calculate the scattering rates at 300 K
without screening, to be consistent with the EPW results. We
show in the Supplemental Material [43] that these scattering
rates do not change qualitatively if the temperature variations
of the electronic energies are accounted for.

In Fig. 3 we plot the scattering rates of the valence bands
of PbTe computed from our model and the EPW code. These
scattering rates are broken down by phonon modes, i.e.,
acoustic, transverse optical (TO), and longitudinal optical
(LO) modes. Solid (dashed) black lines correspond to the
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FIG. 3. Electron-phonon scattering rates at 300 K for the valence bands of PbTe vs hole energy (from the valence-band maxima at L
corresponding to zero energy and below). The scattering rates are calculated using the electronic band structure at 0 K and resolved by
(a) acoustic, (b) transverse optical (TO), and (c) longitudinal optical (LO) phonon modes. Blue dots correspond to the total scattering rates
computed using density functional perturbation theory and the electron-phonon Wannier (EPW) approach. Solid (dashed) lines refer to the
scattering rates obtained using our first-principles-based model for the L (�) valleys. The intravalley and intervalley contributions to the total
scattering rate (black lines) are given by orange and green lines, respectively. The gray vertical line corresponds to the energy difference
between the L and � valleys at 0 K.

mode-resolved scattering rates for the L (�) valleys from
our model, while dots refer to the EPW results. The mode-
dependent scattering rates obtained using our model are in
very good agreement with those of our EPW calculations,
confirming the validity of the model. (The differences be-
tween the scattering rates calculated using our model and the
EPW approach near the energies where the � valleys appear
are due to the fact that a broadening parameter of 30 meV was
used in the EPW calculations, while energy conservation is
exact in our model.)

Longitudinal optical phonon scattering is the strongest
scattering mechanism in p-type PbTe at room temperature and
low doping concentrations (see Fig. 3), similarly to n-type
PbTe [31]. This finding is contrary to previous reports [77,78]
stating that acoustic modes contribute to the scattering rates
of p-type PbTe the most. The polar contribution of the LO
mode, described by the Fröhlich model, is the most significant
contribution to the total LO rates. Nevertheless, the intravalley
nonpolar and intervalley contributions to the LO scattering
rates are not negligible for larger hole energies. We show the
breakdown of these different contributions to the LO phonon
scattering rates in the Supplemental Material [43]. Our results
show that acoustic modes are the next dominant source of
scattering, and transverse optical modes contribute the least to
the total scattering rates. These TO phonon modes, therefore,
do not have much influence on electronic transport in p-type
PbTe, as also seen in our calculations for n-type PbTe [31].
On the other hand, the TO modes of PbTe are very soft (with
frequencies around 1 THz) and lead to very low lattice thermal
conductivity [56,79]. Consequently, soft TO modes are one of
the key factors responsible for the high thermoelectric figure
of merit of both p- and n-type PbTe.

Next we analyze the intravalley and intervalley contribu-
tions to the scattering rates for each type of valley. For the L
valleys, the intravalley and intervalley scattering rates for each
phonon mode are given by solid orange and green lines in
Fig. 3, respectively. Both intravalley and intervalley scattering
are dominated by LO phonons; see Fig. 3(c). The interval-
ley scattering of the L valleys is entirely determined by the
scattering between the L and � valleys in our model. The
intravalley contribution to the LO and total scattering rates
for the L valleys is larger than the intervalley one for the hole
energies up to ∼0.1 eV from the bottom of the � valleys; see
Fig. 3(c). This trend is reversed for the larger hole energies,
which is a consequence of the large density of states of the �

valleys and sufficiently large el-ph matrix elements between L
and �. Most importantly, the scattering rates of the L valleys
are increased by a significant amount due to the intervalley
scattering, and they exhibit a significant change in the energy
dependence near the hole energy where the � valleys appear.

Figure 3 also shows the intravalley and intervalley contri-
butions to the phonon mode-resolved scattering rates for the
� valleys (dashed orange and green lines, respectively). As
for the L valleys, LO phonons are the largest contributors to
the intravalley and intervalley scattering of the � valleys; see
Fig. 3(c). The intervalley scattering for the � valleys includes
both the scattering between the L and � valleys and the scat-
tering between different � valleys. The intervalley scattering
of the � valleys is dominated by the scattering to other �

valleys, as a result of their large density of states. The LO and
total intravalley scattering of the � valleys is larger than the
intervalley scattering [see Fig. 3(c)], which can be attributed to
the strong Fröhlich and nonpolar LO phonon scattering within
the � valleys.
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FIG. 4. Room-temperature thermoelectric transport parameters of p-type PbTe: (a) mobility (μ), (b) conductivity (σ ), (c) Seebeck
coefficient (S), (d) power factor (PF), (e) electrical thermal conductivity (κe), and (f) figure of merit (ZT ) as a function of doping concentration
nh. Solid black lines show the results obtained using our model and the electronic band structure at 300 K. Dashed blue and dotted orange lines
represent the contributions from the L and � valleys, respectively. Dash-dotted green lines correspond to the contribution from the L valleys
in the total absence of the � valleys (ignoring scattering between the L and � valleys). Symbols represent measurements: blue circles from
Ref. [71], orange stars from Ref. [55], purple hexagons from Ref. [72], red squares from Ref. [73], magenta diamonds from Ref. [74], brown
plus signs from Ref. [75], and gray triangles from Ref. [76].

C. Thermoelectric transport parameters

In this section, we compare our computed room-
temperature thermoelectric transport parameters of p-type
PbTe with experiments [11,55,71–76,80,81]. In Fig. 4, we
plot the (a) mobility, (b) conductivity, (c) Seebeck coefficient,
(d) power factor, (e) electrical thermal conductivity, and (f)
figure of merit as a function of doping concentration. Solid
black lines indicate our results, while symbols represent the
measured data. Here we account for the temperature depen-
dence of the electronic band structure, as well as screening.
We have also included ionized-impurity scattering [31,54,82].
We find that it has a small impact on the calculated prop-
erties because of the large static dielectric constant of PbTe
(εs = 313.65) [31]. The computed values of the thermoelec-
tric transport properties agree very well with experiments
for a large range of doping concentrations, highlighting the
accuracy of our model. In contrast, excluding the temperature
dependence of the electronic band structure in the calculation
of the thermoelectric transport parameters at 300 K does not

lead to such good agreement with experiments (see the sup-
plemental material [43]).

To understand the significance of the � valleys for thermo-
electric transport at 300 K, we separate the contributions of
the L and � valleys to the thermoelectric transport parame-
ters, given by blue dashed and orange dotted lines in Fig. 4,
respectively. The L valleys contribute mostly to thermoelec-
tric transport, which is expected since the energy difference
between the valence-band maxima at L and � at 300 K is
still large (	EL,� = 0.092 eV) in comparison to the thermal
energy kBT [12]. The contribution from the � valleys is
comparatively small. However, the � valleys have a large
density of states that increases both the electrical conductivity
and Seebeck coefficient, particularly at high doping concen-
trations. As a result, the power factor of p-type PbTe increases
in the presence of the � valleys.

To analyze this further, green dash-dotted lines in Fig. 4
show the contribution of the L valleys to thermoelectric trans-
port in the total absence of the � valleys, i.e., neglecting
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scattering between the L and � valleys. We see that includ-
ing this scattering mechanism (blue dashed lines in Fig. 4)
reduces the mobility and conductivity of the L valleys, es-
pecially for large doping concentrations. However, the L-�
intervalley scattering increases the Seebeck coefficient of the
L valleys at most doping concentrations, resulting in an in-
crease of their power factor. This effect can be understood
using the Mott formula S ∼ 1

σ
dσ
dE |

E=EF
[83], which shows that

the Seebeck coefficient is inversely proportional to the con-
ductivity. The intervalley scattering degrades the electronic
conductivity, which means that it improves the Seebeck co-
efficient. Alternatively, the Mott formula can be written as
S ∼ ( 1

N
dN
dE + 1

v
dv
dE + 1

τ
dτ
dE )|

E=EF
, where N , v, and τ are the

density of states, group velocities, and carrier lifetimes [84].
The Seebeck coefficient increase due to the L-� intervalley
scattering can be interpreted as a result of an increased energy
dependence of the carrier lifetimes of the L valleys in the
presence of the L-� scattering (see Fig. 3). This analysis
confirms that, perhaps surprisingly, scattering between the L
and � valleys is not detrimental for the power factor of p-type
PbTe.

Finally, intervalley scattering between the L and � valleys
reduces the electrical thermal conductivity of the L valleys
more strongly than the � valleys increase the total electrical
thermal conductivity; see Fig. 4(e). As a result of the L-�
intervalley scattering, the thermoelectric figure of merit of
the L valleys is considerably improved even for low dop-
ing concentrations; see Fig. 4(f). At high doping, additional
transport channels of the � valleys further increase the total
ZT . We thus conclude that the � valleys are indeed bene-
ficial for the thermoelectric performance of p-type PbTe at
300 K in a range of doping concentrations. We also note
that, even though the energy difference between the L and �

valleys is considerable at 300 K, it is necessary to include the
� valleys in our model to obtain the thermoelectric transport
parameters in agreement with experiments.

IV. CONCLUSION

We have developed a first-principles-based model of ther-
moelectric transport in p-type PbTe, which includes the
temperature-induced changes of the L and � valleys that are
responsible for hole conduction. Our calculated thermoelec-
tric transport properties match very well the experimental
results at 300 K for different doping levels. We find that
longitudinal and transverse optical phonon scattering are
the strongest and weakest electron-phonon scattering mecha-
nisms in p-type PbTe, respectively. Hole transport at 300 K
is mainly determined by the L valleys. Scattering between
the L and � valleys decreases the electrical conductiv-
ity and electrical thermal conductivity of the L valleys
at 300 K, and increases their Seebeck coefficient, power
factor, and figure of merit. The � valleys also provide
additional transport channels that increase the total values
of all those quantities. These effects arising from the �

valleys lead to the improved thermoelectric figure of merit
of p-type PbTe at 300 K, suggesting that high valley degen-
eracy is indeed a desirable trait for efficient thermoelectric
materials.
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APPENDIX A: KANE MODEL

The energy dispersion of the valence and conduction bands
for the L and � valleys is described by Eqs. (1)–(3), using the
Kane model. The group velocities of, e.g., the L valleys are
given by [31,54]

vL
‖(⊥) = h̄

(dγL

dE

)−1 kL
‖(⊥)

mL
‖(⊥)

. (A1)

The density of states of a valley v (v = L or �) reads [31,54]

Dv (E ) =
(
mv

d

)3/2

√
2π2h̄3

√
γv (E )

dγv (E )

dE
. (A2)

The overlap integral between the states k and k′ within a valley
v has the following form [85]:

I2
v (k, k′) = (

√
1 + αvEk

√
1 + αvEk′ + αv

√
EkEk′ cos θk′ )2

(1 + 2αvEk)(1 + 2αvEk′ )
.

(A3)

We define a new coordinate system by scaling the k com-
ponents along the three principal axes of the ellipsoids so
that the energy surfaces are spherical. For the L valleys, this
transformation is given as

kL
‖(⊥) =

√
mL

‖(⊥)

me
k∗, (A4)

where k∗ represents the transformed wave vectors. The angle
that these new wave vectors form with the principal axis is
then expressed as [54]

cos θL =
√

KL
m cos θ∗ + sin θ∗(cos φ∗ + sin φ∗)√

1 + (
KL

m − 1
)

cos2 θ∗
, (A5)

where KL
m = mL

‖
mL

⊥
is the mass anisotropy coefficient in the L

valley. θ∗ and φ∗ are the principal and the azimuthal angles in
the new coordinate system, respectively. Within the � valleys,
the corresponding angle is given as [54]

cos θ� =
√

m‖ cos θ∗ + √m⊥xy sin θ∗ cos φ∗ + √
m⊥z sin θ∗ sin φ∗√

m‖ cos2 θ∗ + m⊥xy sin2 θ∗ cos2 φ∗ + m⊥z sin2 θ∗ sin2 φ∗
. (A6)
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APPENDIX B: TOTAL RELAXATION TIMES

The total scattering rates and relaxation times are calcu-
lated by converting the summations in Eqs. (15) and (16) into
integrals via

∑
k → ∫

V
(2π )3 d3k. The relaxation time is then

given as

τ−1(k) = V

(2π )3

∫ ∑
λ

Wλ(k, k′)(1 − cos θk′ )

× 1 − f 0(Ek′ )

1 − f 0(Ek)
δk±q,k′ d3k′. (B1)

The Kronecker δ transforms the integral from k′ space to q
space. The coupling term Cλ,q in Eq. (14) and the scattering
rates Wλ(k, k′) are functions of the phonon wave vector q,
and they are therefore functions of the angle between q and
the principal valley axis (θ ), and the corresponding azimuthal
angle (φ). We represent θ (φ) as 1000 equally spaced grid
points between 0 and π (2π ). Rotating the Cartesian coordi-
nate system to align with the principal valley axis as explained
in Appendix C, the final form of Eq. (B1) reads

τ−1(k) = V

(2π )3

∫ qmax

qmin

∫ 2π

0

∫ 1

−1

∑
λ

Wλ(k, q, θ )

× 1 − f 0(Ek+q)

1 − f 0(Ek)
(1 − cos θk+q)q2dqd (cos θ )dφ.

(B2)

We average the electron-phonon matrix elements |Mλ,q|2 in
Eq. (14) and the scattering rates Wλ(k, q, θ ) = 2π |Mλ,q|2/h̄
over the azimuthal angles φ (see Appendix C). In the Kane
model, qmin and qmax for optical phonons are expressed as [54]

qmin(max) = k[χ+ − (+)1],

χ+ = 1 + γ (Ek + h̄ωq) − γ (Ek)

γ (Ek)
(B3)

for absorption, while for emission

qmin(max) = k[1 − (+)χ−],

χ− = 1 − γ (Ek) − γ (Ek − h̄ωq)

γ (Ek)
. (B4)

For acoustic phonons, qmin = 0 and qmax = 2k [54]. The in-
tegrals and the solution to energy conservation in the Dirac
δ function are carried out using the numpy and linear alge-
bra packages in PYTHON. Using Eqs. (1)–(3) and (A4), we
transform the wave-vector-dependent relaxation time τ (k) to
an energy-dependent relaxation time τ (E ) for each valley.
The energy-dependent relaxation times are calculated on 1000
equally spaced grid points between 0 and 10kBT . We interpo-
late those 1000 points to 104 points within the same energy
range for the calculations of the TE transport parameters given
in Sec. II C.

APPENDIX C: AZIMUTHAL AVERAGES
OF INTRAVALLEY ELECTRON-PHONON MATRIX

ELEMENTS

The el-ph matrix elements and the polarization components
given by Eqs. (19) and (20), respectively, depend on the angle

FIG. 5. Intravalley acoustic electron-phonon matrix elements
[scaled by the factor kBT I2 (k,k′ )

V , where I (k, k′) is the wave function
overlap] as a function of the angle between the phonon wave vector
and the principal valley axis (θ ), averaged over the azimuthal angles,
for the L valleys (top panels) and the � valleys (bottom panels). Left
and right panels correspond to longitudinal (LA) and transverse (TA)
acoustic modes, respectively. Solid lines show the results obtained
using our generalized method, while dots refer to a spherical har-
monics interpolation technique obtained by Herring and Vogt for the
L valley [33].

between the phonon wave vector q and the symmetry axis of
the valley (the polar angle θ ) and the corresponding azimuthal
angles. Averaging over these azimuthal angles, we obtain the
matrix elements and the scattering rates that depend only on
the polar angles, which are used in Eq. (B2). To do this,
we need to transform phonon wave-vector coordinates with
respect to the principal axis into the Cartesian coordinate
system. Therefore, the q vector is rotated as follows:

qrot = Rq, R = I + [v] + [v]2
( 1

1 + d

)
,

[v] =
( 0 −v3 v2

v3 0 −v1

−v2 v1 0

)
, (C1)

where I is the identity matrix, vi are the components of the
cross product between (1,0,0) and the valley direction, and
d is the cosine of the angle between the valley direction
and (1,0,0). Herring and Vogt [33] have used a spherical
harmonics interpolation technique to get the θ dependencies
of the acoustic matrix elements for L valleys. In Fig. 5 we

plot the scaled matrix elements (|M ′|2 =
∑

i j �i� j fi f j∑
i j ci j fi f j

), and we

show that our approach yields almost identical results to those
of Herring and Vogt (given in Table V of Ref. [33]), thus
confirming the validity of our generalized technique.

APPENDIX D: DEFORMATION POTENTIALS FROM
DENSITY FUNCTIONAL PERTURBATION THEORY

We compute the numerical values of deformation poten-
tials by relating the electron-phonon matrix elements from
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FIG. 6. Electron-phonon matrix elements due to acoustic modes between the states � (0.1875, 0.375, 0.1875) and � + q as a function of
the phonon wave vector q whose directions are indicated at the top of each panel. Orange and blue dots represent the matrix elements calculated
using density functional perturbation theory and the electron-phonon Wannier (EPW) approach for transverse and longitudinal acoustic modes,
respectively. Dashed lines are the fifth-order polynomial fits to the EPW matrix elements. Red (green) lines are obtained using the computed
values of deformation potentials (DPs) given in Table III for transverse (longitudinal) acoustic modes in the long-wavelength limit.

density functional perturbation theory (DFPT) to those of our
model. In DFPT, the electron-phonon matrix element from a
state k and band n to a state k + q and band m is given as [25]

HDFPT
mn (k; qλ) =

√
h̄

2ωλ,q

∑
b,i

√
1

mb
eqλ

b,i

×〈um,k+q|∂b,i,qv
ks|un,k〉, (D1)

where eqλ

b,i is the ith Cartesian component of the phonon eigen-
vector that corresponds to atom b of mass mb. q and λ are the
wave vector and branch of the phonon with frequency ωλ,q

involved in the scattering event. ∂b,i,qv
ks is the lattice periodic

part of the first-order expansion of the perturbed Kohn-Sham
potential [25]. un,k is the lattice periodic part of the wave
function given as 1√

Nl
un,keik·r, where Nl is the number of

primitive cells.

APPENDIX E: INTRAVALLEY DEFORMATION
POTENTIALS

Here we briefly describe our method to compute the
numerical values of the acoustic and optical deformation po-
tentials for the L and � valleys of p-type PbTe from first
principles, which we have also used to obtain the deforma-
tion potentials of the L valleys in n-type PbTe [40]. The

electron-phonon matrix elements between the states L and
L + q, as well as � (0.1875, 0.375, 0.1875) and � + q, are
computed along high-symmetry q directions using Eq. (D1)
and the EPW code. Dots in Fig. 6 show these acoustic
matrix elements between � and � + q. Since we are inter-
ested in computing the deformation potentials for nonpolar
phonons, we do not include the Fröhlich contribution in these
calculations.

To compute deformation potentials, we find the best multi-
directional fit of the electron-phonon matrix elements given
by Eq. (D1) to the equations shown in Table II for each
q direction. Within an L valley, Taylor expansion of the
electron-phonon Hamiltonian has odd terms only due to the
inversion symmetry of PbTe with respect to its constituent
atoms [40]. We have hence fitted the calculated EPW matrix
elements with the fifth-order polynomials with odd terms only
for the L valleys, and we included even terms for the �

valleys. The numbers in the top left corner of each plot in
Fig. 6 represent the linear terms of the fifth-order polynomials
for the � valleys and acoustic phonons. We then fit these
linear terms to the expressions in Table II for q → 0 using
linear regression, and we obtain the linearly independent de-
formation potentials for each valley, given in Table III. Using
those deformation potentials and Table II, we finally obtain
the electron-phonon matrix elements used in our model, valid
for q → 0. They are shown in red and green lines in Fig. 6
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for the � valleys and acoustic scattering. We note that the
zero-order nonpolar optical matrix element for the � valleys
is not zero (0.0262 eV; see the Supplemental Material [43]),
which was used as the zero-order term in the corresponding

fifth-order polynomials. Finally, the electron-phonon matrix
elements and their deformation potential fits for the L valleys
and optical modes for the � valleys are shown in the Supple-
mental Material [43].
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