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Abstract14

Interactive constraint systems often suffer from infeasibility (no solution) due to conflicting user15

constraints. A common approach to recover infeasibility is to eliminate the constraints that cause the16

conflicts in the system. This approach allows the system to provide an explanation as: “if the user17

is willing to drop out some of their constraints, there exists a solution”. However, one can criticise18

this form of explanation as not being very informative. A counterfactual explanation is a type of19

explanation that can provide a basis for the user to recover feasibility by helping them understand20

which changes can be applied to their existing constraints rather than removing them. This approach21

has been extensively studied in the machine learning field, but requires a more thorough investigation22

in the context of constraint satisfaction. We propose an iterative method based on conflict detection23

and maximal relaxations in over-constrained constraint satisfaction problems to help compute a24

counterfactual explanation.25

2012 ACM Subject Classification Computing methodologies → Search methodologies26

Keywords and phrases Counterfactual Explanation, Maximal Relaxation, Constraint Programming27

Digital Object Identifier 10.4230/LIPIcs.CVIT.2016.028

1 Introduction29

In the long-standing history of constraints, an explanation often strives to interpret the30

reasons for an infeasible scenario. This interpretation mostly depends on the identification of31

minimal conflicts (or minimal unsatisfiable subsets). Conflicts have been studied extensively32

in areas such as model-based diagnosis, Boolean satisfiability, product configuration, solving33

logic puzzles, interactive search, etc., where the user constraints play an important role [4].34

When solving a scheduling problem, an explanation can provide insights to why the given35

problem is not feasible under the provided sets of background and foreground constraints,36

and removing which set of constraints can provide a relaxation to the problem such that37

one can find a feasible solution. However these explanations are not always produced for the38

user, but sometimes produced for speeding up the search or debugging for the developer.39

Recently, the need for user-centered explanations in AI has substantially increased due40

to several important factors such as the black-box nature of complex AI applications, the41

right to explanation of a decision in the EU’s General Data Protection Regulations, and the42

development of Trustworthy AI for building trust between AI and the society. To address43

this issue, Wachter et al. proposed to use counterfactuals from philosophy, and adapt them44
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to the AI domain to explain algorithmic decisions [19, 18]. They describe a counterfactual45

explanation as a statement that explains the minimal change to the system that results in a46

different outcome. By providing counterfactual explanations, it is expected to improve the47

understandability of the underlying model, and support decision-making process of the user.48

A counterfactual explanation seeks to provide a minimal explanation to a question of the49

form: “Why is the outcome X and not Y ?” [18]. To illustrate, consider a constraint system50

that aims to solve the course timetabling problem at a university. The dedicated admin51

staff runs the timetabling system to obtain a feasible timetable. However, a lecturer, who is52

used to teaching their assigned course on Mondays, asks the admin: “Why is my Course A53

scheduled to Friday instead of Monday? I cannot attend lectures on Fridays due to travel.”.54

In order to accommodate this user constraint, which was not a part of the system before, the55

admin can add this new information to the system. However, adding the new constraint may56

cause an infeasible state in the system. To recover from this situation, the admin can follow57

a traditional conflict elimination mechanism, which involves finding a set of constraints to58

relax so the conflicts in the problem are removed. Alternatively, the system can provide a59

counterfactual explanation to the admin that explains: “If you move Course B from Monday60

to Tuesday, you can schedule Course A on Monday.”. Note that, if the user’s request does61

not cause an infeasibility, alternative explanations can be considered such as: “Given the62

new constraint, an alternative schedule can be found at an extra cost of C.”.63

Counterfactual explanations have recently been adapted to optimization problems [12].64

We discuss relevant work in more detail in the Related Work section. We then propose a65

new approach to finding a counterfactual explanation based on identifying conflicts and66

maximal relaxations, demonstrate our model on a configuration problem, and conclude with67

a discussion and identification of some future directions.68

2 Related Work69

Our work focuses on explanations in the constraint satisfaction branch of AI working with a70

multi-point relaxation system. Infeasibility in constraint systems may cause an enormous71

cost at an industrial level, which includes customer dissatisfaction. Hence, explanation72

generation has been a very active and interesting topic. The existing work on this topic73

has mostly focused on identification conflicts in the constraint satisfaction literature and74

also other relevant areas such as Boolean satisfiability [4, 14]. In this paper, we propose to75

adapt counterfactual explanations to constraint-based systems. Up to date, counterfactual76

explanations are mostly studied under the Explainable AI (XAI) branch of machine learning77

systems and attracted a lot of attention.78

In 2017, Wachter et al. proposed to use counterfactual explanations to provide a minimal79

amount of information capable of altering a decision without understanding the internal80

logic of a model [19, 18]. In a recent survey paper on counterfactuals in XAI, Keane et81

al. [10] presented a detailed analysis of 100 distinct counterfactual methods and their overall82

evaluation, and shortcomings along with a roadmap to improvement. They highlighted that83

only a few approaches are supported by user evaluations. Similarly, Miller argued that in XAI,84

a ‘good explanation’ is usually defined by the researchers, but the social science dimension85

to this definition is not explored well [16]. Miller characterised explanations as contrastive,86

selected in a biased manner, social (i.e. transferring knowledge), and not completely based87

on probabilities (the most likely explanation is not necessarily the best explanation).88

Explanation generation in constraint satisfaction is usually achieved by identification89

of minimal conflicts (or minimal unsatisfiable subsets), or maximal relaxations [7, 13, 17].90
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Despite long history of explanation generation in constraint satisfaction, counterfactual91

explanations is relatively new concept. However, there exist a few relevant studies that92

discuss related notions such as contrastive and abductive explanations in Boolean satisfiability.93

As an example, Ignatiev et al. have a number of studies at the intersection of ML and94

SAT [6, 5]. Their work discusses different types of explanations, such as local abductive95

(answering “Why prediction X?”) and contrastive explanations (answering “Why not?”). More96

specifically, the authors discuss how recent approaches for computing abductive explanations97

can be exploited for computing contrastive/counterfactual explanations. Their findings98

highlight an important property that the model based local abductive and contrastive99

explanations are related by minimal hitting set relationships [5]. More recently, Cooper100

and Marques-Silva investigate the computational complexity of finding a subset-minimal101

abductive or contrastive explanation of a decision taken by a classifier [1]. The authors define102

the explanation notions analogous to Ignatiev et al. [5].103

In parallel, Cyras et al. present an extensive overview of various machine reasoning104

techniques employed in the domain of XAI, in which they discuss XAI techniques from105

symbolic AI perspective [2]. The authors classify explanations into three categories. These106

are namely attributive, contrastive, and actionable explanations. Subsequently, they discuss107

the links between these explanation notions and the existing notions in symbolic AI by108

covering many different topics such as abductive logic programming, answer set programming,109

constraint programming, SAT, etc. They discuss that contrastive explanations can be110

achieved via counterfactuals and define a counterfactual contrastive explanation as “making111

or imagining different choices and analysing what could happen or could have happened”.112

On the other hand, they define an actionable explanation as one that aims to answer “What113

can be done in order for a system to yield outcome o, given information i?”.114

To the best of our knowledge, the most relevant study to our work has recently been115

conducted by Korikov et al., in which the authors extend the notion of counterfactual116

explanations to optimisation-based decisions by using inverse optimisation [12]. They assume117

that the user is interested in an explanation of why a solution to an optimisation problem does118

not satisfy a set of additional user constraints that were not initially expressed by the user. In119

their work, the authors define counterfactual explanations analogous to those of Wachter et120

al. [18]. They aim to find the nearest counterfactual explanation, which corresponds to finding121

a set of changes on the features such that the new solution is as close to the previous one as122

possible. The authors also highlight that the links between conflict-detection mechanisms in123

constraint satisfaction and counterfactual explanations is not clear. Subsequently, Korikov124

and Beck generalize their work to constraint programming and show that counterfactual125

explanations can be found using inverse constraint programming using a cost vector [11].126

Karimi [9] along with Korikov [12] have a similar goal to generate the optimal counterfactual127

explanations for classifiers. Karimi however does not take into account decisions taken by128

explicit optimization models as opposed to Korikov.129

In this paper, our goal is to find a counterfactual explanation to a given constraint problem130

by using conflicts and constraint relaxation, and address the question that Korikov et al.131

raised related to the connection between conflicts and counterfactuals [12]. To achieve this, we132

use a relevant work from Ferguson and O’Sullivan as the foundation of our proposed method,133

in which the authors generalize conflict-based explanations to Quantified CSP framework [3].134

Their approach extends the famous QuickXplain algorithm [8] by allowing relaxation of135

constraints instead of their removal from the constraint set. We also demonstrate how this136

mechanism based on identification of maximal relaxations can be used to find counterfactual137

explanations in constraint-based systems.138

CVIT 2016



0:4 Finding Counterfactual Explanations through Constraint Relaxations

3 Methodology139

First, we define some important notions existing in the Constraint Programming literature on140

explanations, define counterfactual explanations, and discuss the relation with a counterfactual141

explanation and constraint relaxation. Consequently, we present our proposed model to find142

a counterfactual explanation and demonstrate it on a sample item configuration problem.143

3.1 Preliminaries144

A constraint satisfaction problem (CSP) is defined as a 3-tuple ϕ ∶= (X ,D, C) where145

X ∶= {x1, x2, ..., xn} is a finite set of variables, D ∶= {D(x1), D(x2), ..., D(xn)} denotes the146

set of finite domains where the domain D(xi) is the finite set of values that variable xi can147

take, and a set of constraints C ∶= {c1, c2, ..., cm}. More specifically, a problem ϕ in Constraint148

Programming can be defined using two sets of constraints B representing the background149

constraints and F representing the foreground constraints (or user requirements/constraints)150

in the context of configuration problems or other interactive settings. Using this alternative151

representation, a problem is notated as ϕ ∶= (X ,D, C), where C ∶= B∪F . In order to increase152

readability, we sometimes refer to a problem as P ∶= (B,F). A set of constraints is called153

inconsistent (or unsatisfiable) if there is no solution. In this case, the problem is said to154

be infeasible. If the problem has at least one solution, the set of constraints is said to be155

consistent (or satisfiable), and the related problem is referred to as feasible. We assume that156

the set of background constraints are consistent, but the user constraints may introduce157

infeasibility. We define below a number of relevant definitions existing in the literature.158

▶ Definition 1 (Minimal Conflict [4]). A subset C of F is a conflict of a problem P ∶= (B,F)159

iff B ∪ C has no solution. A conflict C of F is minimal (irreducible) if each proper subset of160

C is consistent with the background B (or if no proper subset of C is a conflict).161

▶ Definition 2 (Maximal Relaxation [4]). A subset R of F is a relaxation of P ∶= (B,F) iff162

B ∪ R has a solution. A subset R of F is a maximal relaxation of a problem and there is no163

{c} ∈ F \ R such that B ∪ R ∪ {c} also admits a solution.164

A problem is said to be over-constrained if it contains an exponential number of conflicts165

and an exponential number of relaxations. Based on the definition of a maximal relaxation,166

the complementary notion of minimal exclusion set can be defined.167

▶ Definition 3 (Minimal Exclusion Set [17]). Given a problem P ∶= (B,F) that is inconsistent,168

and a maximal relaxation R ⊆ F , E = F \ R denotes a minimal exclusion set.169

Note that, the definitions above are defined under two-point relaxation spaces, which allow170

having the constraint in the constraint set, or not. In this paper, we work under multi-point171

relaxation spaces, which correspond to replacing a constraint with any weaker one [3, 15]. To172

illustrate this, consider the user constraint in Equation 1 between two variables.173

x1 ∈ {1, 2, 3}, x2 ∈ {3, 4}.{x1 > x2} (1)174

x1 ∈ {1, 2, 3}, x2 ∈ {3, 4}.{x1 ≥ x2} (2)175
176

Equation 1 is an inconsistent constraint. Assuming that all remaining constraints are177

consistent, one can remove this constraint from the constraint set to recover consistency in a178

two-point relaxation space. Alternatively, in a multi-point relaxation space, this constraint179

can be relaxed to Equation 2, which evaluates to True as there exist satisfying values:180

x1 = 3, x2 = 3. We say that Equation 1 is a tighter version of Equation 2, and the Equation 2181

is a relaxed version of the former.182
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3.2 Finding a counterfactual explanation in CSP183

We define a counterfactual explanation by adapting the definitions from Wachter et al. [18]184

and Korikov et al. [12]. We aim to find an explanation to the user with minimal changes to her185

constraints and inform her on how to recover from an infeasible state. In other words, given186

a problem P ∶= (B,F), and a user constraint {c} /∈ F and P
′ ∶= (B,F ∪ {c}) is infeasible,187

we define a counterfactual explanation as a set of constraints that explain the minimal set188

of changes in F so that the problem P
′ with the updated constraints becomes feasible.189

Definition 4 formally defines a counterfactual explanation based on maximal relaxations.190

▶ Definition 4. Define two CSPs as P ∶= (B,F ∪ {c}) that is inconsistent and P
′ ∶=191

(B ∪ {c},F ′) that is consistent, where a constraint {c} /∈ C denotes a counterfactual user192

constraint, and F ′ corresponds to a minimal set of changes applied to F such that P
′ becomes193

consistent. A counterfactual explanation, denoted by E, corresponds to a minimal set of194

changes required on user constraints to change the state of the problem, where E = F ′ \ F .195

Observe that, this system can be generalized to any infeasible problem P ∶= (B,F) to196

explain how to recover feasibility without requiring any counterfactual user constraint.197

Our method assumes the existence of a multi-point relaxation space defined by the198

knowledge engineer for each variable in the problem. The relaxation space of a feature may199

take different characterisations, such as a partially ordered set (poset), lattice, hierarchical200

ordering, etc. Using these structures pave the way to have comparable or incomparable201

relaxation states. A top element ⊤ and bottom element ⊥ must be defined for each202

relaxation space denoting a maximally relaxed and an infeasible constraint respectively.203

To illustrate, Figure 1 can be considered as a multi-point relaxation space for equality or204

inequality constraints that deal with numerical variables. For the sake of notation, we205

denote comparable states as {⊤} ⊑ {≤} ⊑ {=} ⊑ {⊥}, where {⊤} ⊑ {≤} is read as state {⊤}206

dominates state {≤}.207

< = >

≤ ≠ ≥

⊥

⊤

Figure 1 Sample poset of states for numerical constraints in multi-point relaxation space.

Algorithm 1 presents our proposed method CounterFactualXplain. This approach is208

an adaptation of the QuantifiedXplain algorithm that was proposed to solve Quantified209

CSPs following a set of different relaxation forms including single constraint relaxation,210

relaxation of existentially/universally quantified domain, quantifier relaxation, etc. [3]. From211

the set of different relaxation forms they propose, we only adapt single constraint relaxations212

in our work. Our proposed method follows an iterative approach for identifying maximal213

relaxations of the problem. Note that, if the relaxation spaces are two-point (binary), then214

the algorithm becomes a version of Junker’s RePlayXplain algorithm that is an iterative215

approach to find a minimal conflict [7].216

The CounterFactualXplain admits a CSP ϕ and the multi-point relaxation spaces of217

each constraint that can be relaxed, and returns a counterfactual explanation E (a set of218

constraints that needs to be changed to restore feasibility) alongside a relaxed and feasible219

CVIT 2016
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Algorithm 1 CounterFactualXplain (ϕ,R)

Input: A CSP ϕ = ⟨X ,D, C⟩, where C = B ∪ F , a set of multi-point relaxation spaces of
each user constraint F = {c1, . . . , cn} as R = {R1, . . . ,Rn}.
Output: A counterfactual explanation E , and a maximal relaxation C

′.
n = ∣F∣, E = ∅, C

′
= ∅

if ϕ is feasible then
return no conflict

end if
if ∀i ∈ {1, . . . , n}∣Ri∣ = 1 then

return no relaxation
end if
C

′ ∶= B ∪ {⊤i∣⊤i is top in Ri,∀i ∈ {1, . . . , n}}
ϕ
′
= ⟨X ,D, C

′⟩
for ci ∈ F do

choose state rj from maxima of Ri of ci s.t. rj /∈ C
′ and {rj} ⊆ {ci}

while C
′ ∪ {rj} is consistent do

C
′
= C

′ ∪ {rj}
if rj equals ci then

break
end if
rprev ∶= rj

choose maximal rj from Ri such that {rj} /∈ C
′ and {rprev} ⊑ {rj}

end while
if ci /= rprev then
E = E ∪ {rprev} {rprev is a part of the explanation}

end if
end for
return ⟨E , C

′⟩

version of the constraint set of ϕ. If ϕ is feasible, then the algorithm returns ‘no conflict’.220

Similarly, if there is no relaxation space defined for foreground constraints, the algorithm221

returns ‘no relaxation’. For any other problem, the algorithm creates a copy CSP ϕ
′ with222

the original set of variables and domains, but uses a constraint set C
′ that initially contains223

only the top elements of each relaxation space for each constraint in F . Then, the procedure224

iteratively attempts to tighten the maximal relaxation of each constraint until either the225

original user constraint is reached or an inconsistent set of constraints is formed. In this226

context, tightening a constraint c corresponds to adding a dominated state of c to the existing227

set of constraints. In the case of having incomparable states in the relaxation space, when228

tightening a constraint, first a path from the top element to the original constraint is found.229

Next, each path is explored from the most relaxed state to the tighter ones on the path.230

4 Demonstration231

Consider a small problem from the item configuration domain, in which a user wants to232

purchase a laptop. Assume each laptop has five features: brand, screen size, memory, battery233

life, and price. Table 1 lists all available laptops in the solution space. Also assume that234

the knowledge engineer defines the relaxation spaces as directions for the numerical values235



Dev Gupta et al. 0:7

(screen size, memory, battery life, and price) for this problem, and the brand relaxation space236

consists of incomparable states. There are two directions for the numerical values: MIB237

(“more is better”) and LIB (“less is better”), and all brands are equally distant to each other.238

The users can express their preferences on the direction of numerical features.239

Table 1 The set of all available laptops.

Brand Size (inches) Memory (MB) Life (hr) Price
Lenovo 15.4 1024.0 2.2 1499.99
Sony 11.1 1024.0 11.0 2349.99

Lenovo 15.0 512.0 10.0 2616.99
HP 15.0 512.0 4.5 785.99

Lenovo 14.0 512.0 4.5 1899

For demonstration purposes, assume the user initially expresses her preferred values for240

some of these features. In Table 2, c1, c2, c3, c4 correspond to the initial constraints of the241

user. She is interested in finding a ‘Lenovo’ laptop with screen size of at least 15 inches,242

memory of at least 512 MB, and battery life of at least 10 hours. As solution, item {Lenovo,243

15.0 inches, 512.0 MB, 10 hr, $2616.99} is returned to the user. However, the user is not244

satisfied with the solution as she realises that the recommended item exceeds her budget.245

Therefore, she adds an extra constraint to the system by asking the question: “Why does the246

laptop recommended to me costs more than $2000? I need an alternative that costs at most247

$2000.”. This user constraint is captured as c5 in Table 2. Note that, we are interested in a248

solution that may not satisfy some user constraints but satisfies the counterfactual constraint.249

Therefore, we move the counterfactual constraint to the background constraints to avoid its250

relaxation by the CounterFactualXplain algorithm.251

Table 2 The list of initial set of user constraints (c1, c2, c3, c4) and the counterfactual constraint
(c5). The user preferences of directions are MIB (“more is better”) and LIB (“less is better”).

ci Property User Constraint Preference
c1 Brand Lenovo –
c2 Size (inches) 15.0 MIB
c3 Memory (MB) 512.0 MIB
c4 Life (hr) 10.0 MIB
c5 Price 2000 LIB

As our relaxation spaces are defined as directions, we use an ordered list representation.252

Table 3 presents the relaxation spaces for all constraints, where features are ordered with253

respect to the user’s preference of direction. If the user does not have a preference, we assume254

the direction is the default direction provided by the knowledge engineer.255

Table 3 Relaxation spaces defined for each feature of our data set.

ci Relaxation space of ci (Ri)
c1 ⊤ ⊆ {HP, Lenovo, Sony} ⊆⊥
c2 ⊤ ⊆ 11.1 ⊆ 14.0 ⊆ 15.0 ⊆ 15.4 ⊆⊥
c3 ⊤ ⊆ 512 ⊆ 1024 ⊆⊥
c4 ⊤ ⊆ 2.2 ⊆ 4.5 ⊆ 10.0 ⊆ 11.0 ⊆⊥
c5 ⊤ ⊆ 2616.99 ⊆ 2349.99 ⊆ 1899 ⊆ 1499.99 ⊆ 785.99 ⊆⊥

Table 4 lists all the steps performed by our CounterFactualXplain algorithm to find256

a counterfactual explanation and a maximal relaxation to the given problem with the set of257

constraints B′
= B∪ {c5} and F = {c1, c2, c3, c4}. Note that P ′ ∶= B′∪F is inconsistent. The258

CVIT 2016
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algorithm initializes the set of constraints C
′
= {⊤1,⊤2,⊤3,⊤4}. Let Si denote a subset259

of constraints to represent the elements in C
′ at each iteration. Initially, S0 = C

′, and the260

subsequent subsets are identified by the iteration number in the table and are accumulated261

as Si = Si−1 ∪ {rj}, where rj denotes the next tightening performed on the constraints.262

Table 4 The list of all iterations to find a counterfactual explanation to constraints in Table 2.

i Subset (Si) Si consistent? E
1 S1 = S0 ∪ {c1 = ‘Lenovo’} true {}
2 S2 = S1 ∪ {c2 ≥ 11.1} true {}
3 S3 = S2 ∪ {c2 ≥ 14.0} true {}
4 S4 = S3 ∪ {c2 ≥ 15.0} true {}
5 S5 = S4 ∪ {c3 ≥ 512} true {}
6 S6 = S5 ∪ {c4 ≥ 2.2} true {}
7 S7 = S6 ∪ {c4 ≥ 4.5} false {c4 ≥ 2.2}

In Table 4, the first iteration tightens c1 to ‘Lenovo’, which corresponds to the initial263

user constraint c1, and the set of constraints corresponding to this iteration S1 is consistent.264

Therefore, in the next iterations (from 2 to 4 inclusive), the constraint tightening is performed265

for the next constraint c2. As it is possible to tighten the c2 until the original user constraint,266

the fifth iteration, tightens the next constraint, i.e. c3. Similarly, iterations 6 and 7 performs267

tightening on c4, where the seventh iteration with c4 ≥ 4.5 makes the set of constraints268

inconsistent. Therefore, the tightest version of this constraint that is consistent is added to269

the explanation. Finally, the algorithm returns the maximal relaxation C
′
= S6, and the270

counterfactual explanation E = {c4 ≥ 2.2}. The user-interface can inform the user with an271

explanation that is similar to: “If you change your constraint on battery life from 10 hr to 2.2272

hr, you can find at least one solution that satisfies your remaining constraints”. The relaxed273

CSP ϕ
′ contains a single solution: {Lenovo, 15.4 inches, 1024.0 MB, 2.2 hr, $1499.99}.274

It is important to note here, one can argue that the item {Lenovo, 14.0 inches, 512 MB,275

4.5 hr, $1899} is closer to the initial solution than the solution found by our approach by276

applying another metric. Our aim in this paper is to find a set of changes that can be applied277

to the system to change the outcome (feasibility state) of the system. At this stage, we278

discuss only preliminary research findings, and the relation between system-based minimal279

changes vs. solution-based minimal changes needs to be studied further.280

5 Discussion and Future Work281

We propose a novel explanation type for constraint based systems by using the counterfactual282

explanation framework and identifying a maximal relaxation of the constraint set. This283

framework aims to find a minimal set of changes for a set of user constraints using multi284

point relaxation spaces. As future work, we are planning to study the relationship between285

minimal changes on the set of constraints and its effects on the set of solutions, as well as286

conduct a user study the utility of our explanations.287
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