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Abstract

Abstract

This thesis investigates the advanced control algorithms used for optimally extracting

energy from a wave-to-wire wave energy converter system. The research focuses on

the wave-to-wire system model as a whole, instead of its separate subsystems. This

allows maximum exportation of average electrical power onto the grid from a wave

energy array, with minimum mechanical and electrical constraint infringement and

acceptable power quality.

An economic model predictive control algorithm is first described for a wave-to-DC-

link system with a single wave energy converter connected to a simulated linear gener-

ator. This work investigates the importance of including the linear generator’s resistive

losses in the cost function. Linear mechanical and non-linear electrical constraints

are introduced into the model predictive control algorithm, where the effects on the

average electrical power harvest are presented. A model predictive control algorithm

with a field weakening enabled cost function is introduced, where the feasible region

is extended for low DC-link voltages. By including a uni-directional power flow con-

straint into the algorithm, the power exported onto the DC-link bus is guaranteed to be

positive.

A detailed analysis of the effect of uncertainty on performance was carried out, where

the controller’s internal model is mismatched from the simulation model. The results

indicate that the high fidelity of the controller’s internal model is not required and that

a sufficient amount of average electrical power is extractable.

A non-linear model predictive control algorithm is described, where the non-linear vis-

cosity forces are incorporated into the control algorithm - extracting maximum energy

from a viscous system. It was shown that given the constraints on the system that

the non-linear action of the control algorithm could be approximated, a linear model

predictive control algorithm with an estimated viscous term. This produces a com-

putationally inexpensive control algorithm, while maintaining good performance. A

move-blocking was also introduced to further reduce the computation expense.

Finally the thesis considers multiple point absorbers in an array and analyses the po-

tential benefits of using either decentralised or centralised model predictive control

algorithms. This demonstrated that the performance of a decentralised controller be-

comes comparable to the centralised controller when linear mechanical constraints are

introduced into the viscous hydrodynamic array. However, when an upper power limit

is introduced into the control algorithm the advantages of the centralised controller

become apparent.
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Ab(k), Bb(k), Fb(k), Eb(k) The state space matrices of the LPV system

Ac, Bc, Fc State space continuous hydrodynamic model

Ac(t) Non-linear continuous time state space Ac matrix

Ac(t), Ec(t) Non-linear matrices containing a global set of Ac(t) and Ec(t)

Ãc(k + i) The linearised non-linear Ac(t) for time step (k + i)

Ad, Bd, Cd, Fd Discrete state space matrices

α Monochromatic excitation wave amplitude

Ar, Br, Cr, Dr State space matrices of radiation system

Arj
, Brj

, Crj
, Drj

The state matrices of the radiation system

As Spectral scale factor

Aw, Bw, Cw, Fw FOH system with field weakening enabled

Az, Bz, Cz, Fz Discrete ZOH state space matrices

relating the jth WEC velocity to the total

radiation force of the ith WEC

Bc(t), Fc(t) Linear matrices containing a global set of Bc(t) and Fc(t)

Bd(s) Prony’s polynomial numerator

β Hydrostatic coefficient

bi Prony’s numerator polynomial coefficients

Bs Spectral exponential scale factor

matrices from all the WEC’s in the array

C̃vis(k + i) Non-linear viscosity linearisation points

ci Prony’s magnitude terms

Cqd(z) Controller difference equation for LPMG

Cdc Capacitance of the DC-link

Cvis(t) Non-linear viscosity sectional area

C̃vis Linear viscous coefficient estimate
˜Cvis,98% The range of the linear viscous coefficient estimate

C̃viswhich produces an efficiency higher or equal to

98% using the results found from a LPV NMPC as

the 100% efficiency mark

C A set of complex numbers
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Nomenclature

Cd Viscous drag coefficient

δ Randomised phase

d WEC separation distance in an array

η(t) Free surface wave elevation

η̇(t) Free surface velocity of the wave

ea,b,c(t) Three-phase induced electromagnetic field

Ed,q(z) Reference error

∈ An element of

Ec(t) Non-linear continuous time wave surface velocity

component of the hydrodynamic model

Ẽc(k + i) The linearised non-linear Ec(t) for time step (k + i)

Fg Gravitational force

FP T O(t) External PTO force

Fdy(t) Hydrodynamic force of potential flow model

Fh(t) Hydrostatic force of potential flow model and linear model

FD(t) Diffraction force of potential flow model

FR(t) Radiation force of potential flow model

Frad(t) Radiation force from a linear model

Fe(t) Excitation force from a linear model

Fv(t) Viscosity force

Fr(t) Radiation convolution integral

f Frequency

F̄r(s) Array of radiation forces in an array

Fhi
(t) Hydrostatic force of the ith WEC in the array

Fri
(t) Radiation force of the ith WEC in the array

Fei
(t) Excitation force of the ith WEC in the array

FP T Oi
(t) PTO force of the ith WEC in the array

Fvi
(t) Viscous force of the ith WEC in the array

g External source

g Acceleration due to gravity

g(t) System states of transformed radiation system

Gqd(z) System difference equation for LPMG

Γ The weighted Gamma function of the weighted spectrum

hr(t) Radiation kernel in the time domain

he(t) Excitation kernel in the time domain
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Nomenclature

He(ω) Excitation frequency response

Hs Significant wave height

Hr(s) Radiation kernel global matrix

hri,j
(t) Impulse response of the convolution integral

relating the velocity of the jth WEC to the

total radiated force of the ith WEC

H(t) Array of all the wave surface velocity’s from all the WEC’s

matrices from all the WEC’s in the array

id,q(t) Direct, Quadrature current

idg ,qg
(t) dq0 current on the grid side

i∗
dq(t) Generator dq0 current reference

Jz(k) ZOH MPC cost function

Jf (k) FOH MPC cost function

Jw(k) Cost function of MPC with field weakening

Ji(k) The cost function of the ith WEC device

JT The global cost function

ξ Vertical axis

k Wave number

λ Wavelength

λi Prony’s denominator polynomial coefficients

λfd Flux linkage

λd Direct flux linkage

λq Quadrature flux linkage

λ
′

fd Scaled flux linkage

Ls Series inductance of grid network

L LPMG inductance

M WEC mass

mµ Added mass

md(k) direct control signal

mq(k) quadrature control signal

Mi Mass of the ith WEC in the array

n Normal vector

Nd Number of discrete frequency intervals

Npy Prony’s transfer function system order

NH Kung’s approximation system order

Np Prediction horizon
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Nomenclature

Nc The control horizon

Nwp The window parameter

n Order of radiation state space system

Nr Amount of control variables negated in the control

horizon after the standard control horizon reduction

Nw Number of WEC’s in the array

Nθ The amount of angles considered

ω Angular frequency

ω(t) LPMG electrical rotary speed

ωn 2nd order damping frequency

Ω(ω) Hydrodynamics impedance

Ω̄(ω) Hydrodynamics impedance conjugate

p Pressure field

Pdp(t) Dynamic pressure

Φ(t) Potential flow

ΦI(t) Incidental potential flow

ΦD(t) Diffraction potential flow

ΦR(t) Radiation potential flow

Pdy(t) Dynamic Froude-Krylov pressure

Pst(t) Static Froude-Krylov pressure

PD(t) Diffraction pressure

PR(t) Radiation pressure

pi Prony’s exponential terms

P Controllability gramian

P (t) Instantaneous real power

Pgrid(t) Power exported onto the grid

Pgen(t) Power generated from WEC’s

PDC(t) Power dissipated on the DC-link

Ψg Grid impedance angle

Pavg Average mechanical power

Pz(k) ZOH discrete average power estimation

Pf (k) FOH average power approximation

Pe(t) Average electrical power

Pavge,Np=160 Average power with Np = 160

Pavge,Np=40 Average power with Np = 40

Pw Average power from system with field weakening
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Nomenclature

ψ PMG force-current conversion

Petot
Total average electrical power from all the WEc’s in the array

Pei
The average electrical power from the ith WEC device

∆P 2 (ω) The power variance factor, measuring how much th average power

varies with the wave penetration angle range θ

P̄ The average electrical power

P̄c The average power extracted from an array that is

hydro-dynamically coupled

P̄d The average power extraction from a single WEC which has

no surrounding WEC’s

Plocal The average electrical power extracted from a hydro-dynamically

coupled array using decentralised MPC

Pglobal The average electrical power extracted from a hydro-dynamically

coupled array using centralised MPC

PMAX The global limitation of instantaneous electrical power

P̂ The global instantaneous peak electrical power

Q Observability gramian

Q(t) Reactive power

q The q factor, which is the ratio of the average power extracted from

a coupled array to the average power from isolated WEC’s

ρ Fluid density

R Stator resistance

Rs Series resistance of grid network

r(k + i) MPC reference trajectory

R Set of real numbers

r Radius of WEC

S(t) Instantaneous submerged wetted surface area

S(f) Spectral density

Σ Singular values decomposition eigenvalues

Ssc Short circuit level

Sn Nominal power level

s(k + i) MPC set-point

s The s parameter, declaring the width of a weighted wave penetration

spectrum

t Time
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Nomenclature

Tp Peak spectral period

Tpy Sampling period of Prony’s approximation

T Transformation matrix

TH Kung’s approximation data sampling

τ Pole pitch

Tgen Current controller sample time

Tswitch Switching time of IGBT’s

θ(t) LPMG electrical angle

TL Outer controller sample time

Tset set-point settling time

T Integration time interval

θ Uni-directional wave excitation penetration angle

θ∗ The centre wave penetration angle

u Velocity vector

uc(t) Scaled PTO force

û(k + i|k) future control variables

ud(k) Discrete scaled PTO force

uq(k) FOH scaled PTO force

∆û(k) Predicted scaled PTO force increments

U(k) System with field weakening input array

∆uqm(k) The reduced array of future control inputs using the

move-blocking horizon reduction

∆uqh(k) The reduced array of future control inputs using the

standard control horizon reduction

Uq(t) Array of all the scaled PTO forces from all the WEC’s

uqmax
The scaled PTO force limitation

vc(t) Scaled excitation force

Vdc(t) DC-link voltage

va,b,c(t) Three-phase average controller voltage

vd,q(t) dq0 voltage on the generation side

vdg ,qg
(t) dq0 voltage on the grid side

v
′

dg ,qg
(t) dq0 voltages on the grid side at the point of common coupling

V The line-to-line voltage of v
′

a,b,c(t)

V (k) Reference tracking MPC cost function

vd(k) Discrete scaled excitation force
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Nomenclature

∆v̂(k) Predicted scaled wave excitation force increments

vf (k) FOH scaled excitation force

V(t) Array of all the scaled excitation forces from all the WEC’s

x Wave displacement delay

xr(t) Radiation kernel system state

x(t) Continuous hydrodynamic state space state matrix

x(k) Discrete state matrix

xz(k) ZOH state matrix

xf (k) FOH state space state matrix

xw(k) State matrix for FOH MPC field weakening enabled

xb(k) The state matrix of the LPMG system

X(t) Array of all the state matrices in the array

Xf (k) The array of states from each WEC in the array in the

augmented form

y(k + i) MPC output

yz(k) ZOH system output

yf (k) FOH state space system

yw(k) Output of system with field weakening

yb(k) Output of the LPV system

z(t) WEC heave displacement

ż(t) WEC velocity

z̈(t) WEC velocity

Z z-transform

ζ 2nd order damping factor

Zs Series impedance of grid network

ζ Passive damping control coefficient

ż∗(k + i|k − 1) The prediction velocity’s across the prediction

horizon from the previous discrete time step

zi(t) Heave displacement of the ith WEC in the array

żi(t) Velocity of the ith WEC in the array

z̈i(t) Acceleration of the ith WEC in the array

zmax The heave displacement limitation

żmax The velocity limitation
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Chapter 1

Introduction

IN 2015, the Paris Agreement introduced by the United Nations Framework Con-

vention on Climate Change (UNFCCC) set targets for each country to reduce their

carbon footprint by 2020, in order to reduce the effects of global warming (Savaresi

2016). In (Figueres et al. 2017), a six-goal plan declared the necessary steps to achieve

these targets set out in the 2015 Paris Agreement. One goal which is relevant to this

thesis stated: “Renewable energy should make up 30 percent of global electricity sup-

ply, and no coal-fired power plants should be commissioned by 2030”.

Along with the objective of reducing the carbon footprint, there is also the economic

incentive for many countries to reduce the fossil fuels imports. In 2014, Ireland had an

energy source import dependency of 85% (Dineen et al. 2016); of the imported energy,

97% was from fossil fuels (oil (56%) , natural gas (31%), and coal (10%)). Reducing

the dependency on imported energy will essentially reduce the cost of energy.

Nuclear energy emits little CO2 into the atmosphere. However, the method is liable to

rare but devastating faults which can cause dangerous environmental damages (Chino

et al. 2011, Buesseler et al. 2011, Hatch et al. 2005). Renewable energy is an attractive

substitute for nuclear energy as it is emission-free, environmentally friendly and regen-

erative (Boyle 1997). Renewable energy can range from geothermal (Barbier 2002),

biomass (Field et al. 2008), solar (Foster et al. 2009), hydro (Hoffert et al. 2002), tidal

(Rourke et al. 2010) and wind sources. Wind energy is now a mature technology, with a

limited number of design choices which are progressively converging to some optimal

solution. Wind brings with it problems of intermittency, network stability and curtail-

ment which are a particular challenge to island grids with restricted interconnection,

such as Ireland (Dineen et al. 2016).

Ireland as an island country has a large coastline which is conveniently adjacent to the

1



1. INTRODUCTION 1.1 The Aims and Scope of this Thesis

Atlantic Ocean. Therefore, wave energy resources are abundant, estimated at 21 TWh

(Deane et al. 2012). Unlike wind, wave energy has multiple methods of power extrac-

tion (Falnes 2007), where these methods fall into the near-shore (Folley & Whittaker

2009a) and offshore (Falnes 2007) categories. Offshore devices can potentially take

advantage of the interference phenomena present in ocean waves. Coupling multiple

wave energy converters (WEC) together in a wave energy farm, constructive inter-

ference can become favourable. Hence, a wave energy farm of smaller devices can

produce greater average power levels than a single WEC device of equivalent size

(Barcelli & Ringwood 2013).

Even though the concept of extracting high levels of energy from an offshore wave

farm seems promising, there are issues which present themselves (Cahill & Lewis

2013). These problems are inherited from the infrastructure needed for WEC farms,

such as mechanical, hydrodynamical and electrical components (Penalba & Ringwood

2016). There is an economic necessity to optimise the wave-to-grid system as a whole

which will substantially minimise the energy cost for the consumer (Leijon et al. 2003).

Furthermore, to produce the minimum cost of energy, the average power extracted

from the system must be maximised while preventing permanent damage to the system.

Control techniques are used to maximise average power extraction while incorporating

the system constraints. It is imperative to include control algorithms within the wave-

to-grid system; allowing optimum power flow, low maintenance and power quality

regulation which is crucial for grid operation (Ringwood et al. 2014).

1.1 The Aims and Scope of this Thesis

The prime objective of this thesis is to analyse the system from wave-to-grid and

to show the advantages of implementing model predictive control (MPC). In previ-

ous work, research has covered the individual subsystems of the wave-to-grid system

without considering the remaining subsystems within the wave-to-grid chain. For eco-

nomic feasibility, the system from wave-to-grid needs to be considered as a whole. It

is imperative that the control algorithm factors in the physical and electrical system

constraints while optimising for electrical power to minimise the cost of energy for the

consumer. The design and tuning of the controller needs to allow a fast and robust con-

trol algorithm; without this analysis, the control scheme can become obsolete in real

life application. Utilising smart centralised control algorithms, WEC farms can pro-

duce large amounts of average electrical power while maintaining an acceptable power

quality which is key to reducing consumer energy costs. Research has covered power
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1. INTRODUCTION 1.2 A Survey of Existing Work

quality issues with the use of energy storage devices, however research on the effects

of electrical power aggregation from an array of multiple WECs has been limited.

1.2 A Survey of Existing Work

Research in the area of wave energy has quickly matured in recent years. These re-

search topics range from the excitation wave characteristics, the WEC design, the me-

chanical infrastructure, the electrical infrastructure, energy storage, the WEC control,

the WEC array layout and the WEC array control.

1.2.1 Wave Energy Device Topologies

Multiple WEC device types are currently in development, which allows for different

energy extraction methods, where each device type has its own set of advantages and

disadvantages. The oscillating water column is a system where air is compressed us-

ing the motion of the wave and passes through a turbine (Amundarain et al. 2011).

The oscillating water column can be onshore or offshore, where the main advantage

of the oscillating water column is the indirect connection that the turbine has with the

water, reducing future maintenance. The overtopping WEC uses a reservoir to store

the water from the overtopping waves; the stored water is then released through a tur-

bine (Igic et al. 2011). The generated power is advantageously nearly constant due

to the constant flow of fluid passing through the turbine from the reservoir. However,

with the water directly in contact with the turbine, increased maintenance is inherited.

The oscillating wave surge converter is a nearshore hinged WEC device that absorbs

the horizontal energy of the oncoming waves; the Aquamarine power oyster is an ex-

ample (Whittaker & Folley 2012). This system is advantageous not only because it

absorbs power, but it also has the potential of shadowing waves from hitting the shore-

line which could prevent shoreline erosion. However, the system is highly non-linear

and is prone to bio-fouling growth (Tiron et al. 2015), which can restrict the surging

motion. A desalination WEC system uses the pressure created from the excitation

waves to force ocean salt water through a mesh to create drinking water (Bacelli et al.

2009). Although this system does not directly extract energy, it does take advantage

of a natural high-pressure force, which can be used to replace the energy demanding

desalination system. The attenuating WEC has a snake-like geometry which operates

with multiple degrees of freedom whereby, using actuators, energy is absorbed from

the incoming waves (Palha et al. 2010). This device, like the surge device, potentially
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1. INTRODUCTION 1.2 A Survey of Existing Work

could shadow the shoreline from the incoming wave that would cause erosion. How-

ever, the system consists of many hydraulic and mechanical mechanisms, which can

increase future maintenance. The submerged pressure differential is a seabed bound

device that utilises the change in pressure caused by the variable volume of water that

is inherited from the waves passing overhead on the water surface; an Archimedes

wave swing is an example (de Sousa Prado et al. 2006). This system is aesthetically

advantageous since the device is invisible to the public eye. However, a problematic

maintenance procedure is also inherited. The point absorber is a simple symmetric de-

vice that is insignificant in size when compared with the wavelength of the excitation

waves (Antonio 2010). Point absorber WECs are commonly used in research as they

are easily modelled using linear wave theory and are well suited for deployment in

arrays (Folley et al. 2012), which is the main reason why it is the focus of this thesis.

1.2.2 Wave-to-Grid Infrastructure

Along with hydrodynamic and mechanical design, research has focussed on the diffi-

culties that are related to WEC-to-grid integration (Thorburn et al. 2004). The electri-

cal system includes components such as generators, safety mechanisms, cabling, power

converters, the DC-link system, offshore electrical network topologies and whether the

network is DC or AC.

1.2.2.1 Power Take Off Topologies

Generator types commonly used are either hydraulic, pneumatic or electrical systems,

where each generator is suitable for different applications. A hydraulic generator

power take-off (PTO) system can utilise high-pressure accumulators which act as a

short-term energy storage, allowing smooth power extraction (Henderson 2006). A hy-

draulic turbine PTO system creates electrical energy by allowing fluid to pass through

the turbine, which is connected to a rotary generator (Stier & Kynard 1986). The fluid

in question can be a hydraulic fluid or a direct ocean water source. In the case of the

hydraulic fluid system, a group of check valves and a set of low and high-pressure

accumulators allow a unidirectional fluid to pass through a turbine; allowing electri-

cal energy conversion. However, it is difficult to control this system actively, causing

suboptimal results. A pneumatic turbine PTO system allows bi-directional pressurised

airflow through the turbine blades, connecting the turbine to a rotary generator, al-

lowing energy extraction (Gato & Falcão 1988). A direct drive electrical generator is

an entirely electrical system which utilises a linear generator, where the translator of
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1. INTRODUCTION 1.2 A Survey of Existing Work

the generator is directly connected to the heaving buoy (Polinder et al. 2004). Linear

generators can be longitudinal flux permanent magnet generators (LFPMG) (Daniels-

son et al. 2005), variable reluctance permanent magnet generators (VRPMG) which

are preferred over the LFPMG due to it’s higher power density and efficiency (Mellor

et al. 2005), or tubular air-cored permanent magnet generators (TAPMG) which have

less power density than the LFPMG, but a high power factor (Wang et al. 1999). Linear

direct drive electrical generators are advantageous since they can produce substantial

PTO force levels without the need for high-pressure hydraulic mechanisms, hence,

maintaining the force density of the hydraulic system while reducing the maintenance.

1.2.2.2 Safety Mechanisms

The safety mechanisms for the WEC system include electrical safety components such

as a crowbar system (Larsen & Ritter 1998) and mechanical safety equipment such

as moorings (Harris et al. 2004). The crowbar system is a shunt device that allows

current to bypass the power converters controlling the WEC; this prevents permanent

damages occurring to the power converters. The moorings are mechanical anchorage

components that prevent the WEC from drifting out of position; this concept is crucial

in WEC arrays as it reduces the potential for device collision.

1.2.2.3 Electrical Infrastructure

The choice in power converter, the DC-link system (Schoen et al. 2011), offshore elec-

trical network topology and whether the network is DC or AC are all linked together

(López et al. 2013). The cabling for a WEC system is designed differently from stan-

dard energy sources, as the cable rating for a wave energy system depends on the

thermodynamics caused by instantaneous current fluctuations (Blavette et al. 2015).

Power converters come in a range of different topologies (Bimbhra & Kaur 2012).

A commonly used AC/DC/AC topology is a back-to-back voltage source converter

(VSC) (Friedli et al. 2012). The power rating of the power converter depends on the

power extracted from the WEC. If the converter has an insufficient power rating, the

WEC can become difficult to control. If the converter is overrated, then the ocean

energy extraction system becomes less economical. The DC-link system consists of

an energy storage device which enables a constant DC voltage between the two VSCs

that are on the generation and grid side. The storage device may consist of a capaci-

tor, battery storage (Nie et al. 2013), flywheel (Cimuca et al. 2006) or supercapacitor

(Murray et al. 2012). The offshore electrical network topologies are primarily chosen
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1. INTRODUCTION 1.2 A Survey of Existing Work

by the ratings of the power converters, cabling and DC-link energy storage. As shown

in (López et al. 2013), there is a multitude of electrical topologies. The suitability of

the topologies depends mainly on maximising the energy absorption while reducing

the cost, hence producing an economic system.

With wave-to-grid system design, it is essential to focus on the complete wave-to-grid

system as a whole; not to concentrate solely on the average electrical power harvest

or the quality of the instantaneous power injected onto the national grid (O’Sullivan

et al. 2012). By its nature, power quality issues for wave energy devices are signifi-

cantly more problematic than for wind turbines, with potentially significant swings in

delivered electrical power occurring over seconds (Bizzozero et al. 2016). This is a

particular problem for grid integration, especially when the local grid is weak, which

is often likely due to the probable remote locations of WEC systems (Santos-Mugica

et al. 2010). One approach is to use energy storage such as batteries or super-capacitors

to smooth out the power flow onto the local grid (Murray et al. 2017). Likewise, the

aggregation of the electrical power from an array of WECs can be utilised to minimise

the resulting significant power fluctuations, just by nature of their phase differences, or

by active control over the array (Göteman et al. 2015, Sjolte et al. 2012, Molinas et al.

2007).

1.2.3 WEC Array Layout

Ideally, a wave energy array should be designed to maximise the electrical energy har-

vest from a particular site, depending on the wave direction, the separation distance of

the WECs, constructive interference, power variance and non-ideal WEC positioning.

Depending on the orientation of the wave energy array, constructive or deconstruc-

tive interference can occur (Babarit 2013). Therefore it is necessary to orientate the

wave energy array to maximise constructive interference to the wave climate (Xu et al.

2017). This interference phenomenon is caused by the devices interacting with each

other through the means of radiated waves caused by the motion of the WECs. As the

devices get closer to each other, the interference between each device increases (Balit-

sky & Ringwood 2014). As the number of devices in the array increases, the number

of constructive optimum points available across the range of wave frequency and wave

direction angle increases. Furthermore, as the number of WECs in the array increases,

the need for an optimum WEC farm layout becomes less essential (Göteman et al.

2014). Hence, as the number of devices grows within the array, the less dependent

the average power is on wave direction. Of course, these factors are assuming ideal

Electrical Power Optimisation of

Grid-connected Wave Energy Converters using

Economic Predictive Control

6 Adrian C.M. O’Sullivan



1. INTRODUCTION 1.2 A Survey of Existing Work

conditions where system constraints, electrical layout, non-ideal PTOs, control algo-

rithms and effects caused by multiple degrees of motion are excluded. In (Göteman

et al. 2015), the benefit of randomised WEC positioning in an array is demonstrated

where power quality improvements are shown. This exhibits an authentic aspect of

a real life WEC array operation, where the WEC devices will naturally drift to some

degree from their neutral position. Recent investigations have found that the inclusion

of control techniques in the layout optimisation stage is essential (Garcia-Rosa et al.

2015), including the control technique, how it is tuned, and the control constraints, as

all affect the energy extracted from the array.

1.2.4 WEC Control

1.2.4.1 Classical Control

WEC control techniques initially focussed on classical causal methods such as linear

damping, latching, declutching and impedance matching where all of these control

techniques have the primary objective to maximise the average power extracted from

the incoming excitation wave. Linear damping is the most straightforward method out

of the classical group. It involves using a passive damper, which creates a PTO force

that is proportional to the velocity of the WEC, hence causing unidirectional power

flow at all times. The linear damper needs to be tuned differently for each frequency

and does not produce optimum average power. Latching is an active control method

that physically locks the WEC into position for an optimised amount of time and is

then released, hence causing a forced oscillation of the WEC (Babarit et al. 2004).

This method performs well in a frequency spectrum lower than the WECs natural fre-

quency. Declutching operates similarly to latching control (Babarit et al. 2009). In-

stead of physically locking the WEC into position, the PTO is disengaged for a period.

This allows close to maximum average power extraction during excitation waves with

frequencies higher than the WECs natural frequency. Both latching and declutching

are time domain methods which produce positive results. However, other frequency

domain methods produce optimum average power results over a more extensive fre-

quency range. One of the first methods developed was impedance matching control

(Budal & Falnes 1977, Costa et al. 2010). This method involves controlling the WECs

velocity to have a specific amplitude and phase difference in reference to the excitation

wave force. These optimum velocity amplitudes and phases allow maximum average

power extraction from the excitation wave. These classical methods produce promis-

ing results in terms of energy extraction, however, they typically allow excessive forces
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to be generated by the power take-off, resulting in significant power swings which are

unacceptable to be exported onto the grid.

1.2.4.2 Optimal Control

Recently, optimal control methods such as bang-bang control, dynamic programming,

pseudospectral control and model predictive control (MPC) have been investigated,

where these methods can easily incorporate constraints into the control algorithm.

Bang-bang control involves an iterative finite-time optimisation which maximises the

average power absorbed from the excitation waves over a receding horizon, utilising

PTO force acting on the WEC that is restricted to instantaneously switch between two

states (Abraham & Kerrigan 2013). This method emulates the control action of a latch-

ing classical control method. However, the controller is complex to implement . Dy-

namic programming was introduced to bypass the convexity issues that may emerge in

advanced optimal control systems which rely on convex cost functions (Li et al. 2012).

This method produces near optimial results, however, the method is computationally

expensive. Pseudospectral control is a frequency domain optimal controller (Genest

& Ringwood 2016), where the predicted wave excitation over the receding horizon is

decomposed into individual frequency components using the Galerkin method (Cock-

burn & Shu 1998). Utilising these frequency components, an optimisation produces

the optimum PTO force frequency components efficiently, reducing the computational

complexity. However, the method is dependent on the number of discrete frequencies

preselected within a preselected spectrum window, where problems may arise if the

preselected discrete frequencies density and spectrum window are ill-defined. Model

predictive control (MPC) is a discrete time model-based predictive controller widely

used in industry (Maciejowski 2002), which has been utilised in the wave energy indus-

try (Cretel et al. 2010). With general MPC reference tracking control, a cost function is

utilised which is based on the error between the systems reference points and outputs

that are extended over a finite prediction horizon. Furthermore, MPC is commonly

used in industry because linear and non-linear constraints are easily incorporated into

the optimisation (Mayne et al. 2000). By minimising the cost function of the controller,

the optimal control inputs over the control horizon are found. These optimum control

variables translate to minimising the difference between the reference points and the

system outputs over the prediction horizon (Camacho & Alba 2013). However in a

generic MPC, it is only the first optimised control input variable that is implemented

on the system while the others over the control horizon are neglected; the optimisation

process is then repeated at the next time step.
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1.2.4.3 Economic Model Predictive Control

In the case of wave energy, economic MPC was initially introduced to maximise the

average mechanical power extracted from a point absorber (Li & Belmont 2014, Cretel

et al. 2010). Defining the MPC cost function as the average power over the prediction

horizon (Hals et al. 2011), the average power is maximised over the prediction horizon.

Amending the MPC to use a system model with a first-order hold (FOH) formulation

allowed for greater power extraction and a more compact formulation (Cretel et al.

2011). However, with these advanced optimum control techniques, there is a need for

an excitation wave prediction over a specified horizon (Li et al. 2012, Fusco & Ring-

wood 2012, Schoen et al. 2011). The excitation wave prediction can introduce errors

into the control algorithms, since the control algorithm depends on a perfect prediction

over the finite prediction horizon. In this thesis, the excitation wave prediction is as-

sumed perfect. Therefore the effects of wave prediction error are decoupled from the

system performance.

1.2.5 WEC Array Optimum Control

Initially, decentralised control was utilised for WEC arrays, where each device is in-

dependently controlled, assuming little or no interaction between the devices. Decen-

tralised control techniques implemented on arrays have employed both optimal meth-

ods such as MPC (Oetinger et al. 2014b) and standard methods which are indepen-

dent of an excitation wave prediction such as suboptimal control (Folley & Whittaker

2009b) and quiescent control (Belmont 2010). Optimal centralised methods in which

the whole array is controlled as one dynamic system, including the inter-device inter-

actions, have included methods such as matrix control (Nambiar et al. 2015), Galerkin

control (Barcelli & Ringwood 2013, Bacelli & Ringwood 2015) and MPC (Oetinger

et al. 2014a). In (Barcelli & Ringwood 2013), a comparison between a decentralised

and a centralised control system illustrated the effect of the separation distance be-

tween WEC devices in the array. It showed that multiple decentralised control systems

are sufficient when the separation distance is over a certain threshold (Bozzi et al.

2017). One fundamental disadvantage of implementing a centralised control system

is the computational expense when considering a large array - to amend this problem

distributed control is used (Li & Belmont 2014, Mc Namara et al. 2013). Distributed

control offers performance which comes close to that obtained with centralised con-

trol, by the decomposition of the optimisation problem into local problems with some

limited communication between the devices (Mc Namara et al. 2013). Typically, an
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iterative MPC method is used which produces an equivalent global solution and which

can incorporate global constraints (Diehl et al. 2017).

1.3 Thesis Outline

In Chapter 2, the theoretical background of the wave-to-grid system is described in

detail. The hydrodynamics of an object in water is designed using the non-linear po-

tential flow modelling method and also the simplified linear modelling method. Using

sea spectrum analysis, irregular unidirectional sea modelling is explained. Using sys-

tem identification methods, the radiation kernel system for a single WEC and multiple

WECs is modelled. The electrical system from wave-to-grid begins with the modelling

of the PTO, where the differences between a generic rotary generator and a linear gen-

erator are explained. An explanation of the LPMG current controller design and op-

eration is covered, where Park’s transformation is utilised to simplify the control. The

grid side DC-link voltage control scheme is then analysed, where difficulties such as

grid weakness non-linearity and the potential for non-minimum phase behaviour are

discussed.

In Chapter 3, the economic model predictive control (MPC) used throughout the re-

mainder of the thesis is introduced. Initially, the classical wave power extraction con-

trol algorithm is explained, where the advantages and disadvantages are shown. Includ-

ing a non-ideal PTO into the system, the effects due to resistive losses are shown when

using standard optimum classical control which does not include the losses within the

control algorithm. The generic reference tracking MPC is then introduced, where the

difference between the reference tracking MPC, and the economic MPC is described.

The MPC with the LPMGs resistive losses within the cost function is then introduced.

A comparison between an MPC with a piecewise constant input and a piecewise linear

input is established, where matters such as high frequency power quality are discussed.

In Chapter 4, field weakening is incorporated into the MPC to combat the issues intro-

duced by the systems electrical restrictions. Initially, the mechanical constraints of the

WEC and LPMG are analysed, where the effects of the linear mechanical constraints

on the average electrical power extracted are shown. This work investigates the effect

of electrical constraints on the feasible region and on the performance of the system.

This focuses on the potential benefits of using a high DC link voltage. The formulation

of the MPC with field weakening incorporated into the cost function is then explained.

Implementing a uni-directional power flow constraint, the advantage of using an MPC
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with field weakening during low DC-link voltage levels is shown.

In Chapter 5, the robustness and the efficiency of the control algorithm are analysed.

Initially, the robustness of the control algorithm is tested using model mismatch analy-

sis. This includes analysing the performance of the power extraction system while the

error between the control model and the system model increases. A non-linear MPC

(NMPC) is then introduced to compensate for the non-linear viscous forces present.

A linear MPC is then described, where this MPC estimates the non-linear component

of the NMPC. A move-blocking control horizon reduction method is then explained,

where the advantages of utilising the method are discussed.

In Chapter 6, the advantage of implementing a centralised MPC algorithm on an ar-

ray of multiple devices is shown. The effects of constructive and destructive interfer-

ence are analysed by comparing the average electrical power results captured using

the centralised control from an array of multiple WEC devices with close device spac-

ing and a substantial device spacing. Introducing linear mechanical constraints and

viscous effects into the system and the centralised control algorithm, the effects of

the interference phenomena are analysed. Using monochromatic and polychromatic

uni-directional excitation waves, a constrained centralised MPC is contrasted against a

constrained decentralised MPC. Implementing a power limit constraint on the decen-

tralised and centralised MPC algorithms, the advantage of sharing information between

the devices within the array is highlighted.

Chapter 7 focuses on the main contributions for the thesis and the recommendations of

the future steps to be taken. Final conclusions and remarks are made.

1.4 Contributions

In Chapter 2, a contribution was made where a full wave-to-grid system was described

as a single model, instead of multiple constraint independent subsystems. This contri-

bution included a discussion of the co-design problems in one document, including the

hydrodynamic, mechanical and electrical modelling issues.

In Chapter 3, a major contribution was made where the resistive losses from the real-

istic LPMG were included in the control algorithm. This allowed maximum average

electrical power to be extracted from the entire WEC-LPMG system. A contribution

was also made, where the high-frequency noise present in a ZOH control algorithm

was reduced by merely utilising a FOH PTO input signal.
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In Chapter 4, a major contribution was made with the inclusion of the non-linear elec-

trical constraints in the control algorithm, showing how important it is to design the

wave-to-DC-link system as a unit, instead of its constituent subsystems. Another major

contribution was made by including field weakening in the control algorithms. Dur-

ing periods of low DC-link levels, higher speeds could be allowed by enabling field

weakening, due to the significant expansion of the feasible region providing increased

average electrical power. A contribution was made where a uni-directional power flow

constraint was introduced into the MPC algorithm, restricting the extraction of power

from the grid. This power flow constraint enables a stable grid side DC-link voltage

controller, which is essential for allowing a fully functioning controller on the genera-

tion side.

In Chapter 5, another contribution of this thesis is the accomplished robustness analy-

sis, showing that MPC can still produce an acceptable amount of average electrical

power without a perfect match between the MPC internal model and the actual system.

A major contribution was made when an LPV NMPC was introduced to tackle the vis-

cous effects that commonly occurred when utilising active control algorithms. With-

out viscous effects included in the control algorithm, major power losses can occur.

A major contribution was made by introducing a linear MPC which approximated the

non-linear viscous effects of the LPV NMPC with a linear model, which maintained

the controller fidelity while substantially reducing the computational burden. A major

contribution was made by incorporating a move-blocking technique into the control

algorithm, which reduced the control algorithms computational expense even more by

reducing the number of free variables to be calculated across the control horizon.

In Chapter 6, a contribution was made by showing how the performance of the decen-

tralised MPC control system becomes similar to the centralised MPC control algorithm

when linear constraints and viscous effects are included in the system. This showed

that a centralised MPC algorithm is not essential when optimising for electrical power

from an array of hydrodynamically coupled WECs. A major contribution was made by

introducing an upper electrical power constraint into the centralised control algorithm.

It was shown that a centralised MPC with a global power constraint could outperform

a centralised MPC with a set of local power constraints when focusing on average

electrical power levels and a better average to peak power ratio. This contribution also

impacts on DC-link voltage controller stability issues on the gird side, where the cen-

tralised MPC algorithm with a global power constraint reduces the chance of grid side

stability issues.
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Chapter 2

Wave-to-Wire Modelling of Grid

Connected Point Absorbers

2.1 Introduction

IN this chapter, the building blocks are developed for the modelling and time domain

simulation of grid connected point absorbers. This chapter first focuses on mod-

elling the motion of a body floating in a fluid. This is described from first principles

where the Navier-Stokes equations are introduced. Simplifications are made leading

to the potential flow model which is then simplified even further into the linear model

which is used throughout this thesis: using a cylindrical point absorber WEC with a

uniform cross sectional area, the linear model is justified. This chapter shows how a

model can be identified for the radiation forces using Prony’s method, that is suitable

for time domain analysis and control design. The Hankel method is then introduced

as an efficient method for the identification of a dynamic model of the radiation forces

for an array of devices.

In this work a linear permanent magnet generator (LPMG) is assumed where the PTO

force produced from the LPMG is a function of the generator currents. The control

of the generator is then introduced, where a Parks transformation is used to simplify

the modelling and control of the three phase synchronous system. The voltage signals

that are used to control the LPMG are then described, where the control voltages are

dependent on the voltage across the DC link which is kept constant using a grid side

voltage controller. The difficulties involved in DC link voltage control are described,

however, in the remainder of the thesis it is assumed that a constant DC link voltage is

available.
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2.2 Point Absorber Modelling

The hydrodynamic model of a point absorber is described in this section, which in-

cludes the non-linear Navier-Stokes equations, the hydrodynamic potential flow model

and the linear model. Using the linear model throughout the remainder of the thesis,

the modelling of the entire point absorber wave energy converter is described, where

this involves system identification methods that produce a continuous hydrodynamic

model which correlates with the data extracted from hydrodynamic software.

2.2.1 Navier-Stokes Equations

To represent the motion of a body in an incompressible fluid, the following differential

Navier-Stokes equations (2.1) can be used to simulate the full non-linear fluid dynam-

ics (Temam 1984). These non-linear equations cannot be analytically solved, therefore

numerical solvers such as computational fluid dynamic (CFD) codes are used to sim-

ulate the dynamics (Anderson & Wendt 1995). The CFD codes produce high fidelity

results, however, with a high computational cost. Potential flow models described in

the next subsection are used to produce faster simulation times.

∂ρ

∂t
+ ∇.(ρu) = 0

∂u

∂t
+ (u.∇)u = −1

ρ
∇.p + g +

µ

ρ
∇2u

(2.1)

where,

∇ = gradient operator

ρ = fluid density

u = velocity vector

µ = dynamic viscosity

p = pressure field

g = external source.

2.2.2 Hydrodynamic Potential Flow Models

The potential flow model, which is based on potential theory, is also known as a bound-

ary element method (BEM) (Grilli et al. 1989). It is initially assumed that the fluid is
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inviscid, irrotational and has an incompressible incident flow. With these assumptions,

Newton’s second law can be used to represent the WEC motion (2.2), where the WEC

motion in this work is restricted to move in heave,

PTO

S(t)
Fg

ξ-axis

ξ=Sea depth

ξ=0
ξ=z(t)

ξ=η(t)

Figure 2.1: A conical WEC with a heave displacement dependent wetted surface area

Mz̈(t) = Fg +
∫

S(t)

Pdp(t)ndS + FP T O(t) (2.2)

where,

z(t) = WEC vertical displacement

η(t) = free surface elevation of wave

g = acceleration due to gravity

M = WEC mass

Fg = gravitational force = −Mg

S(t) = instantaneous submerged wetted surface area (as shown in Fig. 2.1)

FP T O(t) = external PTO force

Pdp(t) = dynamic pressure

n = vector normal to the surface

ξ = vertical axis.
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The dynamic pressure (Pdp(t)) can then be formed by using Bernoulli’s equations on

the incident flow (Penalba Retes et al. 2015),

Pdp(t) = −ρgξ − ρ
∂φ(t)

∂t
− ρ |∇φ(t)|2

2
(2.3)

where φ(t) = potential flow. The potential flow can then be broken into three com-

ponents: the incident flow potential, the diffraction flow potential and the radiation

potential,

φ(t) = φI(t) + φD(t) + φR(t) (2.4)

Filling (2.4) into (2.3), the following is found,

Pdp(t) = −ρgξ − ρ
∂φI(t)

∂t
− ρ |∇φI(t)|2

2
− ρ

∂φD(t)

∂t
− ρ |∇φD(t)|2

2
− ρ

∂φR(t)

∂t

−ρ |∇φR(t)|2
2

− ρ∇φI(t)∇φR(t) − ρ∇φI(t)∇φD(t) − ρ∇φD(t)∇φR(t)

(2.5)

where

Pst(t) = static Froude-Krylov pressure = (−ρgξ)

Pdy(t) = dynamic Froud-Krylov pressure =

(

−ρ
∂φI(t)

∂t
− ρ |∇φI(t)|2

2

)

PD(t) = diffraction pressure =

(

−ρ
∂φD(t)

∂t
− ρ |∇φD(t)|2

2

)

PR(t) = radiation pressure =

(

−ρ
∂φR(t)

∂t
− ρ |∇φR(t)|2

2

)

.

The remaining values are second derivatives that are assumed negligible for point ab-

sorbers (Penalba Retes et al. 2015). Filling this into (2.2), the non-linear motion equa-

tion can be represented as the following, which is restricted to the heave motion,

Mz̈(t) = Fh(t) + Fdy(t) + FD(t) + FR(t) + FP T O(t) (2.6)
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where,

Fh(t) = Fg +

Fst(t)
︷ ︸︸ ︷
∫∫

S(t)

Pst(t)ndS

Fdy(t) = +
∫∫

S(t)

Pdy(t)ndS

FD(t) = +
∫∫

S(t)

PD(t)ndS

FR(t) = +
∫∫

S(t)

PR(t)ndS.

2.2.3 Linear Model

The potential equation previously given in (2.6) shows a non-linear equation which

is computationally expensive to use during simulation. For a non-linear model, the

dynamic Froude-Krylov force has to be continuously recalculated because it does not

assume that the wetted surface is constant, e.g. when a conically shaped WEC is used

(Fig. 2.1). However it is usually assumed that using a linearised version of the non-

linear potential equation is sufficient when a cylindrical point absorber is used, because

the cross sectional area is independent of the heave displacement and the motions are

small. The linearised model equation is known as Cummins equation (Cummins 1962),

where this linear system model (2.7) is in the heave direction only and is the basis of

this thesis.

In this work a cylindrical point absorber with a semi-hemispherical base is used, as

shown in Fig. 2.2; the design characteristics are shown in Table. 2.1.

Table 2.1: System values

Point absorber values
Parameter names Parameters Units Value

WEC mass M kg 670860
Added mass at infinite frequency mµ kg 156262

Density of salt water ρ kg/m3 1025
Acceleration due to gravity g m/s2 9.81

Hydrostatic coefficient β kg/s2 ρgπr2

It is assumed that the semi-hemispherical base is always submerged hence providing a

constant cross-sectional area; therefore the dynamic Froude-Krylov forces are ignored

in this case. However, the dynamic Froude-Krylov forces make a significant effect in
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the system when a WEC with a non-uniform cross sectional wetted surface is used

(Penalba et al. 2017).

Frad(t) Fe(t) Fh(t) FPTO(t)

z(t)η(t)

Fv(t)

PTO

Figure 2.2: A linear modelled cylindrical point absorber WEC with a semi hemispher-
ical bottom (this geometry is used throughout the thesis)

Mz̈(t) = Fh(t) + Frad(t) + Fe(t) + FP T O(t) + Fv(t) (2.7)

where,

Fh(t) = hydrostatic force

Frad(t) = radiation force

Fe(t) = excitation force

FP T O(t) = external PTO force

Fv(t) = viscous force (optional).

Using BEM software packages, such as WAMIT (Version 7) (Lee 1995), a linearised

integro-differential time-domain model can be found to represent the Froude-Krylov,

diffraction and radiation forces in the linear Cummins equation.
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By adding the gravitational force Fg to the surface integral of the hydrostatic pres-

sure, the gravitational force is cancelled; yielding the hydrostatic force Fh(t), which is

represented as,

Fh(t) = −ρgAz(t), (2.8)

where A is the constant cross sectional area, which in this case is πr2, where r is the

radius of the cylindrical WEC.

The viscous force Fv(t) is a force which is usually represented by the semi-empirical

Morison’s equation (Morison et al. 1950) as shown in (2.9),

Fv(t) = −Cvis(t) (ż(t) − η̇(t)) (2.9)

where,

Cvis(t) =
1

2
ρCdA |ż(t) − η̇(t)| .

Here,

ρ = density of sea water

Cd = drag coefficient (Bhinder et al. 2011)

A = cross sectional area

η̇(t) = vertical velocity of excitation wave surface.

This viscous term is commonly neglected in the linear model since the relative velocity

between the wave and WEC is assumed to be negligible if the WEC acts as a wave

follower. For the initial system analysis, the viscous force will be neglected; at a later

stage in this work, the viscous force will be incorporated into the system model.

The non-linear radiation force FR(t) from the potential equation (2.6) can be repre-

sented in the Cummins equation (2.7), with two specific terms, as shown in (2.10),

Frad(t) = −mµz̈(t) −
∞∫

−∞
hr(t − τ)ż(τ)dτ

︸ ︷︷ ︸

Fr(t)

(2.10)

where

mµ = added mass (at infinity frequency)

hr(t) = causal impulse reponse function

Fr(t) = radiation convolution integral.
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The mass mµ value is the added mass value at infinite frequency as shown in Fig. 2.3.

The radiation impulse response kernel hr(t) is a causal function which is shown in Fig.

2.4. Two of these components are found using WAMIT. The excitation force Fe(t) in
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Figure 2.3: (i) Frequency response of the frequency dependent added mass and (ii)
added mass at an infinite frequency of a cylindrical point absorber with a semi-
hemispherical base with design characteristics shown in Table 2.1.

the Cummins equation represents the combination of the dynamic Froude-Krylov force

and the diffraction force from the non-linear potential equation,

Fe(t) = Fdy(t) + FD(t)

where the excitation force in the Cummins equation is represented as a convolution of

the non-causal impulse response he(t) and the wave free surface elevation η(t),

Fe(t) =

∞∫

−∞
he(t − τ)η(τ)dτ.

The frequency response He(ω) is shown in Fig. 2.5. For most control techniques

in the wave energy industry the excitation wave Fe(t), needs to be known. In this

work, a prediction of the wave excitation force is required with multiple steps into the

future. Prediction of the excitation wave, is not included in the scope of this work as it

represents a substantial research area, which is being covered elsewhere, for example

(Fusco & Ringwood 2010). Therefore, in this work it is assumed that present and
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future excitation wave forces are known. For a cylindrical point absorber in heave

mode, the Cummins equation becomes (2.11),

z̈(t) +
1

M + mµ

t∫

−∞
hr(t)ż(t − τ)dτ +

β

M + mµ

z(t) = uc(t) + vc(t), (2.11)

where uc(t) is a scaled version of FP T O(t) and vc(t) is scaled version of Fe(t).

uc(t) =
FP T O(t)

M + mµ

(2.12)

vc(t) =
Fe(t)

M + mµ

(2.13)

The PTO and excitation forces are scaled to enable simple notation when the control

is discussed, as in later chapters. The values of (2.11) are shown in Table 2.2,

Table 2.2: Hydrodynamic system values

Point absorber values
Parameter names Parameter Units Value

WEC mass M kg 670860
Added mass at an infinite frequency mµ kg 156262

Hydrostatic coefficient β kg/s2 789737
Draft Draft m 10

WEC radius r m 5

2.2.4 Excitation Wave Modelling

It is usual to assume regular sinusoidal (Monochromatic waves) for use in simulations

to emulate the waves that excite the WEC. With monochromatic waves, the system can

be analysed at each individual frequency and the experiments can be repeated with a

range of wave amplitudes and approach angles. Monochromatic waves, however, may

not be a good emulation of an authentic sea wave as real waves are typically polychro-

matic. Polychromatic waves are used to emulate realistic sea excitation waves. Using

measurement buoys and observers from ships, the height and corresponding frequen-

cies from real waves can be recorded. From these measurements, a wave spectrum

could be identified that would give a satisfactory representation of the sea waves at

that point. Characteristics such as significant wave height Hs and peak spectral fre-

quency Tp can be used to characterise the wave spectrum. Significant wave height Hs

is known as the mean value of the highest one third of the waves and the peak spectral

frequency Tp is the period where the highest point in the spectrum exists.
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Figure 2.4: Radiation impulse response hr(t) of a cylindrical point absorber with a
semi-hemispherical base with design characteristics shown in Table. 2.1.
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Figure 2.5: Frequency response of the wave surface elevation to the excitation wave
force non-causal transfer function (He(ω))
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Polychromatic waves can be represented by various spectra such as Ochi Spectrum

(Ochi & Hubble 1977), Bretschneider (Tucker & Pitt 2001), Pierson-Maskowitz (Pier-

son & Moskowitz 1964) and JONSWAP (Hasselmann 1973) spectra. Each of these

spectra are used to represent the sea waves from different locations, as each location

has its own characteristics that might only be met when using a specific sea spectrum

(e.g. the JONSWAP spectrum was developed to represent the North Sea).

In this work the polychromatic sea spectrum used is the Bretschneider spectrum. The

Bretschneider spectral densities are shown in Fig. 2.6.
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Figure 2.6: A range of different Bretschneider spectral densities S(f) that represent
multiple sea states with (i) Tp = 6 s with Hs = 1.5 m,(ii) Tp = 9.66 s with Hs =
3 m,(iii) Tp = 13.33 s with Hs = 4.5 m

The Bretschneider spectrum is represented by a dual-parameter equation (2.14),

S(f) = Asf
−5e(−Bsf−4) (2.14)

where,

As =
5

16

H2
s

T 4
p

(2.15)

Bs =
5

4

(

1

T 4
p

)

(2.16)

The surface elevation η(t) can be emulated as shown in (2.17) as the combination of
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sinusoidal waves with Nd distinct frequencies , wave amplitudes and randomised phase

shifts,

η(x, t) =
Nd∑

i=1

ai sin (2πfit − kix − δi) . (2.17)

Here,

ki =
2π

λi

(2.18)

λi =
g

2πf 2
i

(in deep water) (2.19)

fi =
i∑

j=1

∆fj (Hz) (2.20)

δi = randomised phase (rad) (2.21)

x = displacement delay (m) (2.22)

Assuming that the amplitude of the surface elevation has a Rayleigh distribution (Pear-

son 1905), the variance of the wave surface elevation can represented as (2.23),

σ2 =
1

2
a2 (2.23)

where a is the wave amplitude. By using the variance, the sea spectrum can be related

to the Bretschneider spectrum using (2.24),

S(f) = lim
∆f→0

1
2
a2

∆f
(2.24)

where ∆f is the frequency intervals across the spectrum; as ∆f → 0 the spectrum

S(f) tends towards a continuous function.

Assuming a sufficiently small ∆f value, the surface elevation amplitude of the ith

component can be found,

ai =
√

2S(fi)∆fi. (2.25)

The irregular sea elevation can be decomposed into its constituent monochromatic

components. Using the frequency response He(ω), that was found using WAMIT as

shown in Fig. 2.5, each elevation component can then be transformed to produce a

monochromatic excitation force. Combining these constituent force components re-

sults in the excitation force exerted by the irregular sea (2.26).

Fex(x, t) =
Nd∑

i=1

|He(2πfi)| ai sin (2πfit − kix − δi + ∠He(2πfi)) . (2.26)
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Fig. 2.7 shows an example construction of an irregular sea from 4 monochromatic

components.
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Figure 2.7: An example of an irregular wave surface elevation η(t) and their cor-
responding excitation forces Fex(t) formed from a Bretschneider spectrum with a
Hs = 1 m, Tp = 6.981 s and ∆f = 0.0625 Hz formed from 4 different sine waves
with frequencies and magnitudes of (a) f = 0.0625 Hz and a = 1.3484 × 10−7 m, (b)
f = 0.125 Hz and a = 0.25 m, (c) f = 0.1875 Hz and a = 0.2153 m, (d) f = 0.25 Hz
and a = 0.1213 m and (e) the entire irregular excitation surface waveform.
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2.2.5 Radiation Kernel Modelling

The radiation component from the linearised potential flow model

Frad(t) = −mµz̈(t) −
∞∫

−∞
hr(t − τ)ż(τ)dτ

︸ ︷︷ ︸

Fr(t)

,

as shown in section 2.2.3, is found using a BEM code (WAMIT). WAMIT produces

both the added mass at infinite frequency mµ and the radiation impulse response kernel

hr(t).

The added mass term can be easily included into the linear model. However, the ra-

diation kernel hr(t) is difficult to incorporate into the simulation because of the high

computational cost of simulating the convolution integral. By using the impulse re-

sponse data from WAMIT, as shown in Fig. 2.4, a dynamic subsystem Fig. 2.8 can

be created which emulates the radiation convolution term and improves computational

efficiency, as shown in (2.27).

sZ(s)  Fr(s)Hr(s)

Figure 2.8: Transfer function Hr(s) representing the emulation of the radiation kernel
hr(t)

ẋr(t) = Arxr(t) + Brż(t)

Fr(t) = Crxr(t) + Drż(t)
(2.27)

This transfer function Hr(s) (or the state space system) can be obtained using either a

frequency or time domain method. Using the radiation time-domain state space system

(2.27), the entire continuous system can be formed in state space form (2.28),

d

dt








z(t)

ż(t)

xr(t)








= Ac








z(t)

ż(t)

xr(t)








+ Bcuc(t) + Fcvc(t) (2.28)
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where Ar ∈ R
n×n, Br ∈ R

n×1,Cr ∈ R
1×n, Dr ∈ R

1×1,

Ac =








0 1 0

− β
M+mµ

− Dr

M+mµ
− Cr

M+mµ

0 Br Ar








Fc = Bc =








0

1

0








x(t) =








z(t)

ż(t)

xr(t)








. (2.29)

The frequency domain method utilises Least-Square (Marquardt 1963), fitting the fre-

quency response information from WAMIT to a rational transfer function. The time

domain Least-Square identification of the radiation kernel involves obtaining a para-

metric model from data of the impulse response found from WAMIT (Yu & Falnes

1995). Explained in this section, are two types of time domain model identifications

which include a SISO Least-Squares method (Prony 1795) and a SIMO realisation

method (Kung et al. 1983).

2.2.5.1 Prony’s Exponential Approximation

Prony’s exponential approximation is a sampled data method used to approximate the

continuous radiation impulse response hr(t) (Fig. 2.4). It assumes that the radiation

impulse response hr(t) can be represented in the Laplace domain as the transfer func-

tion (2.30),

Hr(s) =
Fr(s)

sZ(s)
=

BD(s)

(s − p1)(s − p2) . . . (s − pNpy
)

=
N∑

i=1

ci

s − pi

. (2.30)

The impulse response is then obtained as a weighted summation of complex exponen-

tials (2.31),

hr (t) =
Npy∑

i=1

cie
pit. (2.31)

The Least-Squares algorithm is used to identify the optimal ci and pi parameters from

the sampled radiation impulse response. The fidelity of the approximation depends on

the order Npy, the length of the impulse response data and the sampling time Tpy that is

used to sample the WAMIT impulse response data. The continuous impulse response

is shown in Fig. 2.4, when sampled with sample time Tpy creates the sampled signal,

as shown in Fig. 2.9.
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Figure 2.9: Sampled radiation impulse response hr(kTpy) of a single device

The sampled impulse response data can be obtained by discretising (2.31) to form

(2.32), which shows the kth sample of the radiation impulse response,

hr(kTpy) =
Npy∑

i=1

cie
pi(kTpy)

∀k ∈ [0, 1, 2, . . . , m] .

(2.32)

Developing (2.32) then creates a series of m + 1 equations, (2.33) each representing

one sample of the impulse response,

hr(0) = c1 + c2 + . . . + cNpy

hr(Tpy) = c1e
p1Tpy + c2e

p2Tpy + . . . + cNpy
epNpy Tpy

...

hr(mTpy) = c1e
mp1Tpy + c2e

mp2Tpy + . . . + cNpy
empNpy Tpy

. (2.33)
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The m + 1 equations are then aggregated, yielding (2.34),














hr(0)

hr(1)

hr(2)
...

hr(m)














=














1 1 · · · 1

ep1Tpy ep2Tpy · · · epN Tpy

e2(p1Tpy) e2(p2Tpy) · · · e2(pN Tpy)

...
...

. . .
...

em(p1Tpy) em(p2Tpy) · · · em(pN Tpy)



























c1

c2

c3

...

cNpy














. (2.34)

Equation (2.34) can then be simplified by substituting ai = epiTpy (2.35),














hr(0)

hr(1)

hr(2)
...

hr(m)














︸ ︷︷ ︸

H

=














1 1 · · · 1

a1 a2 · · · aNpy

a2
1 a2

2 · · · a2
Npy

...
...

. . .
...

am
1 am

2 · · · am
Npy














︸ ︷︷ ︸

A














c1

c2

c3

...

cNpy














︸ ︷︷ ︸

C

.
(2.35)

Discretising the continuous radiation transfer function (2.30) using the matched pole

zero method yields (2.37) (Franklin et al. 1998),

Hr(z) =
Fr(z)

Ż(z)
=

BD(z)

(z − ep1Tpy)(z − ep2Tpy) . . . (z − epNpy Tpy)
(2.36)

=
BD(z)

(z − a1)(z − a2) . . . (z − aNpy
)
. (2.37)

The poles from the discrete transfer function (2.37) are the roots of the N th order

characteristic equation (2.38),

(z − a1)(z − a2) . . . (z − aNpy
) = zNpy + λ1z

Npy−1 + . . . + λNpy
. (2.38)

Combining (2.37) and (2.38) and applying the inverse z transform yields the discrete

difference equation (2.39),

Fr(k) =b0ż(k) + b1ż(k − 1) + . . . + bmż(k − m)

− λ1Fr(k − 1) − λ2Fr(k − 2) − . . . − λNpy
Fr(k − Npy),

(2.39)

where N > m. Defining the impulse input as the following,

Impulse response data







ż(0) = δ(0)

ż(k) = 0 for k Ó= 0,
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then for measurement sample k = Npy, (2.39) reduced to (2.40),

Fr(Npy) =b0����:0
ż(Npy) + b1�������:0

ż(Npy − 1) + . . . + bm
�������:0
ż(Npy − m)

− λ1Fr(Npy − 1) − λ2Fr(Npy − 2) + . . . + λNpy
Fr(0).

(2.40)

Note that FR(t) = hr(t) in this case because an impulse is utilised. Repeating this

process for m data points, for measurement samples k ≥ N , yields the following

regression equation (2.41) where the parameter vector λ is unknown.

−














Fr(Npy)

Fr(Npy + 1)

Fr(Npy + 2)
...

Fr(Npy + m)














︸ ︷︷ ︸

F

=














Fr(0) Fr(1) · · · Fr(Npy − 1)

Fr(1) Fr(2) · · · Fr(Npy)

Fr(2) Fr(3) · · · Fr(Npy + 1)
...

...
. . .

...

Fr(m) Fr(m + 1) · · · Fr(m + Npy − 1)














︸ ︷︷ ︸

G














λNpy

λNpy−1

λNpy−2

...

λ1














︸ ︷︷ ︸

λ

.

(2.41)

Solving for λ in a least squares sense produces λ̂, (2.42),

λ̂ = −(GT G)−1GT F =











λ̂Npy

λ̂Npy−1

...

λ̂1











. (2.42)

Knowing that {a1, a2 . . . aNpy
} are the N distinct (possibly complex) roots of the char-

acteristic equation (2.43),

zNpy + λ1z
Npy−1 + . . . + λNpy

= 0; (2.43)

the {â1, â2, . . . , âNpy
} can be obtained as the N roots of the newly estimated character-

istic equations (2.44),

zNpy + λ̂1z
Npy−1 + . . . + λ̂Npy

= 0. (2.44)
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This provides the A matrix in (2.35) yielding (2.45),














hr(0)

hr(1)

hr(2)
...

hr(m)














︸ ︷︷ ︸

H

=














1 1 · · · 1

â1 â2 · · · âNpy

â2
1 â2

2 · · · â2
Npy

...
...

. . .
...

âm
1 âm

2 · · · âm
Npy














︸ ︷︷ ︸

Â














c1

c2

c3

...

cNpy














︸ ︷︷ ︸

C

. (2.45)

Solving for C from (2.45) yields (2.46),

Ĉ =











ĉ1

ĉ2

...

ĉN











=
(

ÂT Â
)−1

ÂT H. (2.46)

Furthermore, knowing âi from Â (2.45) and âi = ep̂iTpy , allows p̂i to be obtained

(2.47),

p̂i =
1

Tpy

ln âi

∀i ∈ {0, 1, 2, . . . , Npy}.

(2.47)

Combining (2.46), (2.47) and (2.30), yields the following transfer function model ap-

proximation for the radiation subsystem,

Hr(s) =
Fr(s)

Ż(s)
≈ ĉ1

s − p̂1

+
ĉ2

s − p̂2

+
ĉ3

s − p̂3

+ · · · +
ĉNpy

s − p̂Npy

. (2.48)

An example of the Prony exponential summation method is shown in Fig. 2.10 where

6 exponential terms are combined to approximate the impulse response data found

using WAMIT, where the WEC used in this example is a cylindrical point absorber

with system characteristics shown in Table 2.1.

By solving for the ci and pi coefficients from (2.48), the 6th order radiation kernel

shown in Fig. 2.10 can be represented by the sum of real transfer functions (2.49),

Fr(s)

Ż(s)
=

2720

s + 6.73
− 4990

s + 0.3417
+

22920s + 15890

s2 + 0.5768s + 1.066
+

−521.1s + 1511

s2 + 3.88s + 6.954
.

(2.49)
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Figure 2.10: Radiation impulse response hr11(t) of a single WEC device: (i) The
original WAMIT data with 1000 data points and a sample time of Tpy = 0.02 s. (ii)
The impulse response from a 6th order Prony’s approximation of hr11(t). (iii) The
error between the WAMIT impulse data and the Prony’s approximation. (iv) The 6
constituent exponential functions.

2.2.5.2 Balanced Model Reduction using SVD

From Fig. 2.10 it can be shown that there is a noticeable error between the WAMIT

data and the impulse response from the 6th order Prony’s approximate. To reduce this

error, the number of exponential terms Npy can be increased which of course yields a

higher order transfer function. However, the increase in exponential terms can lead to

a large system. Using a singular value decomposition (SVD) balanced model reduc-

tion technique, order compression is attainable (Willcox & Peraire 2002). The SVD

method reduces the order of the original Prony’s approximation whilst maintaining the

accuracy of the original high order approximation.

The original continuous model of the radiation kernel can be represented in state space

form as the following,

ẋr(t) = Arxr(t) + Brż(t)

Fr(t) = Crxr(t).
(2.50)

Using a transformation matrix T , a set of transformed states can be defined as the
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following,

g(t) = Txr(t)

T −1g(t) = xr(t)

T −1ġ(t) = ẋr(t).

(2.51)

Combining the transformed states (2.51) and the original system (2.50), the following

transformed system is found,

ġ(t) = TArT
−1g(t) + TBru(t)

= Ârg(t) + B̂rż(t)

Fr(t) = CrT
−1g(t) + Drż(t)

= Ĉrg(t) + Drż(t),

(2.52)

where,

Âr = TArT
−1 (2.53)

B̂r = TBr (2.54)

Ĉr = CrT
−1. (2.55)

The Lyapunov equations (2.56) and (2.57),

ArP + PAT
r + BrB

T
r = 0 (2.56)

AT
r Q + QAr + CT

r Cr = 0, (2.57)

are a set of equations used to ensure an asymptotically stable system. These Lyapunov

equations (Khalil 1996) consist of the systems state space matrices Ar, Br and Cr along

with the controllability gramian P (2.58) and the observability gramian Q (2.59),

P =
∫ ∞

0
eAτ BrB

T
r eAT

r τ dτ (2.58)

Q =
∫ ∞

0
eAT

r τ CT
r Cre

Arτ dτ. (2.59)

Here the P and Q matrices are symmetric and positive definite if the system is observ-

able and controllable. To transform the original unbalanced system into a balanced

system, both the transformed controllability gramian P̂ and observability gramian Q̂

must equal each other. When both P̂ and Q̂ are equal to each other, they are both
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diagonal matrices denoted by Σ,

P̂ = Q̂ = Σ, (2.60)

where this diagonal matrix Σ has eigenvalues σi on the diagonal (2.61),

P̂ = Q̂ = Σ =











σ1 0 . . . 0

0 σ2 . . . 0
...

...
. . .

...

0 0 . . . σNpy











. (2.61)

The eigenvalues signify how much energy is produced from each individual state in

the system. The values show that some states have the majority of the systems energy

whilst others are negligible. With this in mind, the insignificant states in the model can

be ignored hence reducing the size of the model. Solving for Σ, the transformed P̂ and

Q̂ matrices must first be found.

Manipulating the original Lyapunov equation (2.62), using the transformation matrix

T (2.63), the transformed Lyapunov equation is found (2.64),

ArP + PAT
r + BrB

T
r = 0 (2.62)

TArPT T + TPAT
r T T + TBrB

T
r T T = 0 (2.63)

Âr

(

TPT T
)

+
(

TPT T
)

Âr

T
+ B̂rB̂r

T
= 0. (2.64)

From this transformed Lyapunov equation, the transformed controllability gramian P̂

is found (2.64),

P̂ = TPT T . (2.65)

To obtain the transformed observability gramian Q̂ the identical transformation method

is repeated on the second original Lyapunov equation (2.66),

AT
r Q + QAr + CT

r Cr = 0 (2.66)

T T −1
AT

r QT
−1

+ T T −1
QArT

−1
+ T T −1

CT
r CrT

−1
= 0 (2.67)

Âr

T
(T T −1

QT −1) + (T T −1
QT −1)Âr + Ĉr

T
Ĉr = 0 (2.68)

where Q̂ is found from the transformed Lyapunov equation (2.68),

Q̂ = (TQ−1T T )−1. (2.69)
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Since a minimised asymptotically stable system is needed, the Hankel singular values

Σ must have the following relationship,

P̂ = Q̂ = Σ (2.70)

therefore,

P̂ Q̂ = Σ2. (2.71)

P̂ Q̂ = (TPT T )(T −T QT −1) = TPQT −1 = Σ2 (2.72)

Since Q is a symmetric matrix it can be represented as Q = RT R where R is a square

matrix,

TPRT RT −1 = Σ2, (2.73)

(RT −1)−1RPRT (RT −1) = Σ2, (2.74)

RPRT = (RT −1)Σ2(RT −1)−1, (2.75)

RPRT = (RT −1)Σ
1

2

︸ ︷︷ ︸

U

Σ2 Σ− 1

2 (RT −1)−1

︸ ︷︷ ︸

U−1

, (2.76)

RPRT = UΣ2UT . (2.77)

Solving RPRT (2.77) using SVD yields the eigenvector matrix U and eigenvalue ma-

trix Σ2. It was defined in (2.76) that ,

U = (RT −1)Σ
1

2 . (2.78)

Reorientating (2.78), the transformation matrix T is found (2.81),

(

UΣ− 1

2

)−1
=

(

RT −1
)−1

, (2.79)

UΣ− 1

2 = RT −1, (2.80)

T = Σ
1

2 U−1R. (2.81)

Neglecting insignificant eigenvalues in the Σ matrix (2.61), the corresponding T matrix

(2.81) that results in a system order reduction is found.

For example, an 18th order Pronys radiation kernel is used as the system to be reduced

to produce an accurate system whilst compressing the order of the system. By observ-

ing the Hankel singular values from the Σ matrix (2.61), as demonstrated when plotted

in Fig. 2.11, it can be shown that a small number of the values have the majority of the

energy in the system while other eigenvalues are insignificant. To reduce the order of
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the system, the insignificant eigenvalues are neglected, forcing a major size reduction

in the system. In this example, out of the 18 states that are in the system, the states

> 4 are neglected producing a new 4th order system (2.82) which produces an accurate

impulse response as shown in Fig. 2.12.
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Figure 2.11: Hankel singular eigenvalues for an 18th order Prony’s approximated sys-
tem

ẋr(t) =











−1.984 −1.738 −1.158 −0.5432

2 0 0 0

0 1 0 0

0 0 1 0











xr(t) +











256

0

0

0











ż(t)

Fr(t) =
[

80.39 78.18 107 −0.6106
]

xr(t) + −35.6ż(t)

(2.82)

It is clearly shown from Fig. 2.12 that not only does the 4th order reduced Pronys

system maintaining its accuracy from the 18th order system, but it also surpasses the

accuracy of the uncompressed 6th order Pronys system that was originally established

in section 2.2.5.1.
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Figure 2.12: hr11(t) radiation impulse responses with (i) the original WAMIT data, (ii)
the impulse response from the 4th order Pronys system that was reduced down from
an 18th order system, (iii) the impulse response from the 6th order Pronys system that
was from Section. 2.2.5.1, (iv) the error between the 4th order Pronys system and
the original WAMIT data, (v) the error between the 6th order Pronys system and the
WAMIT data

2.2.5.3 Kung’s Array Radiation Kernel Realisation

For a single device there is only one radiation force acting on the WEC. With multiple

WEC’s operating closely together there is interaction between devices. This can be

represented by radiation terms that relate the velocity of one device to the radiation

force acting on the other WECs, where these extra radiation terms are added to the

original Cummins equation (2.7) as shown in (2.83), for the ith device,

(M + mµ)z̈i(t) +
NH∑

j=1





t∫

−∞
hr,ij(t)żj(t − τ)dτ





︸ ︷︷ ︸

Fr,i(t)

+βzi(t) = FP T O,i(t) + Fex,i(t).

(2.83)

where, N is the number of devices in the WEC array and the viscosity force is ne-

glected. The matrix of continuous time radiation impulse responses can be found us-

ing WAMIT. Fig. 2.13 shows the impulse response hr11
(t) and hr12

(t) obtained using

WAMIT for two identical cylindrical point absorber devices at a separation of 40 m.
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It is demonstrated that the impulse response from one WEC acting on another device

is minor when compared to the impulse response from a device exerting upon itself.

Fig. 2.14 shows how the interaction term hr12(t) depends on the separation of devices.

It is a fair assumption to say that as the separation distance increases, the radiation

interaction become less significant.

In the Laplace domain the entire radiation subsystem can be modelled as a single multi-

input multi-output (MIMO) radiation system (2.84),











Fr,1(s)

Fr,2(s)
...

Fr,NH
(s)











=











Hr,11(s) Hr,12(s) . . . Hr,1NH
(s)

Hr,21(s) Hr,22(s) . . . Hr,2NH
(s)

...
...

. . .
...

Hr,NH1(s) Hr,NH2(s) . . . Hr,NHNH
(s)











︸ ︷︷ ︸

Hr(s)











Ż1(s)

Ż2(s)
...

ŻNH
(s)











.

(2.84)

This would simplify the modelling complexity when a centralised simulation model is

implemented. In this work, the radiation system of (2.83) will, however, be identified

as N single-input-multi-output (SIMO) subsystems (2.85). This allows the simulation

model to be directly used in both centralised and decentralised control models, as will

be shown in chapter 6.











Fr,1(s)

Fr,2(s)
...

Fr,NH
(s)











︸ ︷︷ ︸

F̃r(s)

=
NH∑

j=1




























Hr,1j
(s)

Hr,2j
(s)

...

Hr,NH j
(s)











Żj(s)

︸ ︷︷ ︸

F̃r,j
(s)


















F̃r(s) =
NH∑

j=1

F̃r,j(s)

(2.85)

As shown in (2.85), instead of all the NH radiation forces Fr,i(s) being generated by

a global system Hr(s) as in (2.84), the Fr,i(s) forces are generated by NH SIMO

subsystems. Even though this does not compress the global radiation system into a

single system (2.84), it still reduces the original NH
2 subsystems using a SISO system

down to NH subsystems.
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Figure 2.13: WAMIT radiation impulse response data for one devices with a separation
distance of 40 m: (i) Impulse response hr11(t) is the self generated radiation force, (ii)
Impulse response hr12(t) represented the effect of movement of the second device on
device 1
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Figure 2.14: WAMIT radiation impulse response hr12(t) for two device with a separa-
tion distance (i) 15 m ,(ii) 40 m and (iii) 150 m

Electrical Power Optimisation of

Grid-connected Wave Energy Converters using

Economic Predictive Control

47 Adrian C.M. O’Sullivan



2. WAVE-TO-WIRE MODELLING OF GRID

CONNECTED POINT ABSORBERS 2.2 Point Absorber Modelling

To create each SIMO system (2.85) in the continuous state space form (2.86) ,

ẋrj
(t) = Arj

xrj
(t) + Brj

żj(t)

F̃r,j(t) = Cr,jxrj
(t) + Dr,j żj(t)

(2.86)

where xrj
(t) ∈ R

n×1, żj(t) ∈ R
1×1, F̃r,j(t) ∈ R

NH×1, Arj
(t) ∈ R

n×n, Brj
(t) ∈ R

n×1,

Crj
(t) ∈ R

NH×n, Drj
(t) ∈ R

NH×1, a Hankel singular value decomposition (HSVD)

method is used (Kung et al. 1983). This was chosen over the Prony’s approximation

because of its ability to efficiently produce multivariate models from impulse response

data.

The HSVD method is based on a singular value decomposition method, where the sys-

tem model is found in the discrete domain and is then transformed into the continuous

domain. To implement an impulse response test in the discrete domain, the initial sam-

pled input ż(k) has a magnitude of 1/TH to emulate a continuous time impulse, as

shown in Fig. 2.15 with a sampling time of TH = 0.2 s.
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Figure 2.15: WAMIT radiation impulse data with: (i) The continuous hr11(t) impulse.
(ii) The continuous WAMIT radiation impulse sampled with TH = 0.2 s (iii) The input
discrete impulse signal with a magnitude of 1

TH
(in this case 1

TH
= 5 m.s−1)

The multi-output discrete state-space system for the jth velocity can be represented as

Electrical Power Optimisation of

Grid-connected Wave Energy Converters using

Economic Predictive Control

48 Adrian C.M. O’Sullivan



2. WAVE-TO-WIRE MODELLING OF GRID

CONNECTED POINT ABSORBERS 2.2 Point Absorber Modelling

the following,

xr,j(k + 1) = Ar,jxr,j(k) + Br,j żj(k)

F̃r,j(k) = Cr,jxr,j(k) + Dr,j żj(k),
(2.87)

where Fr,j(k) ∈ R
NH×1, xr,j(k) ∈ R

n×1 and żj(k) ∈ R
1×1, Arj

(t) ∈ R
n×n, Brj

(t) ∈
R

n×1, Crj
(t) ∈ R

NH×n, Drj
(t) ∈ R

NH×1,

F̃r,j(k) =











Fr,1j(k)

Fr,2j(k)
...

Fr,NHj(k)











(2.88)

żj(k) =
1

TH

u(k) =







1
TH

if k = 0

0 otherwise.

This can be rewritten as,

THxr,j(k + 1) = THAr,jxr,j(k) + Br,ju(k)

THF̃r,j(k) = THCr,jxr,j(k) + Dr,ju(k);
(2.89)

which simplifies to,

x̌r,j(k + 1) = Ar,jx̌r,j(k) + Br,ju(k)

F̌r,j(k) = Cr,jx̌r,j(k) + Dr,ju(k),
(2.90)

where x̌r,j(k) = THxr,j(k) and F̌r,j(k) = THF̃r,j(k).

Here, F̌r,j(k) is the sampled impulse response provided from a post process in

WAMIT which transforms a frequency domain WAMIT output to time domain im-

pulse response functions; in this case the impulse responses are also the radiation

forces. Stepping the system (2.90) into the future, the known outputs (F̌r,j(k), k =

0 → (2M − 1)) can be related to the system matrices (2.91). Assuming zero initial

conditions, x̌r,j(0) = 0, the following can be developed:
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k = 0







x̌r,j(1) = Ar,j����: 0
x̌r,j(0) + Br,j�

�
�*

1
u(0) = Br,j

F̌r,j(0) = Cr,j����: 0
x̌r,j(0) + Dr,j�

�
�*

1
u(0) = Dr,j

k = 1







x̌r,j(2) = Ar,jx̌r,j(1) + Br,j�
�
�*

0
u(1)

x̌r,j(2) = Ar,jBr,j

F̌r,j(1) = Cr,jx̌r,j(1) + Dr,j�
�
�*

0
u(1)

F̌r,j(1) = Cr,jBr,j

k = 2







x̌r,j(3) = Ar,jx̌r,j(2) + Br,j�
�
�*

0
u(2)

x̌r,j(3) = A2
r,jBr,j

F̌r,j(2) = Cr,jx̌r,j(2) + Dr,j�
�
�*

0
u(2)

F̌r,j(2) = Cr,jAr,jBr,j

etc.

(2.91)

Extending this 2M − 1 samples, the following can be formed in matrix form,














F̌r,j(0)

F̌r,j(1)

F̌r,j(2)
...

F̌r,j(2M − 1)














=














Dr,j

Cr,jBr,j

Cr,jAr,jBr,j

...

Cr,jA
2M−2
r,j Br,j














(2.92)

From (2.92), it is shown that F̌r,j(0) = Dr,j . Orientating the remaining radiation forces

F̌r,j(kg) (where kg ∈ {1, 2, . . . , 2M − 1}) in a symmetric square matrix yields (2.93),
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









F̌r,j(1) F̌r,j(2) · · · F̌r,j(M)

F̌r,j(2) F̌r,j(3) · · · F̌r,j(M + 1)
...

...
. . .

...

F̌r,j(M) F̌r,j(M + 1) · · · F̌r,j(2M − 1)











︸ ︷︷ ︸

H (Hankel matrix)

=











Cr,jBr,j Cr,jAr,jBr,j · · · Cr,jA
M−1
r,j Br,j

Cr,jAr,jBr,j Cr,jA
2
r,jBr,j · · · Cr,jA

M
r,jBr,j

...
...

. . .
...

Cr,jA
M−1
r,j Br,j Cr,jA

M
r,jBr,j · · · Cr,jA

2M−2
r,j Br,j











︸ ︷︷ ︸

G

(2.93)

where G can be written in terms of the observability and controllability matrices,

G =














Cr,j

Cr,jAr,j

Cr,jA
2
r,j

...

Cr,jA
M−1
r,j














[

Br,j Ar,jBr,j A2
r,jBr,j · · · AM−1

r,j Br,j

]

. (2.94)

Singular value decomposition of the Hankel matrix H (2.93), yields,

H = USVT (2.95)

where S (2.96) contains the eigenvalues that correspond to the dominance of each state,

S =











σ1 0 · · · 0

0 σ2 · · · 0
...

...
. . .

...

0 0 · · · σM











. (2.96)

The SVD (2.95) can be broken down further, producing matrices Ω and Λ,

Ω = US
1

2

Λ = S
1

2 VT .
(2.97)

These two matrices can then be related directly to the observability and controllability

matrices (2.94), since G = H = USVT = US
1

2 S
1

2 VT
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Ω = US
1

2 =














Cr,j

Cr,jAr,j

Cr,jA
2
r,j

...

Cr,jA
M−1
r,j














∈ R
NM×M (2.98)

Λ = S
1

2 VT =
[

Br,j Ar,jBr,j A2
r,jBr,j · · · AM−1

r,j Br,j

]

∈ R
M×M (2.99)

The Ar,j matrix can then be found, based on Ω, which is constructed from the eigen-

values and eigenvectors of the Hankel matrix H, where Ω is constructed from the first

(M − 1) rows of Ω and Ω̄ is constructed from the last (M − 1) rows of Ω.

Ar,j =














Cr,j

Cr,jAr,j

Cr,jA
2
r,j

...

Cr,jA
M−2
r,j














† 












Cr,jAr,j

Cr,jA
2
r,j

Cr,jA
3
r,j

...

Cr,jA
M−1
r,j














= Ω†Ω̄. (2.100)

The Br,j and Cr,j matrices can easily be found by taking the first N columns of the Λ

matrix and the first N rows of the Ω matrix. From (2.92) it was shown that F̌r,j(0) =

Dr,j . Taking these Ar,j , Br,j , Cr,j and Dr,j matrices, a continuous system can be

formed by transforming the discrete system into the continuous domain.

To reduce the systems order, some of the insignificant eigenvalues in S need to be

ignored. For example consider the SIMO system with a 40 m separation distance be-

tween the two devices, NH = 2 (Fig. 2.13), with M = 500. When plotting the

eigenvalues of S, it is clearly shown that the majority of the eigenvalues are negligible

when compared to the dominant eigenvalues, Fig. 2.16.

By neglecting these insignificant eigenvalues in the S matrix, the order of the system

can be drastically reduced without any disadvantage. Fig. 2.17 shows a 7th order

approximation showing that the system order can be dramatically reduced.
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Figure 2.16: Eigenvalues σm from S matrix when using two device 40 m apart, show-
ing that the states 8 to 500 can be ignored
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Figure 2.17: With two devices at a separation distance apart of 40 m. (i) Original
WAMIT hr11(t) data. (ii) Impulse data hr11(t) from the 7th order model. (iii) Original
WAMIT hr12(t) data. (iv) Impulse data hr12(t) from the 7th order model. (v) The
error between the WAMIT hr11(t) data and the 7th order approximation. (v) The error
between the WAMIT hr12(t) data and the 7th approximation
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2.3 Modelling the Electrical System

The wave to grid electrical system is made up of multiple components, as shown in Fig.

2.18. The WEC is connected to a generator, which in this case is a linear permanent

magnet generator (LPMG) (Leijon et al. 2005). The LPMG three phase terminals are

connected to a voltage source power converter (VSC) (Rodrguez et al. 2007), which is

made up of a bank of IGBTs. The power converter is connected to a DC voltage source

which is ideally kept at a constant voltage across a DC link capacitor. The currents

flowing in the LPMG are controlled by creating voltages from the power converter

using certain IGBT switching patterns. Transforming the three phase balanced system

into a two phase system using DQ transformation, the system becomes simplified,

hence allowing easier system control. Using a phase lock loop (PLL) (Chung 2000)

on the grid side enables the DQ transformation to synchronise with the three phase

system. The grid side control method consists of DC link voltage control and reactive

power control. Controlling the switching of the IGBTs within the power converter, the

DC-link voltage is maintained at a constant value, which is crucial for decoupling and

to ensure correct operation of the machine side converter.

VDC(t)

DC 

Link Inverter filter Network voltages

abc

dq
Control

l
t

p

fd2

3

Modulation

Control

Modulation

abc

dq

Grid 

impedance 

PLL

abc 

currents 

z(t)

ż(t)

abc currents 

& voltages θ/ω 
id
*(t) iq

*(t) Vdc
*(t) Q

*(t)

Figure 2.18: Schematic of the Wave to Grid electrical system which includes: a point
absorber WEC connected to a LPMG, the machine side converter, the machine side
controller using dq transformations, the DC-link capacitor, a grid side converter, grid
side converter filters, grid impedance network, network voltages, the grid side con-
troller utilising a dq transformation with a PLL.
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2.3.1 Linear Permanent Magnet Generator (LPMG)

To extract the energy from the WEC system a power take off (PTO) is utilised. With so

many device design variations in the wave industry, different PTO systems are utilised

to suit the various WECs operations (Antonio 2010). Some of the WEC operations

would include the oscillating water column (OWC) which uses the water level within

a chamber to compress air through an air turbine (Amundarain et al. 2011). An over-

topping device allows water to gather in a floating reservoir where gravity pushes the

water down through a fluid turbine (Igic et al. 2011). In (Henderson 2006) a Pelamis

WEC is utilised where hydraulic PTOs are used to extract energy from multiple hinges

that are flexing while being excited by incoming waves. In (Tedeschi et al. 2011) a di-

rect drive rotary generator connected to a point absorber is utilised in extracting power

from the incoming waves. In (Wu et al. 2008) an Archimedes waves swing (AWS) is

utilised with a linear permanent magnet generator, where the LPMG has higher power

density and efficiency due to the transverse flux permanent magnet design.

In this thesis, the chosen PTO is a LPMG (Polinder et al. 2004). The LPMG, when

compared to a generic rotary generator, has a much higher force density and has fewer

mechanical components such as gearboxes and stator brushes. These characteristics

make the LPMG well suited for the WEC application. Choosing the power rating of

the LPMG is an important matter, where a small PTO force range can occur if the

LPMG is underrated. Without a generous PTO force range, the control operation of

the system may become restricted leading to possible system damages. By correctly

choosing the PTO power rating, the chances of potential system damages will decrease.

Choosing the appropriate PTO power rating depends on multiple factors (Aubry et al.

2012), which are not necessarily electrically related, such as the geographical location

of the WEC which is characterised by a sea spectrum (Lenee-Bluhm et al. 2011), the

design of the WEC (Garcia-Rosa & Ringwood 2016), the electrical constraints on the

grid side, the power ratings of the power electronics and cabling (Lovelace et al. 2000,

Molinas et al. 2007).

In this thesis, a 2 MW peak power rated LPMG was used (Polinder et al. 2004), where

the LPMGs characteristics are shown in Table 2.3

With the combination of the PTO force and velocity constraints, the power is inherently

restricted. The heave z(t) constraint is included as there is a limitation on how far the

translator can travel before the common surface area between the translator and the

stator starts to become a function of the translator heave position, as shown in Fig.

2.19, reducing the flux linkage and hence reducing the LPMG force density. Like a
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Table 2.3: LPMG design characteristics

LPMG values
Parameter names Parameters Units Value

Leakage inductance L H 0.028
Stator resistance R Ω 0.27

Pole pitch τ m 0.1
Flux linkage λfd Wb 46

Translator velocity z(t)max m ±3.5
Translator velocity limit ż(t)max m/s ±2.2

PTO force limit FP T O(t)max N ±933000
Current controller sample time Tgen s 0.001

Switching time of IGBTs Tswitch s 0.0001

z(t)
z(t)

max

Figure 2.19: Schematic of a point absorber WEC connected to an LPMG with the
translators/WEC heave displacement z(t). The heave displacement restriction of
−z(t)MAX ≤ z(t) ≤ +z(t)MAX . When the heave displacement of the LPMG ex-
ceeds the heave displacement constraint, the common surface between the stator and
translator is reduced, hence reducing the force density of the generator

generic rotary generator, the LPMG is a three phase machine where each phase can be

represented by a set of symmetrical equations (2.101), as shown in the circuit diagram

Fig. 2.20,
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ea(t) L R va(t)

ia(t)

eb(t) L R vb(t)

ib(t)
ec(t) L R vc(t)

ic(t)

Figure 2.20: A circuit diagram of a balanced three phase generator
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, (2.101)

where ea(t), eb(t) and ec(t) are the induced voltages generated by the movement of the

translator. With a sinusoidally wound stator, the induced voltages eabc(t) are a func-

tion of the heave displacement and velocity as shown in (2.102), where each induced

voltage is 120o out of phase with each other,








ea(t)

eb(t)

ec(t)








=




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


ż(t)π
τ
λfd sin

(
π
τ
z(t)

)

ż(t)π
τ
λfd sin

(
π
τ
z(t) − 2π

3

)

ż(t)π
τ
λfd sin

(
π
τ
z(t) − 4π

3

)








. (2.102)

As a comparison, consider the ’a’ phase of a standard rotary machine as shown in

(2.103),

ea(t) = +ω(t)λfd sin (θ(t))

θ(t) =

t∫

0

ω(τ)dτ,
(2.103)

when operating in steady state with a constant rotating speed, the induced voltage for

rotary machine looks sinusoidal, as shown in Fig. 2.21.

On the other hand, for an LPMG being used in a wave energy application the transla-

tor reciprocates. If, for simplicity, a monochromatic wave is assumed, then both the

velocity ż(t) and the heave displacement z(t) vary sinusoidally, creating an amplitude

modulated waveform as shown in Fig. 2.22,
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Figure 2.21: The waveforms corresponding to a single phase induced voltage from
a generic rotary generator with (a) the angular velocity ω(t) of the machine, (b) the
angular displacement θ(t) of the machine and (c) the resulting single phase induced
voltage ea(t) of the machine
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Figure 2.22: The waveforms corresponding to a single phase induced voltage from an
LPMG with (a) the angular velocity ω(t) of the LPMG, (b) the angular displacement
θ(t) of the LPMG and (c) the resulting single phase induced voltage ea(t) of the LPMG
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2.3.2 Parks Transformation

Utilising Parks transformation a two phase system can represent the balanced three

phase system (Mohan 2014), where this transformation matrix is a function of the

electrical angular position θ(t) (2.105). In the case of the LPMG the angular position

depends on the heave displacement of the translator (2.104),

θ(t) =
π

τ
z(t) (2.104)

Using the transformation matrix (2.105), the three phase signals can be transformed

onto the dq0 axis,


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

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

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3
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) − sin(θ(t) − 4π
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






.

(2.105)

With this transformation, the dq0 model of the LPMG is produced (2.106),

L
d

dt




id(t)

iq(t)



 =




ed(t)

eq(t)



−



vd(t)

vq(t)



−L
π

τ
ż(t)




−iq(t)

id(t)



−R




id(t)

iq(t)



 (2.106)

where, 


ed(t)

eq(t)



 =




0

√
3
2
λfd

π
τ
ż(t)



 . (2.107)

The real and imaginary power values in the dq0 domain are (2.108),

P (t) = vq(t)iq(t) + vd(t)id(t)

Q(t) = vd(t)iq(t) − vq(t)id(t)
(2.108)

The PTO force produced by the LPMG, depends on the stator currents, the flux linkage

and the pole pitch, as shown in (2.109),

FP T O(t) =
π

τ

√

3

2
(λdiq(t) − λqid(t)) . (2.109)

The LPMG used in this thesis is a non-salient machine, hence the PTO force can then

be simplified to λq = 0 and λd = λfd. The force for the LPMG used in this thesis is
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Figure 2.23: A block diagram of the interface between the digital current control and
the 3 phase LPMG, which includes the SVM and the parks transformation block that
transforms the iabc(t) currents into the dq domain idq(t).

given by (2.110),

FP T O(t) =
π

τ

√

3

2
λfdiq(t) =

π

τ
λ

′

fdiq(t) (2.110)

uc(t) =
π

(M + mµ)τ

√

3

2
λfdiq(t) =

π

(M + mµ)τ
λ

′

fdiq(t) (2.111)

where λ
′

fd =
√

3
2
λfd.

2.3.3 LPMG Control

Fig. 2.23 shows a block diagram for an LPMG, with inner digital current controllers.

Since the PTO force does not depend on id(t) (2.110), the D axis current is typically

regulated to i∗
d(k) = 0 A. A current set point i∗

q(k) is sent to the iq(t) control loop to

produce the desired force F ∗
P T O(k). In this work a digital proportional-integral gain

controller is used for both current control loops. Utilising the following decoupling

configurations in the control scheme (2.112),

vd(k) = L
π

τ
iq(k)ż(k)

︸ ︷︷ ︸

i∗

d
(k) Decoupler

− md(k)
︸ ︷︷ ︸

control signal

vq(k) = −L
π

τ
id(k)ż(k) + λ

′

fd

π

τ
ż(k)

︸ ︷︷ ︸

i∗

q(k) Decoupler

− mq(k)
︸ ︷︷ ︸

control signal

,
(2.112)
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then the disturbances such as coupling idq(k) currents and the LPMG velocity become

diminished, hence improving the current control of the system and simplifying the cur-

rent controller design. Passing the dq discrete voltages vdq(k) through a space vector

modulator (SVM) (Habetler et al. 1992) after the decoupling process the switching pat-

terns of the power converters for each phase are set, as shown in Appendix A. Taking

the mean of the pulse width modulated (PWM) (Holmes & Lipo 2003) voltages over

the current controller sampling time Tgen, the continuous three phase voltages vabc(t)

are formed, where a time delay of Tgen represents the response of the IGBT switching.

Fig. 2.24 shows an equivalent layout to Fig. 2.23, substituting the SVM and power

converters with a time delay Tgen and the 3 phase LPMG and parks transformation

with a corresponding DQ model. The simplified control scheme as shown in Fig. 2.24

is also the simulation model used throughout the remainder of the thesis.
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Figure 2.24: A block diagram of the digital current control for the LPMG in the DQ
domain.

Assuming the decouplers produce disturbance rejection and the switching process is

representable by a time delay, neglecting terms in (2.106) yields (2.113),

L
d

dt
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
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

 − R




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

 . (2.113)

Using the Laplace transform, the continuous time equations (2.113) are represented in
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the s domain (2.114),

Id(s)

Md(s)
=

1
L

s + R
L

e−sTgen

Iq(s)

Mq(s)
=

1
L

s + R
L

e−sTgen .

(2.114)

Assuming a zero order hold (ZOH) with a sampling time Tgen, the continuous transfer

function (2.114) is discretised using a modified z-transform (Kanasewich 1981), this

yields (2.116),

Id(z)

Md(z)
= Z

{(

1 − e−sTgen

s

) (
1
L

s + R
L

)

e−sTgen

}

(2.115)

Id(z)

Md(z)
=

z−2
(

1 − e− R
L

Tgen

)

R
(

1 − z−1e− R
L

Tgen

) . (2.116)

Substituting the system parameters from Table 2.3 into (2.116), yields (2.117),

Id(z)

Md(z)
= Gd(z) =

0.0355

z (z − 0.9904)
. (2.117)

Since iq(t) has the same structure as id(t) (2.113), the modified z transform produces

the same discrete transfer function, as shown in (2.118),

Iq(z)

Mq(z)
= Gq(z) =

0.0355

z (z − 0.9904)
. (2.118)

With the power converter delay incorporated in the discrete model, a corresponding

discrete PI controller is then designed. A PI controller is chosen, as a zero tracking

error is attainable. With the IGBT switching included in the system as a time delay,

the controlled system can become harder to control. However, using a piecewise-linear

outer controller input signal, the overshoot effect of the inner loop control system can

become insignificant. In this case a fully discrete PI controller is designed. First, the

discrete PI transfer function is presented as (2.119),

Mq(z)

Eq(z)
= Cq(z) = K1

(
z − K2

z − 1

)

. (2.119)

The standard layout of the closed loop control schematic is shown in Fig 2.25, where

Hd(z) = Hq(z) = 1 in this case.

Since the two discrete systems (2.117) and (2.118) are identical, it is only necessary to
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Figure 2.25: A block diagram of the digital current control for the LPMG in the DQ
domain.

design a single current controller and then use the same controller design for the other

current loop. In this case, the PI controller is designed using a discrete root locus. Inner

controller design parameters were chosen to allow a fast inner loop response time while

maintaining an acceptable step response overshoot. Hence, allowing a proper reference

tracking of the outer control, which utilises an outer sampling time of TL = 0.1 s,

Peak overshoot = 100e
−ζπ√
1−ζ2 % = 14%

Settling time =
4

ζωn

= 0.015 s,

which corresponds to

ζ = 0.5339

ωn = 499.388 rad/s.

With these design parameters, the continuous design pole becomes (2.120),

s = −ζωn ± jωn

√

1 − ζ2

= −266.666 ± j422.229,
(2.120)

which in the discrete domain becomes (2.121),

z = esTgen

= e

(

−ζωn±ωn

√
1−ζ2

)

Tgen

= 0.76592e±j0.422 = 0.6987 ± j0.3137.

(2.121)
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The controller is designed to place the 2 closed loop poles at z = 0.6987 ± j0.3137.

This yields the discrete PI controller (2.122),

Mq(z)

Eq(z)
= Cq(z) = 11.968

(
z − 0.8187

z − 1

)

. (2.122)

The resulting closed loop step response and the frequency response are shown in Fig.

2.26 and Fig. 2.27. The closed loop bandwidth of the controlled LPMG system is

986 rad/s, which is sufficient for controlling the idq(t) currents when the outer control

system has a much lower bandwidth, as will be shown in the next chapter.
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Figure 2.26: Step response of closed loop controlled LPMG with a settling time of
0.025 s and a peak overshoot percentage of 58%.
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Figure 2.27: Frequency response of closed loop controlled LPMG with a bandwidth of
986 rad/s.
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2.3.4 Grid Integration

As was shown in section 2.3.3, the DQ currents are controlled by manipulating the

DQ controlling voltages vd(k) and vq(k). In a real life system, the DQ controlling

voltages are created using pulsed signals that are produced using SVM, where the DQ

voltages are limited to
√

v2
d(k) + v2

q (k) ≤
√

3
2

VDC(t). The SVM produces three phase

controlling voltages vabc(t) that are directly dependent on VDC(t). Without a reliable

constant VDC(t), the control of the LPMG can become difficult.

Controlling the VDC(t) voltage to be constant using the grid side converter, decouples

the generation from the grid side (Lakshmi & Hemamalini 2016). As shown in Fig.

2.29, the grid and DC-link are represented by the following DQ domain continuous

Pgen(t)

VDC(t)

Pgrid(t)

PDC(t)

DC 

Link
Grid side 

Inverter

Wave farm 

network
Grid

Machine side 

Inverter

vabc,g(t) v'abc,g(t)

PCC

Q(t) 0

v'q,g(t) 0

Figure 2.29: A schematic of the overall system from wave to wire; starting from the
WEC connected to the LPMG, which is controlled by the voltages generated from the
machine side inverter that is limited by the voltage across the DC-link. The DC-link is
controlled by the grid side inverter that interacts with (in this case) an ideal grid.

equation,

Pgrid(t) = Pgen(t) − PDC(t) (2.123)

where

Pgrid(t) = vdg
(t)idg

(t) + vqg
(t)iqg

(t)

Pgen(t) is the power generated from the WEC,

PDC(t) = CdcVDC(t)
dVDC

dt
,

yielding (2.124),

CdcVDC(t)
dVDC

dt
= Pgen(t) −

(

vdg
(t)idg

(t) + vqg
(t)iqg

(t)
)

. (2.124)
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The active and reactive power flows at the point of common coupling (PCC) on the

grid side are represented as (2.125) and (2.126),

P (t) = v
′

dg
idg

(t) + v
′

qg
iqg

(t) (2.125)

Q(t) = v
′

dg
iqg

(t) − v
′

qg
idg

(t), (2.126)

where v
′

dg
and v

′

qg
are the DQ voltage at the PCC which are assumed constant. With

the PLL connected to the PCC, as shown in Fig. 2.29, it becomes possible to align

v
′

qg
= 0 (Vittal & Ayyanar 2012). With v

′

qg
= 0, the active and reactive powers are

independently controlled by the D and Q grid side converter currents respectively, as

shown in (2.127) and (2.128),

P (t) = v
′

dg
idg

(t) (2.127)

Q(t) = v
′

dg
iqg

(t). (2.128)

The current dynamics of the grid-side converter are modelled by (2.129) and (2.130),

Lw

didg

dt
= −Rwidg

(t) + Lwω(t)iqg
(t) + vdg

(t) − v
′

dg
(2.129)

Lw

diqg

dt
= −Rwiqg

(t) − Lwω(t)idg
(t) + vqg

(t) − v
′

qg
(2.130)

where ω is the electrical speed (in this case ω = 314.159 rad/s because the grid fre-

quency is 50 Hz); v
′

dg
(t) and v

′

qg
(t) are the voltages at the PCC and Rw and Lw are

the values that respectively represent the impedance between the grid side converter

and the PCC (Perera et al. 2013). Controlling iqg
(t) = 0 so that Q(t) = 0 and assum-

ing v
′

qg
= 0, (2.124), (2.129) and (2.130) are combined, yielding (2.131), which is a

non-linear system,

dVDC

dt
=

1

CdcVDC(t)

[

Pgen(t) − Lwidg
(t)

didg

dt
+ Rwi2

dg
(t) + v

′

didg
(t)

]

. (2.131)

Linearising (2.131) yields (2.132),

˜VDC(s) =
Kgen

s
˜Pgen(s) +

Kid
(1 + sTid

)

s
Ĩdg

(s). (2.132)

The DC-link voltage VDC(t) is controlled using a cascade controller as shown in Fig.

2.30. The outer VDC(t) controller sends i∗
dg

(t) reference signals to the inner loop of the

cascade controller which controls the idg
(t) current at a much higher bandwidth than

the outer control loop. In respect to the outer control loop, the inner idg
(t) controller
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loop is estimated as a first order transfer function (2.133) and the outer control loop

utilises a PI controller (2.134).

Ĩdg
(s)

Ĩ∗
dg

(s)
=

1

1 + sτ
(2.133)

Ĩ∗
dg

(s)

Ẽ(s)
=

Kp (s + KT )

s
. (2.134)

Kid(sTid+1)
s

Kgen

s

Kp(s+KT)
s

1Idg(s)
~* Idg(s)

~

Pgen(s)
~

E(s)
~

+
-

+
+

VDC(s)
~* VDC(s)

~

Faster current

control loop

Figure 2.30: The cascade control scheme which shows the slower outer VDC(t) con-
troller and a faster inner idg

(t) controller which in this case is estimated as a first order
system.

Ignoring the disturbances from (2.132), the open loop transfer function ˜VDC(s)/Ẽ(s)

is found (2.135),
˜VDC(s)

Ẽ(s)
=

KpKid
(s + KT ) (sTid

+ 1)

s2 (sτ + 1)
, (2.135)

where

Kid
= −

v
′⋆
d + 2Rwi⋆

dg

CdcV ⋆
DC

(2.136)

and

Tid
=

Lwi⋆
dg

v
′⋆
d + 2Rwi⋆

dg

, (2.137)

where the systems operating point are denoted using ⋆.

The sensitivity of the closed loop system depends on the Pgen(t) level, where the cor-

responding i⋆
d operating point can become negative which consequently makes the sys-

tems zero 1/Tid
negative (2.135) where,

Tid
< 0 : if {− v

′

d

⋆

2Rw

< i⋆
d < 0} non-minimum phase system. (2.138)
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Figure 2.31: The cascade control scheme which shows the slower outer VDC(t) con-
troller and a faster inner idg

(t) controller which in this case is estimated as a first order
system.

If Tid
≥ 0, the closed loop system is an easily controlled minimum phase system,

as shown in Fig. 2.31(a).If Tid
< 0 (2.138), the closed loop system becomes a non-

minimum phase system, which can lead to an unstable system if over-tuned (Dirscherl

et al. 2017). An example of a non-minimum phase system occurring due to a negative

Tid
is shown in Fig. 2.31(b). It is demonstrated in Fig. 2.31 that during a minimum

phase system, a stable system is feasible at a gain of Kp ≥ 0. However, the controller

during a non-minimum phase has to be carefully detuned to maintain system stability.

Furthermore, by detuning the VDC(t) controller, the controller consequently increases

the DC-link voltage VDC(t) variability which is undesirable as problems may arise on

the generation side.

How easily controllable the VDC(t) link is depends on the power exported from the

generation side Pgen(t) onto the grid side and the weakness of the grid. The most

convenient method is to treat the grid network, as shown in Fig. 2.29, as an ideal

network where the voltages from the grid v‘
q(t) and v‘

d(t) are assumed constant. This

method would be sufficient when importing close to constant power and when the grid

is strong. However, for weaker grids and fluctuating power levels, stability problems

may transpire (Kundur et al. 1994). With wave energy resources located in remote ar-

eas, there is a high probability that long transmission lines will be used, hence causing

a weak grid (Huang et al. 2012).

Grid networks, as was estimated in Fig. 2.29, are modelled using a series impedance

Zs = Rs + jXs, as shown in Fig. 2.32, where Vabc(t) is the three phase source voltage

which is constant. The series impedance Zs is found using a grid impedance angle Ψg
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Grid diagram

Vabc(t)Rs
Ls

Rs
Ls

Rs
Ls

v'a(t)

v’b(t)

v’c(t)

Figure 2.32: A circuit diagram showing an equivalent grid impedance, selecting these
values will define the grid strength.

and the short circuit ratio (SCR) (Drbal et al. 1996). The SCR is defined as (2.139),

SCR =
Ssc

Sn

(2.139)

where Ssc is the short circuit level of a certain point on the grid and Sn is the nominal

power level produced from the generation side. The grid is considered weak if SCR <

3 (Krishayya et al. 1997), although there have been cases where wind farms were able

to operate during SCR = 2 (Diedrichs et al. 2012). By knowing the grid impedance

angle Ψg and the SCR values of the grid the grid impedance can be found, as in (2.140)

and (2.141),

tan (Ψg) =
Xs

Rs

(2.140)

Ssc =
V 2

√

R2
s + X2

s

, (2.141)

where V is the line-to-line voltage of v
′

abcg
(t). With these parameter found, the grid

network can be modelled and simulated. However, in this thesis the main objective is

maximising electrical power extraction from the energy source and only dealing with

the wave to DC-link system, therefore assuming an ideal constant DC-link at all times.

2.4 Summary

In this chapter, the entire system from wave to grid was analysed. The point absorber

modelling was introduced where it was shown how the nonlinear Navier-Stokes equa-

tions could be simplified down into a simplistic linear Cummins equation. The mod-

elling of polychromatic waves was then covered where sea spectrum and excitation

wave surface elevation modelling was analysed. The modelling of the radiation convo-
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lution integral was then introduced. Prony’s exponential method was analysed, where

an acceptable approximation for a SISO radiation subsystem could be found if a high

order system was utilised. Using SVD to accomplish a balanced model reduction, the

high order Prony’s approximation was simplified. Using multiple impulse responses,

HSVD was utilised to create a SIMO radiation subsystem, where a balanced model

reduction is unnecessary.

An LPMG model was then introduced, where the differences in operation between a

linear PMG and a rotary PMG were highlighted. Assuming a balanced three phase

LPMG model, the Parks transformation transformed the three phase system into a

convenient two phase DQ system. The LPMG currents were then controlled to produce

forces, where the current control was accomplished using a digital PI controller with a

high bandwidth. The dependency on a constant DC link voltage was then emphasised,

where matters such as voltage instabilities due to weak grids and fluctuating power

levels could cause problems in controlling a constant DC link voltage which in turn

could cause LPMG force control problems.
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Chapter 3

Control of Wave Energy Converters

3.1 Introduction

IN the wave energy industry, there are many different WEC mechanical designs, each

of which could benefit from active control to ensure that the best power extraction

occurs and that the system is not driven beyond its physical and electrical design limi-

tations. In this chapter, WEC control techniques are investigated, where both classical

control and more modern control techniques are discussed.

Classical control methods, such as reactive control and latching (Budal & Falnes 1977,

1980) can be used to optimise the mechanical power extracted. These methods are

popularly used because of their causality which enables the system to produce sub-

optimal or optimal results without the need for a prediction of the future oncoming

excitation wave. However, with the classical methods aggressive mechanical forces

occur, causing a forced system oscillation which can lead to system damages. With

classical control methods it is possible for system constraints to be included in the

control. However, with modern techniques such as predictive control, maximum av-

erage mechanical power can be extracted while easily considering the systems linear

and non-linear restrictions.

In this chapter, model predictive control (MPC) (Maciejowski 2002) is discussed,

where most of the work in this thesis focuses on an economic MPC (O’Sullivan &

Lightbody 2017). First, economic MPC is shown to produce close to optimal aver-

age mechanical power. Furthermore, the omission of losses within the optimisation

process yields a significant reduction in power yield (even negative) at lower frequen-

cies; this is important since the sea spectrum is dominated by lower frequencies for
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energetic seas. By including the generator (LPMG) losses (Polinder et al. 2004) in the

optimisation, the maximum average electrical power is captured. By implementing a

first order hold (FOH) instead of a zero order hold (ZOH), the quality of the instanta-

neous electrical power can be improved for grid integration (O’Sullivan & Lightbody

2015).

3.2 Classical Control

The simplest method for extracting power from the incoming excitation waves is to use

passive damping. With a passive damper, the PTO force produced is the product of the

WEC velocity ż(t) and a constant damping value ζ , which can be pre-set. Depending

on the ζ value, the power extraction across the frequency domain can be altered. A

damped system will decrease oscillations around the natural frequency of the WEC,

as shown in Fig. 3.1. Passive damping control is easy to implement, once the appro-

priate damping coefficient has been chosen (i.e. the damping coefficient would have

to be tuned differently for each frequency to obtain the most power). Even though the

control is simplistic, it is not the most efficient method in extracting power since the

only frequency where maximum average power extraction can occur is at the natural

frequency of the WEC, which is shown in Fig. 3.1.

To combat this inefficiency, classical control methods were introduced (Falnes 2007).

Classical control methods were incorporated into the WEC system initially to max-

imise the average mechanical power absorption from the excitation waves. For this to

occur there needs to be an active PTO force which will cause the system to oscillate,

hence causing higher instantaneous speeds and greater instantaneous power.

3.2.1 Latching Control

Latching control is a control method that was introduced by (Falnes & Budal 1978)

to produce close to maximum average mechanical power from the WEC system. The

latching control operation, as shown in Fig. 3.2, uses a mechanical latching brake to

force the WEC’s velocity to be in phase with the excitation wave force; this phase lock

enables optimum average power absorption. As shown in Fig. 3.2, the latching break

is applied when the WEC’s velocity reaches zero. The latching break is enabled for a

duration of TLH . The latching duration TLH is tuned so that the WEC velocity will be

in phase with the excitation wave, causing optimum conditions for maximising average
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Figure 3.1: Average power curves corresponding to a range of ζ damping coefficients,
superimposed on the maximum average power curve for monochromatic wave excita-
tion with 1 m wave height.

power absorption. As shown from Fig. 3.2, the velocity is zero for the TLH duration,

disabling power absorption. However, forcing the WEC velocity to be in phase with

the wave excitation force causes an increased power absorption on average.

Time (s)

Wave force WEC velocity WEC position

TLH

Figure 3.2: Example WEC motion waveforms created from latching control when
exerting a sinusoidal excitation wave
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Latching has been applied to maximise the mechanical power extracted from oscillat-

ing water columns (OWC) (de O Falcão 2002). The OWC, as shown in Fig. 3.3, when

moving in heave motion, compresses air from the air chamber which is between the

water surface and the latching mechanism. When the OWC is unlatched, air is allowed

to flow through a bi-directional turbine. Previous devices using this method have been

Air 

Chamber

Latching 

Valve

Turbine

Figure 3.3: Example of the oscillating water column WEC device

inefficient due to the design of the latching mechanism and turbine (Antonio 2010).

However, in recent times, with much better latching valves and turbine design, the

effectiveness of the system seems promising (Henriques et al. 2017).

Other derivatives of the latching method have also been investigated, such as declutch-

ing (Babarit et al. 2009). Declutching control involves disengaging the PTO from the

WEC, allowing the WEC to free-wheel. By disengaging the PTO from the WEC, the

WEC’s velocity is allowed to naturally synchronise with the excitation wave force.

Latching and declutching methods are very similar in their concepts. However, given

a certain frequency range, one method can be preferable over the other (Feng & Ker-

rigan 2013). For standard latching, the control system is optimal when the resonance

period of the WEC is shorter than the period of the excitation wave. Furthermore, for

declutching control, the opposite applies, where the performance is optimal when the

resonance period is longer than the period of the excitation wave. Both of these meth-

ods can produce close to maximum energy extraction from the system if the timing se-

quences are optimally tuned, hence these methods are sufficient replacements for pas-

sive damping control. Considering that these methods are designed for monochromatic

seas, the operation becomes problematic when the WEC is introduced to polychro-

matic excitation waves, where the optimum control actions are non-unique (Babarit

et al. 2004).
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3.2.2 Reactive Control (Optimal Control)

Reactive control (otherwise known as impedance matching control) was one of the first

control methods developed to maximise the average mechanical power from the WEC

system (Budal & Falnes 1977). The method involves controlling the magnitude and

phase of the WEC velocity in relation to the excitation wave; in this case a phase-lock

occurs between the WEC velocity and the excitation wave.

For regular excitation waves, the reactive control algorithm creates optimum control

forces that force the WEC’s velocity to be in phase with the excitation wave, hence

cancelling the systems reactive components and extracting the maximum amount of

average power. For a regular wave with excitation frequency ω, the system (2.11,

page 29) can be represented in the frequency domain as (3.1),

Ż(ω)Ωi(ω) = Fex(ω) + FP T O(ω), (3.1)

where Ż(ω), Fex(ω) and FP T O(ω) are the WEC velocity, the excitation wave force and

the external PTO force, all defined in the frequency domain. Furthermore, Ωi(ω) is the

system impedance in the frequency domain (3.2),

Ωi(ω) =

[

jω (M + mµ) + Hr(ω) +
β

jω

]

. (3.2)

Theoretically, the following PTO force choice will maximise the mechanical energy

extracted,

F ∗
P T O(ω) = Ż(ω)Ω̄i(ω), (3.3)

where Ω̄i(ω) here indicates a complex conjugate. With this choice, the resultant opti-

mal velocity is (3.4),

Ż∗(ω) =
1

Ωi(ω) + Ω̄i(ω)
Fex(ω)

=
1

2ℜ{Hr(ω)}Fex(ω)

(3.4)
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3.2.3 Implementing Reactive Control

In practice, reactive control is usually expressed as a speed control problem, in which

the FP T O is manipulated to force the WEC to travel at this desired optimal velocity

(as shown in Fig. 3.4). For irregular seas with a narrow-banded spectrum, if the in-

FPTO(t)

PI

controller

ż*(t)

ż(t)

desired

velocity

measured speed

-

+

Figure 3.4: Basic reactive control system

stantaneous frequency, ω̂(t), of the wave is estimated (Fusco & Ringwood 2013) and

the excitation wave is assumed to have a narrow frequency bandwidth, then the de-

sired velocity can be approximated as ż∗(t) = 1
2ℜ{Hr(ω̂)}fex(t) which uses the estimate

ω̂ to provide a realisable controller. Using 1
2ℜ{Hr(ω)} as a look up table, the reactive

control scheme is shown in Fig. 3.5, including the LPMG PTO, with current control.

++ PI PWM

LPMG

+ PPI WMPW

WEC

-

PI PWMPP
+

-

Faster inner loop Fex(k)

id*(k)

iq*(k)

vd(k)

vq(k)

Fex(t)

PREDICTOR

0A

     

ω(k)
^

LOOK UP

TABLE

Fex(k)

PI

+

-

ż
*(k)

z (k)
.

Figure 3.5: Reactive control schematic

This is a cascade controller, in which the inner current control is of a high bandwidth

and the outer control designed to control the reference optimum speed is of a lower

bandwidth. Fig. 3.6 shows the average power absorbed from the system using reactive

control, where the excitation waves are regular monochromatic waves with an ampli-

tude of 1 m. The ideal PTO shows the average power extracted from the wave, which is

50% of the available power in the wave. This average power produced is the maximum

that can be extracted from the unconstrained system. However, the disadvantages to

this method are:
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• For optimum velocity references to be found, the excitation wave height and

frequency must be predictable.

• The PTO forces to create these maximum average powers may be unrealistically

large, causing major instantaneous power swings that would be unacceptable for

exporting onto the grid .

A causal approximation of the impedance matching method was created (Fusco &

Ringwood 2011) which produces sub-optimal results. Using a constant velocity refer-

ence gain to estimate the frequency dependent velocity reference gain across a certain

bandwidth, the control system becomes causal and produces promising results once the

excitation wave stays within the designated narrow-bandwidth. Other methods, such

as the Galerkin method (Barcelli & Ringwood 2013), decomposes the irregular excita-

tion wave into a series of frequency components; this allows the impedance matching

theory to be implemented on a system that is being excited by polychromatic waves,

however this assumes a discrete spectrum. Even with these improvements, there is still

the problem that the PTO forces created maybe unacceptably high.
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Figure 3.6: Average power extracted from monochromatic waves with amplitude of
1 m using reactive control with an (i)Ideal PTO (ii)LPMG with resistance of 0.027 Ω
(iii)LPMG with resistance of 0.09 Ω (iv)LPMG with realistic resistance of 0.27 Ω

When a realistic PTO is included (Polinder et al. 2004), with a resistance of R =

0.27 Ω, the actual electrical power extracted is substantially reduced. Even using a

PTO with an unrealistically low resistance value of R = 0.027 Ω, the absorbed average

power has deteriorated at frequencies other than the natural frequency of the WEC; this

however could still be viable, depending on the spectrum of the excitation wave.
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If the flux linkage λfd (2.107) is not large enough, the LPMG will be under-excited

in the low velocity regions. This may require the converter voltages vq(t) and vd(t) to

change sign, resulting in a draw of power from the grid, in order to control the speed of

the machine. From these results, it is clearly shown that the classical reactive control

technique is not suitable when a non-ideal PTO is used.

3.3 Model Predictive Control (MPC)

3.3.1 Reference Point Tracking MPC

Classical control methods are acceptable for monochromatic waves when the mechan-

ical and electrical constraints of the system are unimportant. However, with modern

control techniques, better average power can be found for irregular seas whilst eas-

ily incorporating the systems restrictions into the control. Model predictive control

(MPC) (Maciejowski 2002) is an ideal candidate for maximising the energy harvest

from WECs; it is based on finding optimal control variables that minimises a discre-

tised cost function that is dependent on the future states of the system.

Standard reference point tracking MPC is the most popular form of MPC (Camacho

& Alba 2013), where the concept is shown in Fig. 3.7. This method involves having

future set points s(k + i), which in this case is a constant value across the prediction

horizon Np (Fig. 3.7). The predicted outputs ŷ(k+i|k) of the system (3.5) are required

to reach the controller set point s(k + i) after a stated time period; in this case it is Tset.

x̂(k + i + 1|k) = Ax̂(k + i|k) + Bû(k + i|k)

ŷ(k + i|k) = Cx̂(k + i|k) + Dû(k + i|k),
(3.5)

where

û(k + i|k) =







û(k + i|k), if i < Nc + 1

û(k + Nc|k), if i > Nc,

where i ∈ {0, 1, . . . , Np}, Np is the prediction horizon and Nc is the control horizon,

where Nc <= Np.

To reach this set point value at time Tset, reference trajectory points r(k + i) are incor-

porated which are user specified. Utilising the reference trajectory points across the

prediction horizon Np, the future control variables û(k + i|k) can be found by solving

a least squares minimisation problem (3.6); essentially minimising the error between
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the reference trajectory points r(k + i|k) and the Np û(k + i|k) dependent predicted

outputs ŷ(k + i|k) across the prediction horizon (Fig. 3.7).

min
û(k|k),...,û(k+Nc−1|k)







Np∑

i=1

‖ŷ(k + i|k) − r(k + i|k)‖2






(3.6)

where Np is the prediction horizon, Nc is the control horizon and 1 ≤ Nc ≤ Np.

After solving for the control variables û(k+i|k) by minimising (3.6), it is only the first

value û(k|k) that is implemented on the system. The process is then repeated at the

next time step. The prediction horizon Np and control horizon Nc stay the same length

at each optimisation time step, hence given the name receding horizon. It is common

to choose a control horizon Nc that is much shorter than the prediction horizon; this

reduces aggressive control action and increases system stability.

k k+Nc-1 k+Np

r(k+i)

y(k)

ŷ(k+i|k)

û(k+i|k)

s(k+i)

Time

Figure 3.7: Fundamental concept of a reference point tracking MPC with i ∈
{0, 1, . . . , Np}, Np is the prediction horizon, Nc is the control horizon
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3.3.2 Economic MPC

Similar to the reference point tracking MPC, the economic MPC (O’Sullivan & Light-

body 2017) produces future optimal control variables û(k + i|k) by minimising a spe-

cific discretised cost function. However, there are differences between the objectives

of the two MPC methods. For the reference point tracking MPC, the objective is to

minimise the error between the output of the system and its corresponding reference

trajectory. The economic MPC cost function is based on an actual economic cost

function, where the objective is to minimise the cost function to produce the minimum

outcome and not follow a certain output reference point. Therefore the economic MPC

does not have a predeclared reference trajectory to track.

In this chapter, an economic MPC is used to maximise the average power absorption

from a WEC over the prediction horizon, where the optimal control variables found by

minimising the cost function are the PTO forces F̂P T O(k + i|k) to be produced by the

LPMG. Using a reference tracking point MPC, subsection 3.3.1, the control horizon

Nc would have to be much less than the prediction horizon Np to allow a stable system.

However, with an economic MPC being used in an ocean wave energy application, the

cost function is used to approximate the power over the prediction horizon. At each

discrete step across the prediction horizon, there is a corresponding F̂P T O(k + i|k)

value that collectively causes a power maximisation. Therefore, choosing a shorter

control horizon Nc will cause ill-defined average power approximation. The control

horizon Nc is the same length as the prediction horizon Np throughout this chapter.

3.4 Mechanical Power Maximisation - MPC

The control scheme for the MPC used in this work is shown in Fig. 3.8. The MPC

requires measurements of the hydrodynamic system states and the predicted excitation

force over the finite prediction horizon. In this work it is assumed that these are avail-

able (O’Sullivan & Lightbody 2015). The MPC finds the minimum of a cost function

which corresponds to finding the optimum PTO forces that produce maximum me-

chanical power. The MPC then sends the optimal PTO force in the form of a q-axis

current set point to the faster inner current control loop of the cascade control, which

controls the force produced from the LPMG. Initially it is assumed that there is no

field weakening (Rahman et al. 1997), and hence the d-axis current, id(t), is regulated

at 0 A. As previously stated, with conventional MPC, the optimum inputs are found

when the system cost function is minimised; this cost function is usually the sum of
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MPC
+

LPMG WEC
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Figure 3.8: Cascade control scheme: Faster loop controlling the LPMG dynamics and
the slower outer loop controlling the mechanical dynamics of the system via MPC

the squared error between the desired set point trajectory and the output of the system.

For this system however, a reference trajectory is not available and the objective is to

maximise the average power function as shown in (3.7).

Pavg = − 1

T

T∫

t=0

FP T O(t)ż(t)dt (3.7)

Ideally, the discrete cost function used in the MPC would be an accurate approxima-

tion of the average power (3.7). The accuracy of this approximation will depend on the

type of hold assumed for the PTO force. If a ZOH is assumed, then the PTO force is

piecewise constant over the sample time TL, as shown in Fig. 3.9. A suitable approx-

imation here is a Eulers/trapezoidal hybrid, which incorporates the piecewise constant

PTO force and a piecewise linear approximation for the velocity over the sample time

TL.

To increase the accuracy of the power extraction, a FOH MPC was employed (Cretel

et al. 2011). The FOH allows the PTO force to be represented as a piecewise linear

motion instead of a piecewise constant, as shown in Fig. 3.9. Since the FOH PTO

force is piecewise linear, it allows a traditional trapezoidal rule to be implemented.
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k k+1 k+2 k+3 k+4 k+5

ż(t)

FOHZOH

Figure 3.9: Waveforms of (i) continuous WEC ż(t) with sample points (ii) Piecewise
constant PTO force from a ZOH controller (iii) Piecewise linear PTO force from a
FOH controller

3.4.1 Zero Order Hold MPC

The average power shown in (3.7) can approximated by the discrete formulation (3.8),

where the PTO force is a piecewise constant signal,

Pavg(t) = − 1

NpTL

NpTL∫

t=0

FP T O(t)ż(t)dt

= − 1

NpTL

NpTL∫

t=0

(M + mµ) ud(t)ż(t)dt

≈ Pz(k) = −(M + mµ)

Np

Np∑

i=1

ud(k + i − 1)

[

ż(k + i) + ż(k + i − 1)

2

]

.

(3.8)

Simplifying the estimation (3.8), the following discrete-time cost function (3.9) is

formed, which is then minimised over the prediction horizon Np to obtain the opti-

Electrical Power Optimisation of

Grid-connected Wave Energy Converters using

Economic Predictive Control

88 Adrian C.M. O’Sullivan



3. CONTROL OF WAVE ENERGY CONVERTERS 3.4 Mechanical Power Maximisation - MPC

mal ud(k) value that produces the maximum amount of absorbed mechanical power,

Jz(k) =
Np∑

i=1

ud(k + i − 1)

[

ż(k + i) − ∆ż(k + i)

2

]

. (3.9)

The system model (2.11) was converted from the continuous to the discrete domain,

producing (3.10),

x(k + 1) = Adx(k) + Bdud(k) + Fdvd(k)

yd(k) = Cdx(k)
(3.10)

Ad = eAcTL ∈ R
(n+2)×(n+2)

Bd =
∫ TL

η=0
eAcηBcdη ∈ R

(n+2)×1

Fd =
∫ TL

η=0
eAcηFcdη ∈ R

(n+2)×1

Cd =




1 0 0 · · · 0

0 1 0 · · · 0



 ∈ R
2×(n+2)

where Ac, Bc and Cc are the matrices of the continuous system (2.28) and TL is the

outer mechanical sampling time. Integral action can then be incorporated by augment-

ing the model to form the augmented version as shown in equation (3.12).

∆uz(k) = ud(k) − ud(k − 1) (3.11)

xz(k + 1) = Azxz(k) + Bz∆uz(k) + Fz∆vz(k)

yz(k) = Czxz(k)
(3.12)
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Az =











Ad Bd Fd 0

0 1 0 0

0 0 1 0

Υ (Ad − I) 0 0 0











∈ R
(n+5)×(n+5)

Bz =











Bd

1

0

ΥBd











Fz =











Fd

0

1

ΥFd











∈ R
(n+5)×1

Cz =








Cd 0 0 0

0 1 0 0

0 0 0 1








∈ R
4×(n+5)

xz(k) =











x(k)

ud(k − 1)

vd(k − 1)

∆ż(k)











yz(k) =











z(k)

ż(k)

ud(k − 1)

∆ż(k)











where

Υ =
[

0 1 0 · · · 0
]

∈ R
1×(n+5)

3.4.2 First Order Hold MPC

Using a FOH, the continuous average power (3.7) can be estimated using a standard

trapezoidal rule (3.13), since the PTO force is piecewise linear,

Pavg(t) = − 1

NpTL

NpTL∫

t=0

FP T O(t)ż(t)dt

= − 1

NpTL

NpTL∫

t=0

(M + mµ) uq(t)ż(t)dt

≈ Pf (k) = −(M + mµ)

Np

(
1

2
(uq(k)ż(k) + uq(k + Np)ż(k + Np))

)

+
(M + mµ)

Np

Np−1
∑

i=1

uq(k + i)ż(k + i).

(3.13)

Due to the nature of the FOH, uq(k) has already been assigned from the previous

control sample. The trapezoidal estimation can then be reduced to produce the cost

function (3.14), which is minimised over the prediction horizon Np to produce the
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optimum PTO force that will cause maximum average power absorption.

Jf (k) =
1

2
uq(k + Np)ż(k + Np) +

Np−1
∑

i=1

uq(k + i)ż(k + i) (3.14)

The structure of the system with the FOH is similar to the ZOH method except that the

inputs of the system are shifted into the future by one sample (Cretel et al. 2011).

xf (k + 1) = Afxf (k) + Bf∆uq(k + 1) + Ff∆vf (k + 1)

yf (k) = Cfxf (k)
(3.15)

xf (k) =








x(k)

ud(k)

vd(k)








yf (k) =








z(k)

ż(k)

ud(k)








Af =








eAcTL Λ Λ

0 1 0

0 0 1








∈ R
(n+4)×(n+4)

Bf =








Γ

0

1








Bf =








Γ

1

0








∈ R
(n+4)×1

where Λ = A−1
c

(

eAcTL − I
)

Bc ∈ R
(n+2)×1 and Γ = 1

TL
A−1

c (Λ − TLBc) ∈ R
(n+2)×1

3.4.3 System Prediction

For the minimisation of the cost functions (3.9) and (3.14) to occur, the velocity pre-

dictions, ż(k + i) where i ∈ {1 . . . Np}, must be found in terms of the predicted scaled

PTO force increments ∆û(k) over the horizon. The output vector of the system ŷ(k),

can be predicted over the Np step prediction horizon using (3.16). It is assumed that the

future scaled excitation wave force increments ∆v̂(k) are known over the prediction

horizon,

ŷ(k) = Px(k) + Ha∆û(k) + Hw∆v̂(k), (3.16)

where,
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P =











CA

CA2

:

CAN











Ha =











CB 0 .. 0

CAB CB .. 0

: :
. . . :

CAN−1B CAN−2B .. CB











(3.17)

Hw =











CF 0 .. 0

CAF CF .. 0

: :
. . . :

CAN−1F CAN−2F .. CF











(3.18)

ûz(k) =











uz(k|k − 1)

:

:

uz(k + Np − 1|k − 1)











v̂z(k) =











vz(k|k − 1)

:

:

vz(k + Np − 1|k − 1)











∈ R
Np×1

ŷz(k) =











yz(k + 1|k − 1)

:

:

yz(k + Np|k − 1)











when a ZOH is used P ∈ R
4Np×(n+4), Ha ∈ R

4Np×Np , Hw ∈ R
4Np×Np ,ŷz(k) ∈

R
4Np×1. When a FOH is used P ∈ R

3Np×(n+4), Ha ∈ R
3Np×Np , Hw ∈R3Np×Np ,ŷf (k)

∈ R
3Np×1,

ûq(k) =











uq(k + 1|k)

:

:

uq(k + Np|k)











v̂f (k) =











vf (k + 1|k)

:

:

vf (k + Np|k)











∈ R
Np×1

ŷf (k) =











yf (k + 1|k)

:

:

yf (k + Np|k)











.

By using the predicted outputs (3.16), the cost function of (3.14) can then be repre-

sented in matrix form as (3.19),

J(k) =
1

2
ŷ(k)T Qŷ(k), (3.19)
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where Qz ∈ R
4Np×4Np (3.20) when using a ZOH and Qf ∈ R

3Np×3Np (3.21) when

using a FOH.

Qz =











Mz 0 .. 0

0 Mz .. 0

: :
. . . :

0 0 0 Mz











Mz =











0 0 0 0

0 0 1 0

0 1 0 −1
2

0 0 −1
2

0











(3.20)

Qf =











Mf 0 .. 0

0 Mf .. 0

: :
. . . :

0 0 0
Mf

2











Mf =








0 0 0

0 0 1

0 1 0








. (3.21)

Expansion of (3.19) yields,

J =
1

2
∆ûT HT

a QHa∆û + ∆ûT HT
a Q (Px + Hw∆v̂)

+
1

2
(Px + Hw∆v̂)T Q (Px + Hw∆v̂) .

(3.22)

It can be shown from (3.22) that the constant term can be neglected since it is indepen-

dent of the control increments ∆û(k), as shown in (3.23).

J1 =
1

2
∆ûT HT

a QHa∆û + ∆ûT HT
a Q (Px + Hw∆v̂) (3.23)

The Hessian matrices of both ZOH and FOH costs have different dimensions to each

other due to the size of the state matrices of both systems. The FOH cost function

is similar to (3.19) except that the computation order is smaller than that of the ZOH

system due to having one less state in its state matrix. Quadratic programming (QP)

methods available in software such as MATLAB (R2016a) (Matlab 2010) or AMPL

(Version 1) (Hürlimann 1993) can be used to minimise such cost functions within a

receding horizon scheme, subject to constraints. From this minimisation, the optimal

∆û(k) is obtained, the first variable of ∆û(k) is then implemented on the system and

the process is repeated at the next outer sample TL.
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3.4.4 Mechanical Power Maximisation Results

Initially the mechanical power cost function (3.23) was utilised. As the prediction hori-

zon Np increases the mechanical power absorbed approaches the ideal maximum, as

shown in Fig. 3.10. However it is also shown in Fig. 3.10 that for a shorter prediction

horizon Np, the electrical extracted power is actually better than the electrical power

obtained via a longer horizon. As the mechanical power absorbed converges towards

the ideal maximum, excessive PTO forces are required and hence the current iq(t) must

be large (assuming that id(t) = 0), and electrical losses increase.
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Figure 3.10: Average power extracted from monochromatic waves (i)Ideal reactive
control (maximum available power) (ii)Mechanical (lossless) power absorbed using
MPC with a ZOH and Np=160(16 s) (iii)Mechanical (lossless) power absorbed using
MPC with a ZOH and Np=40(4 s) (iv)Electrical power absorbed (with losses R =
0.27 Ω) using MPC with a ZOH and Np=160(16 s) (v)Electrical power absorbed (with
losses R = 0.27 Ω) using MPC with a ZOH and Np=40(4 s)

As shown from Fig. 3.10, the average electrical power at lower frequencies improves as

the horizon is reduced. Even though this is an improvement to reactive control results,

it is still unacceptable as a solution because it runs the risk of an unstable system if the

prediction horizon is over reduced. Therefore, it is imperative that the losses from the

LPMG are included within the optimisation.
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3.5 Electrical Power Maximisation - MPC

The control scheme for this MPC is the same as the scheme used for the mechanical

average power optimisation, Fig. 3.8, where it is assumed that a perfect excitation

wave prediction is available and there is no field weakening used. For the average

electrical power to be maximised, the losses of the LPMG must be included in the

original mechanical average power equation (3.7) (O’Sullivan & Lightbody 2015).

3.5.1 The Cost Function

The purpose of the MPC presented here is to maximise the average electrical power

absorbed from the combined WEC and LPMG system. For the system to be optimised

for this objective, the average electrical power absorbed in the continuous domain can

be expressed as (3.24),

Pe = − 1

T

T∫

t=0

(

FP T O(t)ż(t) + Ri2
q(t)

)

dt (3.24)

Here −FP T O(t)ż(t) is the instantaneous mechanical power and −Ri2
q(t) is the resistive

losses of the LPMG. Substituting (2.110) and (2.111) into (3.24) yields,

−Pe(t) =
1

T

T∫

t=0

(

(M + mµ) uq(t)ż(t) +
R

ψ2
u2

q(t)

)

dt

=
1

NpTL

NpTL∫

t=0

(

(M + mµ) uq(t)ż(t) +
R

ψ2
u2

q(t)

)

dt

(3.25)

−Pe(k) =
(M + mµ)

Np

(
1

2
(uq(k)ż(k) + uq(k + Np)ż(k + Np))

)

+
(M + mµ)

Np

Np−1
∑

i=1

uq(k + i)ż(k + i)

+
R

ψ2Np




1

2

(

u2
q(k) + u2

q(k + Np)
)

+
Np−1
∑

i=1

u2
q(k + i)





(3.26)

As described in section 3.4, a cascade control system was utilised here, in which the

inner current controllers are designed as a high bandwidth system, with a small sample

time Tgen = 1 ms. The outer power maximisation loop is slower, with a longer sample
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time TL = 0.1 s that allows a first order hold to be utilised, which effectively then

provides a ramp trajectory for the current references i∗
d(TL + (k + j)Tgen) and i∗

q(TL +

(k + j)Tgen), when sampled at the faster inner-loop sampling period Tgen. Similar

to (3.13), with uq(k) and ż(k) both piecewise linear between the outer samples, a

trapezoidal approximation can be used to estimate the average electrical power integral

(3.25), as shown in (3.27),

−Pe(k) =
(M + mµ)

Np

(
1

2
(uq(k)ż(k) + uq(k + Np)ż(k + Np))

)

+
(M + mµ)

Np

Np−1
∑

i=1

uq(k + i)ż(k + i)

+
R

ψ2Np




1

2

(

u2
q(k) + u2

q(k + Np)
)

+
Np−1
∑

i=1

u2
q(k + i)



 .

(3.27)

Using (3.27) the discrete cost J(k), (3.28), is formed,

J(k) =
1

2
uq(k + Np)ż(k + Np) +

Np∑

i=1

uq(k + i)ż(k + i)

+
R(M + mµ)

(λ
′

fd
π
τ
)2




1

2
u2

q(k + Np) +
Np∑

i=1

u2
q(k + i)



 .

(3.28)

Since there are no changes to the mechanical system, the same output array (3.16) can

be used. With this output array, the cost function (3.28) can then be represented in

matrix form (3.19). When using a ZOH, Qz ∈ R
4Np×4Np and Mz ∈ R

4×4

Qz =











Mz 0 .. 0

0 Mz .. 0

: :
. . . :

0 0 0 Mz











Mz =











0 0 0 0

0 0 1 0

0 1 2G 1
2

0 0 −1
2

0











.

When using a FOH, Qf ∈ R
3Np×3Np and Mf ∈ R

3×3,
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Qf =











Mf 0 .. 0

0 Mf .. 0

: :
. . . :

0 0 0 1
2
Mf











Mf =








0 0 0

0 0 1

0 1 2G








and

G =
R(M + mµ)

(λ
′

fd
π
τ
)2

.

3.5.2 Electrical Average Power Results

A prediction horizon of Np = 160 with an outer sample time TL = 0.1 s produced a

horizon of 16 s, which was sufficient for the selected bandwidth; this was compared

with a shorter prediction horizon of Np = 40. Regular monochromatic waves with

an amplitude of 1 m and irregular waves with a range of significant heights and peak

spectrum periods were used to analyse the performance of the control system, where

a Bretschneider spectrum was assumed for the irregular waves. The results for the av-

erage electrical power optimisation are shown in Fig. 3.11 and Fig. 3.12. From these

results, it is shown that by including the resistive losses within the cost function, the

overall electrical power is much improved when compared to the results using reactive

control (Fig. 3.6, page 83). For irregular waves, the ratio of the average powers pro-

duced from both horizons (Pavg,Np=160/Pavg,Np=40) is shown in Fig. 3.12. It is shown

that across the multiple sea states, there is little difference between the outcomes of the

two horizons. For monochromatic waves, the Np = 40 prediction horizon produces the

equivalent average electrical power, with less computational power needed; therefore,

a prediction horizon of Np = 40 is suitable for the electrical power optimisation.

3.5.3 Power Quality

Up to this point in the chapter section, all the MPC results shown have been from an

MPC system based on the ZOH method (section 3.5.2). The inner electrical controllers

of the LPMG utilise a much faster sampling time than the outer mechanical loop of the

system (Fig. 3.8). This allows for the programming of the current setpoints with faster

sampling to be piecewise linear over the long outer sampling time. The difference be-

tween the average power absorbed from a MPC using a ZOH and a FOH is actually
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Figure 3.11: Average power extracted from monochromatic waves with R=0.27 Ω
(i)Ideal power using reactive control (ii) Electrical power optimisation MPC with
Np=160 (iii) Electrical power optimisation MPC with Np=40
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Figure 3.12: Ratio of the average powers extracted using Np= 160 to the average
power extracted with Np= 40 across a range of irregular waves with different signifi-
cant heights and peak spectrum periods using a Bretschneider spectrum

negligible, since the ZOH method is an adequate estimation. However when the in-

stantaneous power produced by both the ZOH and FOH MPC systems are compared,

the difference is clear. Using both FOH and ZOH outer controller reference points,

Fig. 3.13, the currents produced from the faster inner current controlled LPMG are
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compared. It is shown that when using a ZOH outer control signal Fig. 3.13.(a), the

inner current control loop over shoots the reference point. Furthermore, when using a

FOH outer control signal, the inner current controller has negligible current overshoot

and there is near perfect current tracking.
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Figure 3.13: Examples of q-axis current reference signals and q-axis current produced
from the LPMG when utilising a (i)ZOH MPC (ii)FOH MPC

However, with the ZOH, the converter voltages that are used to control the iq(t) current

are corrupted with high frequency transients when the machine is moving with a high

velocity. The converter voltages for the FOH based system look like a filtered version

of the ZOH converter voltages, as can be seen in Fig. 3.14. Over an average time

period this would not be a problem, however this would lead to poor instantaneous

power quality, unnecessary high harmonics on the grid and unavoidable instantaneous

overvoltages which could lead to permanent damage to the LPMG, the machine side

converter and the grid side converter.

The simulated waveform shown in Fig. 3.15 displays the instantaneous powers from

the ZOH and the FOH systems extracted from an irregular excitation wave with

Bretsc-hneider Spectrum with a significant height Hs = 3 m and a peak wave period

Tp = 6.98 s (Bretschneider 1959). The combination of the voltage spikes in the ZOH

converter voltage and the overshoots in the current transients produce high frequency

transients in the instantaneous power.

The current setpoints for the LPMG for a FOH system are effectively linearly inter-
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Figure 3.14: q-axis voltage produced from the voltage source converter produced from
monochromatic waves at 0.418 rad.s−1 (i)FOH MPC (ii)ZOH MPC
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Figure 3.15: Instantaneous electrical power with R=0.27 Ω from a Bretscheinder spec-
trum for constrained current and heave motion, using (i) FOH MPC Np=160 (16 s) (ii)
FOH average power (iii) ZOH average power (iv) ZOH MPC Np=160(16 s)

polated over the outer sampling time, unlike the piecewise constant setpoints used

by the ZOH outer loop as seen in Fig. 3.9. The sampling time of the LPMG

(Tgen = 1×10−3 s) is much smaller then the outer loop sampling time. This means that

the inner control of the LPMG has a reference current which is changing linearly and

gradually over the outer sample time. With the ZOH there is a sudden change in the

Electrical Power Optimisation of

Grid-connected Wave Energy Converters using

Economic Predictive Control

100 Adrian C.M. O’Sullivan



3. CONTROL OF WAVE ENERGY CONVERTERS 3.6 Conclusion

reference current sent to the inner LPMG loop which is kept constant for the outer sam-

pling time duration. The sharp steps in the current reference cause these overshoots.

With the combination of the current waveforms and the voltages that do not contain

spikes, the clean instantaneous power waveforms show that a cascade controller with

a FOH in the outer slower loop is essential for better power quality.

The quality of the instantaneous power can be examined using a spectrum analyser

(Fig. 3.16). With the spectrum analysis it is shown that the power from the FOH

system at frequencies higher than the Bretschneider spectrum bandwidth are superior

when compared to the powers from the ZOH system. This reduction of noise at higher

frequencies could reduce the design complexity of components connected to the grid.
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Figure 3.16: Normalised power spectrum of the instantaneous electrical power from a
(i) FOH MPC (ii) ZOH MPC which was excited by a Bretschneider spectrum with a
significant height Hs = 3 m and a peak wave period Tp = 6.98 s

3.6 Conclusion

This chapter investigated the optimisation of average electrical power from the LPMG

coupled to a point absorber WEC. Optimal mechanical control was implemented in

section 3.2.3 using a classical control method called reactive control. Reactive control

was shown to produce substantial amounts of extracted mechanical power, but when a

realistic PTO was included in the model, the electrical power extracted from the system

was dramatically reduced, especially at lower frequencies.
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Model Predictive Control (MPC) was introduced in section 3.3 and section 3.4, where

the MPC was designed to maximise mechanical average power using either a ZOH or

a FOH. It was shown that as the prediction horizon Np was reduced, the average elec-

trical power increased for lower frequencies but slightly dipped at higher frequencies.

It was then concluded that the need to include the resistive losses of the PTO within

the optimisation itself was imperative.

In section 3.5, average electrical power optimisation was implemented using MPC by

including the resistive losses from the LPMG within the cost function. The system

was tested under regular monochromatic and irregular excitation waveforms. The re-

sults showed that this average electrical power based MPC produced greater results

when compared to the results found using control methods that were optimised for

mechanical power.

The usual objective of the wave energy industry has been to maximise the average

mechanical PTO power. Whilst in this chapter, one of the objectives was to show the

importance of optimising the electrical power from the system, the other objective was

to show the importance of the power quality which will be transmitted onto the grid.

The results from section 3.5.3 showed that by using a FOH instead of a ZOH in the

outer control loop, yields a significant increase in power quality.
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Chapter 4

The Effect of Constraints on the

Optimisation of Electrical Power from

a WEC

4.1 Introduction

IN order to absorb maximum average power, be it mechanical or electrical, the WEC

must oscillate (O’Sullivan & Lightbody 2015). However, with these substantial

oscillations there may be consequences when real life constraints are included. These

include both mechanical and electrical constraints which limit the operation region of

the WEC system.

The linear sets of constraints in this work include the mechanical limitations of the

LPMG (Polinder et al. 2004) and the WEC combined such as the heave displacement,

WEC velocity and PTO force. If the system exceeds these mechanical limitations,

damages may occur which would lead to operation shutdown. There are also electri-

cal constraints which are non-linear (O’Sullivan & Lightbody 2017). The electrical

constraints take into consideration the current limitations of the LPMG when field

weakening is included, the voltage limitation of the machine side converter and the

power flow restriction of the power flowing onto the grid. When reached, excessive

currents can cause insulation breakdown in the LPMGs windings (Elmore 2003). The

optimisation must also include the maximum controller voltage level, which restricts

the feasible current region particularly for high speed operation (Camm et al. 2009).

High power level fluctuations can cause grid instabilities for the grid side converter

(Yazdani & Iravani 2010) when connected to a weak grid. By restricting the WEC
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system to produce only uni-directional power flow, the chances of grid instabilities are

reduced.

In this chapter, the mechanical and electrical constraints that are incorporated within

the MPC are described (O’Sullivan & Lightbody 2015, 2016, 2017). For the me-

chanical restrictions, the linear set of constraints are easily implemented in the MPC

optimisation. However, when the electrical restrictions are incorporated, this leads to

non-linear constraints in the optimisation which increases the complexity.

4.2 Mechanical Constraints

In chapter 3, the maximum amount of average electrical power was extracted using

an unconstrained system. However, it should be considered that most systems contain

operation restrictions, which becomes apparent when a constrained MPC approach is

required. Here quadratic programming optimisation is used. Without the incorporation

of these constraints in the optimisation, mechanical and electrical damage may occur,

leading to system shut down. In this section the mechanical restrictions are introduced

and are included in the optimisation.

The mechanical constraints of the system would include heave displacement, velocity

and the maximum force output. These can be easily included in the optimisation since

they are only linear constraints. Optimisers such as QP (quadprog) in MATLAB

(R2016a) (Matlab 2010) are suitable for such optimisation tasks. However, if non-

linear constraints are used, then a more sophisticated optimisation package, such as the

interior point algorithm IPOPT (Wächter & Biegler 2006) available in AMPL (Version

1) (Hürlimann 1993), is required.

The constraints for the PTO force, velocity and heave displacement, for each discrete

step across the prediction horizon Np, can be expressed as the linear constraint set,

Fmin ≤ FP T O(k + i) ≤ Fmax

zmin ≤ z(k + i) ≤ zmax

żmin ≤ ż(k + i) ≤ żmax

∀i = {1, . . . , Np}. (4.1)

Since an incremented prediction model is used in this work, (3.16), this constraint set

is expressed in terms of the incremented control ∆ûq(k).
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(umin − uq(k)) Θ ≤ Φ∆ûq(k)

− (umax − uq(k)) Θ ≤ −Φ∆ûq(k)
(4.2)

WHa∆ûq(k) ≤ −WPxf (k) − WHw∆v̂(k) + Θzmax

−WHa∆ûq(k) ≤ +WPxf (k) + WHw∆v̂(k) + Θzmin

(4.3)

FHa∆ûq(k) ≤ −FPxf (k) − FHw∆v̂(k) + Θżmax

−FHa∆ûq(k) ≤ +FPxf (k) + FHw∆v̂(k) + Θżmin

(4.4)

where Θ =
[

1 1 ... 1
]T ∈ R

Np×1

Φ =











1 0 0 ... 0

1 1 0 ... 0

: : :
. . . :

1 1 1 ... 1











∈ R
Np×Np , (4.5)

where K =
[

1 0 0
]

,

W =











K .... .... 0

.... K .... 0

: :
. . . :

... .... .... K











∈ R
Np×3Np ,

where KF =
[

0 1 0
]

F =











KF .... .... 0

.... KF .... 0

: :
. . . :

... .... .... KF











∈ R
Np×3Np .

Fig. 4.1 and Fig. 4.2 show the average electrical power absorbed under monochro-

matic excitation, for both a 1 m and a 3 m wave amplitude, with heave displacement,

velocity and PTO force constraints included. It can be shown that the constraints have

a significant effect on the power absorbed. It is shown in this example that the power

absorbed is mostly restricted by the velocity and PTO force constraints. At low fre-

quencies the PTO force constraint is the most dominant, whilst at higher frequencies

the velocity constraint is the most dominant.
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Figure 4.1: Average electrical power extracted from 1 m amplitude monochromatic
waves with a prediction horizon Np=100 and machine resistance R=0.27 Ω and (i) No
constraints (ii) Heave constraint (iii) Velocity constraint (iv) PTO force constraint
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Figure 4.2: Average electrical power extracted from 3 m amplitude monochromatic
waves with a prediction horizon Np=100 and machine resistance R=0.27 Ω and (i) no
constraints (ii) heave constraint (iii) velocity constraint (iv) PTO force constraint
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4.3 Electrical Constraints

The configuration of a single WEC-to-Grid system is shown in Fig. 4.3. The LPMG

in real life is controlled by a space vector modulated (SVM) (Habetler et al. 1992)

voltage supplied by the machine side converter. SVM is a modulated signal that is

formed from the DC voltage, provided usually by the DC-link capacitor. The SVM

signal, as explained in appendix A, is then seen at the LPMG (Polinder et al. 2004)

as an averaged voltage over a longer period of time. The SVM voltage operation

region, as shown in Fig. 4.4, depends on the LPMG’s rotational displacement θ, where

the largest available average SVM voltage can be between Vdc(t) and
√

3
2

Vdc(t). With

this converter voltage limitation, some desired PTO forces may become unreachable,

restricting the feasible region. Therefore, a voltage constraint needs to be included in

the optimisation to guarantee system feasibility.

Vdc(t)

Pin(t) Pgrid(t)

Pdc(t)

id*(t) iq*(t)

id(t)

iq(t)

id(t) iq(t)

FPTO(t)

GRID SIDE

FEX(t)

DC-link

Figure 4.3: System model with WEC and PTO

With linear constraints, the simpler QP algorithm can be utilised without difficulties.

However with non-linear constraints, interior point techniques are required. Interior

point quadratic programming was employed in this work using IPOPT in AMPL, con-

trolled via MATLAB. In this problem, the non-linear constraints include the converter

voltages and current constraints (when field weakening is used).

The LPMG is easily controlled in the dq0 domain because it causes an independence

from the translator position z(t). This is due to the fact that the dq0-axis synchronously

rotates, locked to the translator position, as shown in Fig. 4.4. Fig. 4.4 also shows that

the converter voltage limit is hexagonal in the stationary αβ-axis, due to the nature

of SVM. If, however, a more conservative circular limit is assumed (as shown in Fig.

4.4), then the voltage constraints in the dq0 domain are independent of the translator

position and the optimisation problem is simplified. The converter voltage constraint
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Figure 4.4: Switching pattern of voltage source converter with a common circular
constraint for all switching patterns

can be now expressed as,





√

3

2
vd(k)





2

+





√

3

2
vq(k)





2

≤
(

vdc(t)

√
3

2

)2

(4.6)

which can then be simplified to (4.7),

vd(k)2 + vq(k)2 ≤
(

vdc(t)√
2

)2

. (4.7)

If it is assumed that for simplicity, id(t) = 0, then in quasi-steady state, the D and

Q axis voltages can be expressed as functions of the WEC velocity ż(t) and the PTO

scaled force uq(t), based on equations (2.106) and (2.111),

vq(k) = uq(k)
R

ψ
+

π

τ
ż(k)λ

′

fd (4.8)

vd(k) = −L

ψ

π

τ
ż(k)uq(k). (4.9)

Substituting (4.8) and (4.9) into (4.7), the converter voltage constraints can be rep-

resented as (4.10). The voltage constraint can now be applied to each step over the
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prediction horizon, utilising the velocity prediction values provided by (3.16, page 91),

(

−L

ψ

π

τ
ż(k + i|k)(uq(k + i))

)2

+

(

uq(k + i)
R

ψ
+

π

τ
ż(k + i|k)λ

′

fd

)2

≤
(

vdc(t)√
2

)2

(4.10)

The voltage constraint circles are plotted in Fig. 4.5 for a variety of constant positive

velocities and DC-link voltages. The current limit circle is superimposed. It can be

seen from Fig. 4.5 that if id(t) = 0 there is no feasible selection for iq(t) that satisfies

both the current and voltage constraints at a low DC-link voltage of 1050 V and a

velocity of 2.2 m/s. With a lower DC-link voltage, the system would be forced to

operate at lower speeds to maintain feasibility. When id(t) = 0, the feasible range of

iq is dramatically reduced as the velocity increases.
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Figure 4.5: Voltage constraints in terms of iq(t) and id(t) with a DC-link of 1050 V
and a constant velocity of i) 0.5 m/s ii) 1 m/s iii) 2.2 m/s iv) DC-link values of 7000 V
with a velocity of 2.2 m/s

For the iq(t) current range to be expanded for maximum PTO force production for a

velocity of 2.2 m/s, a large enough DC-link voltage must be chosen. Fig. 4.6 shows

the average electrical power absorbed from 1 m high monochromatic excitation waves

across a range of frequencies, subject to velocity and voltage constraints for a variety

of DC-link voltages. It is shown that at low DC-link voltages, the absorbed power is

significantly reduced when compared to higher DC-link levels. As the DC-link voltage

is increased, the average power generally increases until the average power can go no

further, due to the velocity constraint which consequently limits the voltage produced
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from the VSC.

Choosing an overrated DC-link voltage marginally increases the system capabilities;

however, it increases the cost of the power electronics (Lovelace et al. 2000) and the

insulation of the generator windings (Siddique et al. 2005). In this work, the LPMG

design optimisation was not taken into consideration due to the complexity of the de-

sign (Polinder et al. 2004), where multiple parameters such as the slot size and the

machine size determine the LPMG characteristics. Therefore, choosing an appropriate

DC-link voltage in terms of maximizing system capabilities and minimising the cost is

an important matter.
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Figure 4.6: Average power absorbed with a velocity constraint of 2.2 m/s, a prediction
horizon of Np = 100 and a voltage constraint with a DC-link value of (i)1500 V,
(ii)3000 V, (iii)4500 V, (iv)6000 V and (v) 7500 V

4.3.1 Introduction of Field Weakening

If the DC-link voltage is too low, the feasible region for the optimal force will contract

as the velocity of the device increases. There may come a point where there is no

feasible choice for force (iq(t) current). When field weakening is utilised (O’Sullivan

& Lightbody 2016), the introduction of D axis current id(t) increases the feasible re-

gion, allowing for higher velocities and decreases the time that the crowbar protection

system is enabled (Appendix B) (O’Sullivan & Lightbody 2016, Morren & de Haan

2007). The constraints for the current and the converter voltage are similar to (4.10).
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The only difference is that the id(t) current is non-zero. This is shown in equation

(4.11),

(

uq(k + i)
R

ψ
+

π

τ
ż(k + i|k)λ

′

fd − L
π

τ
ż(k + i|k)id(k + i)

)2

+

(

−id(k + i)R − L

ψ

π

τ
ż(k + i|k)(uq(k + i))

)2

≤
(

vdc√
2

)2

∀i = {1, . . . , Np}

(4.11)

Since the id(t) current is non-zero, the current constraint can be expressed as (4.12),

(id(k + i))2 +

(

−uq(k + i)

ψ

)2

≦ i2
dq0MAX ∀i = {1, . . . , Np}. (4.12)

Fig. 4.5 shows the voltage and current constraints for a range of speeds at a DC-

link of 1050 V. It is shown that the feasible region contracts as the velocity increases.

Including the id(t) current in the optimisation allows the system to operate at higher

speeds, hence, extracting more power.

Fig. 4.5 also shows the voltage constraint for a DC-link of 7000 V at the rated speed of

2.2 m/s. It is shown that the constraint circle of 7000 V contains the current constraint

circle. Therefore, the iq(t) current range is the same, whether or not field weakening

is incorporated. Effectively, in this case the converter voltage constraint is never active

up to the rated velocity. Hence, it would be unnecessary to include field weakening in

the optimisation for such a large DC-link voltage.

4.3.1.1 MPC with Field Weakening

With field weakening introduced, the following discrete-time state space model is ob-

tained (4.13), where id(k) is now included as a state,

xw(k + 1) = Awxw(k) + Bw∆U(k + 1) + Fw∆v(k + 1)

yw(k) = Cwxw(k)
(4.13)
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where

Aw =




Af 0

0 1



 Bw =




Bf 0

0 1



 (4.14)

Fw =




Ff

0



 xw(k) =




xf (k)

id(k)





yw(k) =




yf (k)

id(k)



 ∆U(k) =




∆uq(k)

∆id(k)





With the inclusion of field weakening, the function (4.15) for the average electrical

power must include the resistive losses from the id(t) current,

Pw = Pe − 1

T

T∫

t=0

Ri2
d(t)dt, (4.15)

where

Pe = − 1

T

T∫

t=0

(

FP T O(t)ż(t) + Ri2
q(t)

)

dt, (4.16)

expanding (4.15) yields (4.17),

Pw = (M + mµ)




Pe

M + mµ

− 1

T

T∫

t=0

Ri2
d(t)

M + mµ

dt



 . (4.17)

With the id(k) current included as a state (4.14), then (4.17) can be represented as a

discrete-time cost (4.18),

Jw(k) = J(k) + ǫ

(

1

2
i2
d(k + N) +

N∑

i=1

i2
d(k + i)

)

, (4.18)

where

J(k) =
1

2
uq(k + Np)ż(k + Np) +

Np∑

i=1

uq(k + i)ż(k + i)

+
R(M + mµ)

(λ
′

fd
π
τ
)2




1

2
u2

q(k + Np) +
Np∑

i=1

u2
q(k + i)



 .

(4.19)
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The cost of (4.18) could be written as,

Jw(k) =
1

2
ŷω(k)T Qwŷω(k), (4.20)

where,
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(4.21)

The dimensions of Mω (4.21) increase, as id(k) is included as another output. The

size of the input prediction array ∆Û (k) doubles in size since each step needs ∆uq(k)

and ∆id(k) to be optimised. Therefore this MPC method is more computationally

expensive than the one presented earlier (3.28).

4.3.1.2 Implementation of Field Weakening

The two MPC approaches, with costs (3.28, page 96) and (4.18), were tested with

a selection of DC-link voltages (1050 V, 3500 V and 7000 V) under irregular wave

excitations. Here, irregular waves were generated from a Bretschneider spectrum, with

a peak wave period of Tp = 8 s, and a significant height ranging from Hs = 1 m to 6 m.

Both MPC approaches, used a prediction horizon of Np = 40 and an outer sampling

time of TL = 0.1 s and a faster inner sampling time of Tgen = 1 ms.

Fig. 4.7 shows the electrical power extracted using these MPC techniques with and

without field weakening for the DC-link values of 1050 V, 3500 V and 7000 V. It can

be observed from Fig. 4.7, that as the DC-link voltage increases, the absorbed average

electrical power increases until it reaches a point where the system is constrained more

by the velocity constraint than by the DC-link voltage. The results for 1050 V show

that the difference between the power extracted between the MPC with and without

field weakening diverges as the significant height increases. It can be seen in Fig. 4.5

that for a DC-link of 1050 V, a higher velocity can be reached using field weakening,

as it allows a higher iq(t) current to be reached even when the voltage constraint circle

does not intersect the iq(t) axis; this is highlighted in Table 4.1. With the potential for

greater velocity comes an increase in higher power extraction. However, as the DC-

link voltage is increased, the contribution that field weakening introduces becomes

less significant. This is because the common iq(t) current range of the two methods

converges as the DC-link voltage increases.
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Figure 4.7: Average electrical power extracted from irregular waves modelled using a
Bretschneider spectrum, with a peak wave period of Tp = 8 s, and a significant height
ranging from Hs = 1 m to 6 m, using MPC with a prediction horizon of Np = 40, with
and without field weakening at a DC-link voltage of 1050V, 3500V and 7000V

If the DC-link voltage is large enough, both MPC approaches (with and without field

weakening) will share a common iq(t) range (at ż(t) 6 2.2 m/s); hence field weakening

becomes obsolete. This is the case for a DC-link voltage of 7000 V, as shown in Fig.

4.7. The average power from the two methods, at a DC-link of 7000 V, are the same,

hence id(t) = 0 for both cases.

Table 4.1: Measured peak velocities during an irregular wave, modelled using a
Bretschneider spectrum, with a peak wave period of Tp = 8 s and a significant height
Hs=5 m. Showing the increase in peak velocity when field weakening is incorporated
into a voltage constrained MPC

Peak Velocities from System
DC-link Voltage With Field Weakening Without Field Weakening

1050 V 0.4700 m/s 0.3905 m/s
3500 V 1.3746 m/s 1.3156 m/s
7000 V 1.9026 m/s 1.9026 m/s

4.3.2 Power Constraint

The majority of research in the wave energy industry makes use of control systems

which obey the general rule that the PTO force should ideally cause the velocity to be

in phase with the excitation wave force acting on the WEC (Falnes & Budal 1978).
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However, for this to occur the PTO force must oscillate, which causes large power

swings on the grid. Ideally, electrical power should not be taken from the grid as

it may lead to grid side DC-link voltage control instabilities, poor power quality and

voltage flickering. Negative power flow will complicate the design of the grid side DC-

link voltage controller, as it introduces a non-minimum phase zero, which significantly

affects the achievable closed-loop bandwidth of the DC-link voltage control system

(Huang et al. 2015). Therefore, there is a need for a constraint to be included within

the optimisation, which restricts the instantaneous power flow to be uni-directional.

The formulation of the power constraint is shown in (4.22). This power constraint

must be applied at every step over the prediction horizon.

P (k + i) = λ
′

fd

π

τ
iq(k + i)ż(k + i) − Ri2

q(k + i) − Ri2
d(k + i) ≥ 0

∀i = {1, . . . , Np}
(4.22)

The power constraint for positive velocity is plotted in Fig. 4.8; these circular con-

straints shrink in diameter as the speed decreases. The corresponding constraints for

negative velocity are these circles reflected about the D-axis.
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Figure 4.8: Positive power constraints for a range of slow positive velocities, superim-
posed on the current constraint

The MPC with the power flow constraint (4.22) was simulated with and without field

weakening. The two MPC types were tested using an excitation wave based on a

Bretschneider spectrum with a range of significant heights and a peak period of Tp = 8

s. The average absorbed electrical power resulting from uni-directional MPC is shown

in Fig. 4.9.

Electrical Power Optimisation of

Grid-connected Wave Energy Converters using

Economic Predictive Control

117 Adrian C.M. O’Sullivan



4. THE EFFECT OF CONSTRAINTS ON THE

OPTIMISATION OF ELECTRICAL POWER

FROM A WEC 4.3 Electrical Constraints

1 2 3 4 5 6
0

0.1

0.2

0.3

0.4

0.5

0.6

Significant wave height (m)

A
v

er
ag

e
P

o
w

er
(M

W
)

With field weakening @ 1050 V
Without field weakening @ 1050 V
With field weakening @ 3500 V
Without field weakening @ 3500 V
With field weakening @ 7000 V
Without field weakening @ 7000 V

Figure 4.9: Average electrical power extracted from irregular waves, modelled using a
Bretschneider spectrum with a peak wave period of Tp = 8 s and a significant height
ranging from Hs = 1 m to 6 m; utilising a uni-directional power flow MPC with a
prediction horizon of Np = 40, with and without field weakening at a DC-link voltage
of 1050 V, 3500 V and 7000 V

Fig. 4.10 shows the typical time responses when an MPC with a uni-directional power

flow is utilised with a DC-link of 1050 V and excited by an irregular wave (Bretschnei-

der spectrum Hs = 4 m, Tp = 8 s). It can be seen that the MPC with no field weak-

ening struggles to find the necessary PTO forces to maintain feasibility under a low

DC-link voltage, even though the velocity is low and is only a medium sized signifi-

cant excitation wave height.
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Figure 4.10: Results of Uni-directional power flow MPC with a prediction horizon
of Np = 40, with and without field weakening using a 1050 V DC-link during a
Bretschneider irregular wave with Hs = 4 m and Tp = 8 s, i)The instantaneous elec-
trical power, ii)Velocity, iii)Scaled PTO Force, iv)Magnitude of id(t),iq(t) currents,
v)Magnitude of vd(t),vq(t) voltages
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With the combination of the power constraint at low velocities and the voltage con-

straint at high velocities, there is a very narrow feasible region for all velocities. This

narrow feasible region reduces the PTO force range, hence, reducing power extraction

and PTO capabilities. When the system struggles to remain below the current limit, the

crowbar is enabled (O’Sullivan & Lightbody 2016, Morren & de Haan 2007), there-

fore causing a short circuit across the LPMG terminals and an open circuit between the

LPMG and the VSC. This protection method is repeatedly enabled in Fig. 4.10 when

no field weakening is used. This process is further described in appendix B.

Introducing field weakening creates a larger feasibility region. From Fig. 4.11 it is

shown that the crowbar was not enabled, hence no damage occurred, and the velocity

was higher than the system without field weakening, therefore creating more power.

Fig. 4.11 shows the performance of the MPC with field weakening and uni-directional

power flow with a DC-link voltage of 7000 V during the same irregular wave that

was used in Fig. 4.10. Fig. 4.11 shows that the instantaneous electrical power is

unidirectional, the velocity reaches its limits at ±2.2 m/s, the scaled PTO force is

nearly reaching its limits at ±1.128 N/kg and the current magnitude is under the limit

of 527 A. From these results it is shown that the system is pushed to the limits in

absorbing the maximum possible amount of power from the system, whilst maintaining

feasibility.

However, what is interesting is that the magnitude of the vd(t) and vq(t) voltages is

well below the constraint of 6062 V (the radius of the circular voltage limit shown in

Fig. 4.4). Fig. 4.6 shows that if the DC-link level is increased past a certain point, it

does not necessarily mean that the overall power absorption will increase due to the

velocity restriction; hence, it is essential that an appropriate DC-link voltage is chosen

to balance the controlled power electronics with potential power extraction benefits.
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Figure 4.11: Results of uni-directional power flow MPC with a prediction horizon
of Np = 40, with field weakening using a 7000 V DC-link during a Bretschneider
irregular wave with Hs = 4 m and Tp = 8 s, i)The instantaneous electrical power,
ii)Velocity, iii)Scaled PTO Force, iv)Magnitude of id(t),iq(t) currents, v)Magnitude of
vd(t),vq(t) voltages
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4.4 Discussion

Fig. 4.12 and Fig. 4.13 show the instantaneous power from the MPC with and without

the uni-directional power flow constraint, where both methods used field weakening.

It can be seen in Fig. 4.14 that the system with bi-directional power flow during large

significant wave heights produces only slightly more average power than the system

with the uni-directional power flow. This is due to the multiple physical and electri-

cal constraints that are introduced into the system. The constraints restrict the system

oscillations at large significant heights, hence the instantaneous power of both uni-

directional and bi-directional powers are similar, as can be seen in Fig. 4.12. Effec-

tively, the need to reduce losses has forced the power extracted from the bidirectional

MPC to be almost unidirectional, without the need for a power constraint.

For waves with a low significant height, the instantaneous power is oscillatory with

significant negative power flows when the bi-directional power is used, (Fig. 4.13).

With the uni-directional power constraint implemented, there is a better mean to peak

power ratio. Furthermore, as shown in Fig. 4.14, the mean power difference between

the two MPC methods is inconsequential.
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Figure 4.12: Instantaneous power from a bi-directional and uni-directional power con-
strained MPC with a prediction horizon of Np = 40 and a DC-link voltage of 7000
V. The irregular excitation wave was modelled using a Bretschneider spectrum with a
peak wave period of Tp = 8 s and a significant height of Hs = 6 m
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Figure 4.13: Instantaneous power from a bi-directional and uni-directional power con-
strained MPC with a prediction horizon of Np = 40. The irregular excitation wave
was modelled using a Bretschneider spectrum with a peak wave period of Tp = 8 s, at
a significant height of Hs = 1 m and a DC-link voltage of 7000 V.
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Figure 4.14: Average power from a bi-directional and a uni-directional power flow
MPC with a prediction horizon of Np = 40 with field weakening at a DC-link voltage
of 1050 V, 3500 V and 7000 V
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Fig. 4.13 shows the uni-directional power having a minimum of −0.5 × 105 W and

a maximum of 6 × 105 W, while the bi-directional power flow has a minimum of

−6 × 105 W and a maximum of 10 × 105 W. This means that the uni-directional

constraint produces an instantaneous power which has reduced the power fluctuations

by as much as 59.37%. By implementing the uni-directional power flow constraint

and the field weakening, the instantaneous power consistently remains positive and the

peak to average ratio is reduced. This will have a significant impact on the design

and, of course, the rating and cost of the power electronics and the machine to meet

the peak power for a desired mean power. Any reduction in the variation of power

delivered onto the DC-link will lead to improved DC-link voltage regulation by the

grid side converter. Further improvements can be achieved by the aggregation of the

powers from multiple devices onto a single DC-link (Molinas et al. 2007).

The grid side converter is typically utilised to regulate the DC-link voltage at a con-

stant level. In control terms, the power from the generation side acts as a disturbance.

Therefore, for the DC-link voltage to remain constant, the power exported to the grid

through the grid side converter must ideally match the power from the generation side;

hence, the power on the grid side would be very oscillatory from a typical WEC. It

should be noted that the control of the DC-link voltage is a non-linear control prob-

lem; the dynamics depend on the power operating point. As the power delivered to the

DC link from the WEC fluctuates widely over the period of a wave, the dynamics are

constantly changing - this would imply that a conservative controller is required for

the DC-link voltage control problem that will ensure satisfactory (robust) performance

over the wave period. Such a conservative design employs a low bandwidth controller

for the DC-link - and hence the DC-link voltage will not be tightly controlled. Al-

ternatively a more sophisticated gain scheduled controller could be used in which the

controller tuning depends on the power operating point (Apkarian & Adams 1998),

or a non-linear technique such as feedback linearisation can be used (Mullane et al.

2005). This problem is exacerbated if the power-flow switches direction; when the

power flows from the grid, the DC-link voltage problem becomes non-minimum phase

- this will further limit the performance of the closed loop DC-link voltage control

system.

To combat these grid power fluctuations, it may be beneficial to have a low bandwidth

DC-link voltage regulator, in which the DC-link voltage is allowed to vary. By incor-

porating a short-term energy storage system (O’Sullivan et al. 2011) on the DC-link,

such as a flywheel, battery or a super-capacitor, the control of the DC-link can be

made more flexible. With field weakening included in the design, the grid side con-

verter can regulate the grid power by allowing the DC-link voltage to change, whilst
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the field weakening enables the generation side to optimise for maximum power ab-

sorption while simultaneously maintaining good control over the WEC, despite a pos-

sible reduction in the DC-link voltage. However, there are drawbacks on how much

the DC-link can be varied as the DC-link voltage directly effects the converter voltage

constraints, hence, affecting the average power and feasibility.

4.5 Conclusion

The maximisation of power absorbed from a point absorber needs to factor in the physi-

cal, electrical and economical restrictions that would be found in a real life application;

this could be the design optimisation of the WEC (De Backer 2009), the PTO (Drew

et al. 2009), the power electronics (Lovelace et al. 2000) or the DC-link energy storage

size. Even with an improvement in electrical power optimisation as shown in section

3.5.2, it is still necessary to include the physical constraints of the system. Section 4.2

showed that the introduction of linear constraints in the MPC maximised the average

electrical power whilst maintaining the physical constraints within the systems restric-

tions. Section 4.3 then introduced the non-linear voltage constraint that the DC-link

would restrict the voltage capabilities of the machine side converter.

The importance of choosing the correct DC-link was discussed in section 4.3. If the

DC-link voltage is too low the system becomes uncontrollable; too large and the con-

trollability is maximised but the power electronics may be overrated, leading to unnec-

essary costs. With a low DC-link voltage the system may become ineffective due to a

limited feasible range. To increase the feasibility of the system, field weakening was

introduced.

Section 4.3.2 introduced field weakening and showed how the feasibility can be ex-

tended, allowing higher velocities to be obtained. Field weakening was shown to be of

particular benefit when the DC-link voltage was 1050 V.

One of the main problems besides the electrical power maximisation and system feasi-

bility is the power quality on the grid side. Section 4.4 showed that by implementing a

uni-directional power flow constraint, the peak to average power ratio was significantly

decreased whilst producing slightly less power when compared to the bi-directional

power flow.

The control system methodology provided here ensured that the resulting system pro-

vided optimal electrical power was feasible for whatever physical parameter design

choice and system constraints encountered. The control design problem is hence now
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invisible to the designer. It is now therefore possible to compare and contrast vari-

ous design choices, such as the flux density, the choices of DC-link voltage, the mass,

heave limits etc., knowing that in each case, the control system is providing optimal,

feasible results - i.e. a level playing field.
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Chapter 5

The Effect of Model Uncertainty,

Viscosity and MPC Simplification on

Electrical Power Production

5.1 Introduction

IN chapter 3 (O’Sullivan & Lightbody 2017a) an electrical power maximisation

economic MPC was introduced, where a long prediction horizon and a perfect

(matched) model was assumed, hence allowing the control system to produce the ideal

optimal control for the system. In this chapter the effects of model mismatch and opti-

misation simplification are examined. Since WEC dynamics can be uncertain and may

indeed vary over their lifetime, due for example to biofouling (Wright et al. 2016), the

performance of the control system may therefore in reality become sub-optimal, lead-

ing to mechanical and electrical degradation if the system constraints are exceeded.

In this chapter, the non-linear effects of viscosity on the average power absorption are

investigated. First, the effect that unmodelled viscosity in the WEC has on the elec-

trical power absorption when a linear economic MPC is investigated. A non-linear

MPC approach based on the linear parameter-varying (LPV) method is then utilised,

in which the non-linear viscosity effect is approximated within the predictive model

at each prediction step. When utilising a linear viscous damping within the predictive

model, which is optimally tuned for each sea state, the optimisation becomes sim-

plified and reduces the computational complexity. The MPC is further optimised by

utilising a reduced control horizon, where the simplified MPC is then analysed when a

model mismatch occurs between the control and system. With the appropriate control
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horizon reduction, the performance of the MPC will be maintained with a much less

computational expense.

5.2 Model Mismatch

In previous chapters there have been positive results in absorbing maximum electri-

cal power from a cylindrical WEC. However, the hydrodynamics model used in the

MPC control system was the same as the systems simulation model itself. For nor-

mal tracking MPC, the control system can track the system reference points with some

robustness (Garcia et al. 1989). However, with economic MPC the objective is to max-

imise the electrical power which is dependent on the system model and cost function

(Ellis et al. 2014). In a real life situation, the system may change over time due to

external factors. This can cause a mismatch between the model in the controller and

the real life system which is shown in Fig. 5.1.

Fex
*(t)

x(k)

Real WEC System

P(t)

Fex(t)

MPC 

Internal 

Model

PI current 

controllers FPTO
*(t)

FPTO(t)

vdq(t)

WEC Control System

Figure 5.1: Outer loop control system. Situation: 1) the controller model and the
system are the same. 2) the system changes over time introducing a mismatch between
the controller model and the system
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With the MPC so finely tuned to maximise the average electrical power from the ideal

system, a mismatch could lead to a reduction in the average electrical power absorp-

tion. In this section the model mismatch effects between the control model and the

system are investigated.

The main factors of model mismatch include: the mass of the WEC (which could

increase due to bio-fouling) (O’Sullivan & Lightbody 2017b), the hydrostatic stiffness

coefficient (which would change if there is dynamic change in cross sectional area),

the radiation kernel and the non-linear viscosity effect (which could fluctuate with bio-

fouling growth). For each of these factors, the average electrical power absorbed from

a matched and unmatched MPC system are compared.

5.2.1 Mass Variation

Here the mismatch between the WEC mass in the control model and the system model

is analysed. In reality the modelling mismatch of the WEC mass should be very small.

However to test the control system during this mass mismatch, the control model was

kept constant at the nominal plant model and the WEC model mass was varied by

±10% and ±20% from the nominal model. For this analysis the system was excited

by 1 m high monochromatic waves and was controlled by a linearly constrained eco-

nomic MPC, where the linear mechanical constraints include the heave displacement,

the WEC velocity and the PTO force, as stated in (4.1). The effects on the average elec-

trical absorbed power from the WEC mass mismatch are shown in Fig. 5.2. To have a

fair analysis of the mismatch, the same systems were then tested with matching control

models where the controller model has been retuned to be the same as the perturbed

plant. Fig. 5.3 shows the ratio of the average power extracted from the mismatched

system to that obtained if the controller model is retuned to match the perturbed plant.

From Fig. 5.2 it is clearly shown that when the mass of the WEC changes, there

is a shift in average electrical power across the monochromatic spectrum. This figure

shows the effect that the change in WEC mass has on the average power. However, Fig.

5.3 shows that the results obtained from the mismatched systems are not necessarily

poor. Here it is shown that the mismatched system performs well (with a power ratio

between 1 and 0.9) until the mismatched system starts to operate in frequencies higher

than 1.1 rad.s−1, where the average electrical power absorbed between the mismatched

and matched systems start to diverge.
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Figure 5.2: Average electrical powers absorbed from 1 m amplitude monochromatic
waves, during a WEC mass mismatch of (a) +10%, (b) −10%, (c) +20%, (d) −20%
and (e) a fully matched system
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Figure 5.3: Power ratio from 1 m amplitude monochromatic waves (average power
from mismatched system/average power from matched system) during a WEC mass
mismatch of (a) +10%, (b) −10%, (c) +20%, (d) −20%
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5.2.2 Hydrostatic Stiffness Coefficient Variation

The mismatch between the control model and the system model was then tested with

changes in the hydrostatic stiffness. It is known from other research that non-linear

effects produced from hydrodynamic Froude Krylov forces can affect the performance

of the system, especially if the system is being actively controlled (Giorgi et al. 2016),

or if the WEC has non-linear wetted surface area (Ringwood et al. 2014); which in

this case, it does not. With the employment of active control in this work, it is essen-

tial that the mismatch in the hydrostatic stiffness coefficient is tested. As before, the

average electrical power absorbed from the mismatched system was compared against

the average power absorbed from the fully matched model when excited by 1 m high

monochromatic waves.

The average electrical power absorbed from the mismatched models are shown in Fig.

5.4, while the ratio of the average power absorbed from the mismatch to the matched

systems (with controller model returned to match the perturbed system) are shown in

Fig. 5.5.
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Figure 5.4: Average electrical powers absorbed from 1 m amplitude monochromatic
waves, during hydrostatic stiffness coefficient mismatch of (a) +10%, (b) −10%, (c)
+20%, (d) −20% and (e) a fully matched system
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Figure 5.5: Power ratio absorbed from 1 m high monochromatic waves, (average
power from mismatched system/average power from matched system) during a hy-
drostatic stiffness coefficient mismatch of (a) +10%, (b) −10%, (c) +20%, (d) −20%

As seen in Fig. 5.4, when there are mismatches between the system model and the

control model, there are minor average power differences for frequencies greater than

0.9 rad.s−1. However, there are substantial average power differences for lower fre-

quencies (i.e. 0.1 MW between systems with a 0% and +20% mismatch at 0.7 rad.s−1).

Therefore, the extracted average electrical power from the system is highly dependent

on the change in the hydrostatic stiffness coefficient. Even though the average power

significantly fluctuates depending on the hydrostatic stiffness, the mismatch between

the control model and the system model seems to have hardly any effect on the amount

of average electrical power absorbed from the mismatched system, as can be seen in

Fig. 5.5. The worst case was during the −20% model mismatch where the the power

ratio dropped to 0.88. Furthermore, the use of an MPC with a hydrostatic stiffness mis-

match in the control model can still produce an acceptable amount of average electrical

power.

5.2.3 Radiation Kernel Variation

This subsection focusses on the mismatch between the control model and the system

model in terms of uncertainty in the radiation kernel. The mismatched system was

tested as before, excited with 1 m high monochromatic waves. The system mismatch
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was achieved by varying the gain, poles and zeros of the radiation kernel within the

mismatch bounds of ±10% and ±20%. To test this mismatch in an unbiased man-

ner, multiple variations of the mismatched radiation kernels had to be analysed since

the radiation kernel is dependent on a number of parameters. The amount of tested

randomised radiation kernel systems was increased until the mean average electrical

power values across the ensemble was within ±1% of the average power absorbed

from an ideal matched system (Metropolis & Ulam 1949); in this case, 70 randomised

radiation kernel systems were tested for each monochromatic frequency, where a ±1%

average electrical power tolerance was met for each frequency.

Fig. 5.6 shows the Monte-Carlo (Metropolis & Ulam 1949) results for the average

electrical power absorbed from the system with a radiation kernel mismatch bounds

of ±10% and ±20%. For example at 0.7 rad.s−1, the range of power extracted is any-

where between 0.28 and 0.36 MW, for combinations of the kernel parameters (gains,

zeros and poles) perturbed in the range ±20% about their nominal values.
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Figure 5.6: Average electrical power absorbed from 1m amplitude monochromatic
waves, for a) matched, b) ±10% and c) ±20% mismatch. The ±10% and ±20%
boundaries are also shown.

The change in radiation kernel has a great effect on the absorbable average electrical

power, as shown in Fig. 5.6. To have a fair comparison, the power extracted for the

mismatched radiation kernel systems that caused the maximum and minimum aver-

age power points for both ±10% and ±20% are now compared to the performance of
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the matched control systems. Fig. 5.7 shows the power ratio, comparing the average

power extracted when the system radiation kernel is mismatched to the controller, to

the average electrical power extracted when the controller model is retuned to match

the system. It is shown that over low frequencies of (0.4 − 1.05) rad.s−1 that the mis-

matched control model produces acceptable results, since the power ratio is higher than

0.9 for both ±10% and ±20% cases. However, for frequencies > 1 rad.s−1, the power

ratios for the mismatched system begin to degrade. The worst case is for a 20% mis-

match in the radiation kernel for high frequencies, leading to a minimum power ratio

of 0.25. This may seem unacceptable, however, depending on the spectrum of the exci-

tation waves, the power content at those frequencies may actually be inconsequential.
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Figure 5.7: Power ratio absorbed from 1 m high monochromatic waves, (average
power from mismatched system/average power from matched system) during a ra-
diation kernel mismatch (a) Max power ratio over the ensemble for ±10% bounds on
the parameters. (b) Min power ratio for ±10%. (c) Max power ratio for ±20%. (d)
Min power ratio for ±20% bounds.

Electrical Power Optimisation of

Grid-connected Wave Energy Converters using

Economic Predictive Control

137 Adrian C.M. O’Sullivan



5. THE EFFECT OF MODEL UNCERTAINTY,
VISCOSITY AND MPC SIMPLIFICATION ON

ELECTRICAL POWER PRODUCTION 5.3 Effects of Viscosity on Power Absorption

5.3 Effects of Viscosity on Power Absorption

One category that has been somewhat assumed as insignificant in previous wave energy

research is the importance of including and modelling the non-linear components of

the WEC system. The main non-linearity in the hydrodynamic system are the Froude-

Krylov forces and the viscosity forces. In both (Guérinel et al. 2011, Penalba Retes

et al. 2015), the effects of including non-linear Froude-Krylov forces in the hydrody-

namics model were demonstrated. Whilst in (Bhinder et al. 2011, Giorgi et al. 2016), it

was shown that without the implementation of active control, the effects on the power

extraction are insignificant. However, when active control is used, the performance

from the non-linear model considerably deviates from the linear model (Giorgi et al.

2016). In previous chapters (O’Sullivan & Lightbody 2017a), viscosity effects were

not considered. In this section, it is initially assumed that the MPC prediction model is

linear as in (O’Sullivan & Lightbody 2015) with no viscous modelling included. How-

ever, a non-linear WEC simulation model is now used, which includes viscosity as

described in equation (5.1), which is in a convenient state space form from the original

viscous Cummins equation (2.11, page 29).

d

dt








z(t)

ż(t)

xr(t)




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


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
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+ Bcuq(t) + Fcv(t) + Ec(t)η̇(t) (5.1)

where,

Ac(t) =
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
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. (5.2)

As shown in chapter 3 (O’Sullivan & Lightbody 2016), the MPC involves maximis-

ing the average electrical power (5.3) within the mechanical linear constraints (WEC

heave, WEC velocity and PTO force); this includes the resistive losses from the LPMG.

For this section, no field weakening or non-linear electrical constraints are included in

the MPC algorithm.
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Pe = − 1

T

T∫

t=0

(

(M + mµ) uq(t)ż(t) +
R

ψ2
u2

q(t)

)

dt (5.3)

where,

ψ =
λ

′

fd
π
τ

M + mµ

λ′
fd, τ and R are the flux linkage, the pole pitch and the resistance of the LPMG. The

system was tested using monochromatic waves of amplitude 1 m, ranging between

0.219 rad/s and 1.23 rad/s. The linear MPC (O’Sullivan & Lightbody 2017a) was

tested on the system with and without constraints. This work examines the effect of

including the viscous forces in the WEC system model. It is clear from Fig. 5.8 that

the viscous force in the system model which is not accounted for in the linear MPC

prediction model has a dramatic effect on the electrical power production. In fact,

in this example, negative electrical power is produced over a wide frequency range.

This points to the fact that the relative velocity between the device and the sea surface

must be significant, hence causing a serious model mismatch. Some improvement

in performance of the viscous system is obtained by the presence of the mechanical

constraints, since it decreases the model mismatch by restricting the relative velocity.

However, the power absorption across the frequency range is still unsatisfactory.

5.3.1 Non-linear Model Predictive Control

The inclusion of viscosity within the MPC model yields a non-linear MPC problem.

In this work, a NMPC, which is comparable to (Huzmezan & Maciejowski 1998), is

implemented. To simplify the optimisation problem, the prediction model is linearised

at each step across the prediction horizon, using the predicted velocities obtained from

the solution to the optimal control problem at the last control sample. By using pre-

dicted velocities, the non-linear viscous coefficient can then be linearised at each con-

trol sample (5.4) across the prediction horizon,

C̃vis(k + i) = ρCdA |ż∗(k + i|k − 1) − η̇(k + i))| , (5.4)

where ż∗(k + i|k − 1) is the predicted velocity at the ith step into the future, from the

optimal state trajectory predicted as part of the solution for the controls at the (k −1)th

sample. It is assumed here that the sea surface velocity η̇(k + i) is known over the

prediction horizon.
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Figure 5.8: Average electrical power produced from monochromatic waves with am-
plitude 1 m. A linear inviscid control model is used within the MPC in each case. i)
Linear inviscid system, without constraints ii) Linear inviscid system with constraints,
iii) Non-linear viscous system with constraints, iv) Non-linear viscous system without
constraints

Using these predicted velocities, ż∗(k + i|k −1) and η̇(k + i), the non-linear Ac(t) and

Ec(t) matrices from (5.1) can then be linearised at each control step over the horizon,

as shown in (5.5),
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(5.5)

The digitisation of the continuous model (5.1) was accomplished assuming a first order

hold (FOH) (Cretel et al. 2011). Integral action was also included. This results in the

Electrical Power Optimisation of

Grid-connected Wave Energy Converters using

Economic Predictive Control

140 Adrian C.M. O’Sullivan



5. THE EFFECT OF MODEL UNCERTAINTY,
VISCOSITY AND MPC SIMPLIFICATION ON

ELECTRICAL POWER PRODUCTION 5.3 Effects of Viscosity on Power Absorption

following discrete time, LPV prediction model (Tóth 2010),

xb(k + i + 1) = Ab(k + i)xb(k + i) + Bb(k + i)∆u(k + i + 1)

+Fb(k + i)∆v(k + i + 1) + Eb(k + i)∆η̇(k + i + 1)

yb(k + i + 1) = Cbxb(k + i + 1),

(5.6)

where i ∈ {0, 1, .., (Np − 1)} and
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ż(k)

xr(k)

u(k)

v(k)

η̇(k)
















yb(k) =










z(k)
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eÃc(k+i)TL ΛB(k + i) ΛB(k + i) ΛV (k + i)

0 1 0 0

0 0 1 0

0 0 0 1










.

Here Ab(k + i) ∈ R
(n+5)×(n+5), ΛB(k + i) = Ãc(k + i)−1

(

eÃc(k+i)TL − I
)

Bc ,

ΓB(k + i) = 1
TL

Ãc(k + i)−1 (ΛB(k + i) − TLBc). Then using the linear approximation

Ẽc(k + i) from (5.5), the following can be constructed,
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where, ΛV (k + i) = Ãc(k + i)−1
(

eÃc(k+i)TL − I
)

Ẽc(k + i) , ΓV (k + i) = 1
TL

Ãc(k +

i)−1
(

ΛV (k + i) − TLẼc(k + i)
)

The following prediction equation can be formed to predict the output vector at the kth

sample over the Np steps of the prediction horizon,

Ŷ (k) = Pxb(k) + G∆U (k) + H∆V (k) + Mo∆η̇(k), (5.7)

where Ŷ (k) ,
[

yb(k + 1|k)T .....yb(k + Np|k)T
]T

and ∆U (k), ∆V (k) and ∆η̇(k)

have the same structure. P ∈ R
4Np×(n+5), G ∈ R

4Np×Np , H ∈ R
4Np×Np and

Mo ∈ R
4Np×Np ,

P =











CbAb(k)

CbΦ1Ab(k)

:

CbΦN−1Ab(k)











,

H =










CbBb(k) 0 .. 0

CbΦ1Bb(k) CbBb(k + 1) .. 0

: :
. . . :

CbΦN−1Bb(k) CbΦN−2Bb(k + 1) .. CbBb(k + Np − 1)










(5.8)

Here G, H and Mo have a similar structure to H (5.8) and Φn =
n∏

j=1
Ab(k + j).

As shown in chapter 3 (O’Sullivan & Lightbody 2017a), by using (5.7), a cost function

(5.9) can be formed. By minimising this cost function with the incorporation of the

linear constraints, using linear QP via MATLAB (R2016a) (Matlab 2010) quadprog

the optimal ∆u(k + i|k) values can be found; these optimal values allow maximum

power absorption.

J =
1

2
∆UT GT QG∆U + ∆UT GT Q (Pxb + H∆V + Mo∆η̇)

+
1

2
(Pxb + H∆V + Mo∆η̇)T Q (Pxb + H∆V + Mo∆η̇)

(5.9)

This non-linear viscid hydrodynamic system was then tested with the NMPC algorithm

with and without linear mechanical constraints. To provide reference results showing

the optimal electrical power extraction that is available, the models in the simulation

and controller are matched. The system was tested under multiple sea states, with the

significant height and mean wave period selected for each sea state. Each sea state was

implemented using a Bretschneider spectrum (Tucker & Pitt 2001), which produced
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irregular waveforms, where the sea state characteristics are shown in table 5.1. It was

assumed that the future excitation waveforms were known for the finite horizon, with

Np = 100 and an outer sampling period of TL = 0.1 s,

Table 5.1: Sea states

Sea state no. Significant height Hs (m) Peak Wave Period Tp (s)
1 1.5 6
2 1.5 9.66
3 1.5 13.326
4 3 9.66
5 3 13.326
6 4.5 9.66
7 4.5 13.326
8 6 13.326
9 6 17
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Figure 5.9: NMPC Monte Carlo test results of the average electrical power absorbed
from irregular waves using a Bretschneider spectrum with a range of different peak
wave periods and significant heights

It is shown in Fig. 5.9 that the NMPC succeeds in producing positive average electrical

power, unlike the previous case in which there was no viscosity term in the MPC model

(Fig. 5.8). When the NMPC with and without constraints are compared, it is shown

that the impact of the linear constraints on the absorbed average electrical power is

insignificant until the seventh sea state (Tp = 13.326 s Hs = 4.5 m) . From the seventh

sea state, the PTO force is then used from time to time to prevent the system from
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operating outside the feasible region in the near future, hence, reducing the average

electrical power from the unconstrained maximum.

5.4 MPC Algorithm Simplification

5.4.1 Linear Viscid Model Predictive Control

The NMPC shown in section 5.3.1 produces promising results, but at the cost of in-

creased computational effort for this application. The NPMC uses approximately 2.5

times the computational time of the linear MPC for the unconstrained case and 5 times

the computational time when constraints are included. A more efficient method for

dealing with the viscous forces in the MPC model would be a linear MPC which in-

cludes a linear estimate of the non-linear viscosity force, that is fine tuned for each sea

state.

The linear viscid Model Predictive Controller is used to approximate the NMPC, where

the linear viscous coefficient estimate (C̃vis) is chosen to produce similar average elec-

trical power at each sea-state when compared to the full NMPC, but without the com-

putational complexity. Here a constant C̃vis is selected for each sea-state, to provide

constant matrices Ãc and Ẽc as defined in (5.5) and (5.10). Hence, for a given sea-state

this represents a linear MPC problem.

F̃v(t) = −C̃vis (ż(t) − η̇(t)) (5.10)

The results in Fig. 5.10 show how the electrical power extracted depends on the choice

of C̃vis. Here the MPC system was tested for sea state 3 (Tp = 13.326 s Hs = 1.5 m)

and sea state 8 (Tp = 13.326 s Hs = 6 m), with and without constraints. There is

a unique C̃vis value that corresponds to the maximum extractable average electrical

power; the optimum C̃vis value for sea state 3 is 1 × 105 kg/s and the optimum C̃vis

value for sea state 8 is 2.1 × 105 kg/s.

When the linear constraints are included in the MPC, the relative velocity between the

wave and WEC is restricted, especially at higher sea states where the WEC velocity

constraints are frequently active. This relative velocity restriction causes the average

electrical power to be insensitive to choices of C̃vis at higher sea states, as shown in

Fig. 5.10(b).

The linear MPC, with and without constraints, was tested across the entire sea state
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Figure 5.10: Linear MPC performance (assuming a linear viscosity model in the con-
troller) with and without constraints. Average electrical power absorbed from (a) sea
state 3 (Tp = 13.326 s Hs = 1.5 m), (b) sea state 8 (Tp = 13.326 s Hs = 6 m) using a
Bretschneider spectrum

range, where the optimum C̃vis values corresponding to the maximum average power

points are shown in Fig. 5.11. This also shows the C̃vis regions where the average

power is above 98% of the maximum average power available (C̃vis98%).

From Fig. 5.11, the optimal C̃vis value with constraints increases somewhat propor-

tionally with the corresponding sea state, but at a much reduced rate than when con-

straints are not included. It is also shown that when the constraints are included, the

C̃vis98% regions broaden, which then causes a larger common C̃vis98% overlap across

the sea states. Therefore, a sea state invariant C̃vis estimate value can be found, which

allows the average electrical power for all sea states to operate between 96% to 100%

of the maximum power available, hence allowing a simple and efficient way of sub-

optimally extracting acceptable electrical power. In this example, when the constraints

are included, a constant C̃vis = 1 × 105 kg/s would provide between 96 − 100% of the

average electrical power extracted by optimally tuning C̃vis for each sea-state.

Variations in the viscosity force could be caused by increasing growth of biofouling on

the WEC itself (Wright et al. 2016), which could change the hydrodynamic properties

of the WEC. Furthermore, it is important to analyse the effects that a mismatched

control model has on the average power absorbed from the viscous system, since the

viscous drag coefficient could vary around a certain value in practice (Nepf 1999).
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Figure 5.11: The linear viscous term C̃vis versus the range of sea states. Showing the
C̃vis values which correspond to an MPC with an efficiency greater than 98%, C̃vis98%

(results found using an NMPC were taken as 100% efficiency). This figure shows that
as linear mechanical constraints are included into the MPC algorithm, the C̃vis98%

regions decrease to a point where a single C̃vis value of C̃vis = 1 × 105 can be utilised
to allow efficiency greater than 96% across all sea states.

The robustness of the MPC due to a viscous mismatch is tested by changing the non-

linear viscosity drag coefficient Cd in the hydrodynamic system by ±10% and ±20%,

where Cd = 1.8 when a mismatch of 0% occurs; the robustness analysis utilises 1 m

high monochromatic excitation waves. The economic MPC with a constant linear vis-

cous approximation C̃vis = 1 × 105 kg/s, (O’Sullivan & Lightbody 2017c), is used in

this section to analyse the robustness of the linear MPC when changes in the non-linear

hydrodynamic model occur. Fig. 5.12 shows the resulting absorbed average electri-

cal power found from a hydrodynamic system with a ±10% and ±20% mismatched

viscous drag coefficient Cd. As shown in Fig. 5.12, as the Cd viscous drag coefficient

increases (+10%, +20%) and the MPC’s linear viscous coefficient C̃vis stays constant,

the average electrical power decreases. Furthermore, as the viscous drag coefficient Cd

is reduced (−10%, −20%), the average electrical power increases. Fig. 5.13 shows the

power ratio (5.11) that each mismatched system has against its corresponding matched

system; the corresponding matched system involves changing the non-linear drag coef-

ficient Cd in the NMPC’s internal model to obtain maximum average electrical power

levels from each hydrodynamic model variation,
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Power Ratio =
Pe,mismatch

Pe,match

, (5.11)

where Pe,mismatch is the average electrical power from a WEC system with a varying

Cd coefficient, controlled with an MPC with a constant C̃vis = 1 × 105 kg/s. Pe,match

is the average electrical power from a WEC system with a varying Cd, controlled with

an NMPC with the same Cd value as the WEC system.

It is shown in Fig. 5.13 that the power ratios for both the ±10% and ±20% cases are

all above 0.91; therefore the linear viscous approximated MPC is acceptable for use

when the viscosity is uncertain.
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Figure 5.12: Average electrical power absorbed from 1 m high monochromatic excita-
tion waves when an MPC with a constant viscous coefficient C̃vis = 1 × 105 is tested
on a hydrodynamic system with a non-linear drag coefficient mismatch of (a) +10%
(Cd = 1.98), (b) −10% (Cd = 1.62), (c) +20% (Cd = 2.16), (d) −20% (Cd = 1.44)
and (e) 0% (Cd = 1.8)

5.4.1.1 Performance of Linear MPC

The performance of the system under NMPC, linear MPC (with optimal C̃vis selected

for each sea-state) and a linear MPC with constant linear viscous damping (C̃vis =

1 × 105 kg/s) was compared over the 9 sea states as defined in Table 5.1. In Fig. 5.14,

it is shown that in the unconstrained case, the average electrical power produced by the
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Figure 5.13: Power ratio from 1 m high monochromatic excitation waves when an
MPC with a constant viscous coefficient C̃vis = 1 × 105 is tested on a hydrodynamic
system with a non-linear drag coefficient of (a) +10% (Cd = 1.98), (b) −10% (Cd =
1.62), (c) +20% (Cd = 2.16), (d) −20% (Cd = 1.44) and (e) 0% (Cd = 1.8)

NMPC and the linear MPC (with optimal C̃vis selected for each sea-state) are similar

up to sea-state 7. Furthermore, the average electrical powers produced when using the

linear MPC with a constant linear viscous damping (C̃vis = 1 × 105 kg/s) diverged

from the NMPC average electrical powers as the sea-state increased.

When examining the constrained case, where these MPC methods all included lin-

ear mechanical constraints within their algorithms (4.1), as shown in Fig. 5.15, it is

important to note that all three controllers provided similar average electrical power

extraction, except at the energetic sea-state 9. This implies that mechanical constraints

in this example, limit the relative velocity and allow for excellent performance of the

linear MPC, with a fixed linear viscous damping model.

5.4.2 Reduction of the Computational Load using Move-blocking

Constrained optimisation forms the basis of most MPC control laws, which makes it

advantageous over other control methods. However, the computational load that comes

with it is undesirable (Genest & Ringwood 2016), especially when the computationally

expensive NMPC is implemented. In this section, an assessment of different control

horizon curtailments is carried out to simplify the online complexity of the MPC opti-
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Figure 5.14: Unconstrained case: A comparison of the average electrical powers ob-
tained using i) NMPC, ii) Linear MPC, where C̃vis optimally tuned for each sea state
and iii) Linear MPC, with C̃vis = 1 × 105 (kg/s) which is constant for all sea states.

misation, whilst not sacrificing the performance of the system. Using a move-blocking

technique (Cagienard et al. 2007), the number of free variables in the control horizon

can be significantly reduced while maintaining a similar performance when compared

with a standard economic MPC with a longer control horizon. This curtailment reduces

the amount of unnecessary computational power that would have previously been used

to calculate the variables in the control horizon that would have had an insignificant

effect on the performance of the controller.

An economic MPC controller typically uses a control horizon of Nc ≤ Np free control

choices over the prediction horizon. The computational burden can be lowered by

decreasing Nc, but at the cost of reducing performance.

Two types of control horizons are used in this section. First a standard control horizon

reduction is applied where the control variables ∆uq(k + i) are set to zero after the first

Nc steps of the prediction horizon,

∆uqh(k) =




INc

0Nc×Nr

0Nr×Nc
0Nr×Nr



 ∆uq(k),

Electrical Power Optimisation of

Grid-connected Wave Energy Converters using

Economic Predictive Control

149 Adrian C.M. O’Sullivan



5. THE EFFECT OF MODEL UNCERTAINTY,
VISCOSITY AND MPC SIMPLIFICATION ON

ELECTRICAL POWER PRODUCTION 5.4 MPC Algorithm Simplification

1 2 3 4 5 6 7 8 9

Sea state

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

A
v

er
ag

e 
P

o
w

er
 (

M
W

)
NMPC

Linear MPC with optimal C̃vis for each sea state

Linear MPC with constant C̃vis = 1 × 105 (kg/s)

Figure 5.15: Constrained case: A comparison of the average electrical powers using
i) NMPC, ii) Linear MPC, where the optimally tuned C̃vis estimations are used and
iii) Linear MPC, with a sea state invariant C̃vis = 1 × 105 (kg/s) which is constant for
all sea states. The constraints used in these tests were linear mechanical constraints,
including heave displacement, WEC velocity and PTO force.

where ∆uqh(k) ∈ R
Nc×1, Nr = (Np − Nc). For example, if Np = 4 and Nc = 2 then,

∆uqh(k) =











1 0 0 0

0 1 0 0

0 0 0 0

0 0 0 0





















∆uq(k + 1)

∆uq(k + 2)

∆uq(k + 3)

∆uq(k + 4)











=




∆uq(k + 1)

∆uq(k + 2)



 . (5.12)

In the second method, a move-blocking is used where the Nc control variables are

appropriately spread out across the prediction horizon Np (Cagienard et al. 2007), with

the control variables concentrated over the early stages of the prediction horizon,

∆uqm
(k) =











Φ1 0 . . . 0

0 Φ2 . . . 0
...

...
. . .

...

0 0 . . . ΦNc











∆uq(k) (5.13)
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where ∆uqm
(k) ∈ R

Nc×1,

Φj =
[

1nj×1 0nj×(nj−1)

]

∈ R
nj×nj , (5.14)

where matrix n ∈ R
Nc×1 is a user defined array and

Nc∑

j=1
nj = Np. For example, if

Np = 10, Nc = 4, hence

n =











1

2

3

4











∈ R
4×1,

4∑

j=1

nj = 10. (5.15)

This yields,

∆uqm
(k) =





























1 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0 0





































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
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
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

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

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
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
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



, (5.16)

where

∆uqm
=





























∆uq(k + 1)

∆uq(k + 2)

∆uq(k + 2)

∆uq(k + 4)

∆uq(k + 4)
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

∈ R
10×1. (5.17)
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Figure 5.16: A comparison between the control variables uq(k + i) created when using
a full control horizon (Nc = 100) and when a move-blocking control horizon of (a)
Nc = 25,(b) Nc = 15, (c) Nc = 10 and (d) Nc = 7 is used
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It is shown from the waveforms in Fig. 5.16 that as the control horizon Nc decreases,

the control action across the prediction horizon becomes more disjointed and deviates

from the control waveform when Nc = Np; this results in the deterioration of average

power. However, by incorporating a move-blocking fewer control variables need to be

calculated over the prediction horizon. Therefore, there needs to be a balance between

minimising the amount of control variables and maintaining an acceptable amount of

absorbed average power.

5.4.2.1 Performance of Move-blocking Method

First, the performance of the MPC with a perfect (matched) hydrodynamic model was

investigated using a full control horizon Nc = Np, a reduced control horizon ∆uqh(k)

and a move-blocking control horizon ∆uqm
(k). For all tests, a 1 m monochromatic

excitation wave was used; linear constraints incorporated were WEC heave, velocity

and the PTO force. Fig. 5.17 shows the average electrical powers absorbed from

the system when the different control horizons were used. When a standard reduced

horizon is used with Nc = 30, the average power has significantly reduced when

compared to the average power obtained when using a full control horizon with Nc =

Np. However, when a move-blocking control horizon of Nc = 10 was used, the average

power extracted was observed to be very close to that obtained with a full control

horizon of Nc = Np = 100. However, any decrease from Nc = 10 with the move-

block technique resulted in a degradation of the average power. Nevertheless, the

average power results from the move-blocking technique for Nc < 10 show much

improved power levels when compared with the standard control horizon reduction

with a much greater control horizon Nc.

To show the serious advantages of using a move-blocking control horizon, the average

optimisation solution times for the unconstrained and linearly constrained problems

were recorded. As shown in Fig. 5.18, the difference between the solution times

for constrained and unconstrained MPC is very clear. For both unconstrained and

constrained cases the solve time decreases as the control horizon Nc decreases, with

the constrained optimisation solution time decreasing at a much higher rate than the

unconstrained optimisation. Furthermore, this figure also shows the corresponding

power ratio obtained for the various control horizons. The power ratio here is the ratio

of the average power extracted using a reduced move-blocking horizon against the

average power extracted when a full control horizon is used. It is clearly shown that as

the control horizon Nc reduces, the power ratio stays at unity until the control horizon

Nc < 15, when the power ratio begins to decrease. From this figure, it is shown that
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(a) Full Control Horizon Nc=100

(b) Blocked Control Horizon Nc=10

(c) Blocked Control Horizon Nc=7

(d) Reduced Control Horizon Nc=30

Figure 5.17: Average electrical power absorbed from 1 m monochromatic waves using
an MPC with linear mechanical constraints (4.1) when (a) a full control horizon is
used, (b) a move-blocked control horizon of Nc = 10 is used, (c) a move-blocked
control horizon of Nc = 7 is used and (d) a reduced control horizon of Nc = 30 is used

the optimisation of the problem can be simplified without diminishing the performance

of the average power extraction from the system.

The move-blocked MPC was then tested with non-linear voltage and uni-directional

power constraints, as shown in Fig. 5.19. It is clearly shown that as the move block-

ing control horizon order Nc is reduced, the computational solve time is significantly

reduced while maintaining a similar optimisation performance to the MPC with a full

control horizon of Nc = Np. Therefore there are serious advantages of using move

blocking in MPC when linear and non-linear constraints are incorporated.

5.4.2.2 System Robustness during System Mismatch

As shown in section 5.2, all the system mismatches between the control model and

system model can affect the amount of absorbable average electrical power. In this

section, the effects of a reduced control horizon Nc on the mismatched systems perfor-

mance is investigated.

Here the move-blocking technique is used on a mismatched system where the robust-

ness of the system will be analysed. From section 5.2 it was shown that some mis-
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Figure 5.18: (Left axis) The optimisation solve time vs the control horizon Nc (a) with
constraints, (b) without constraints; (Right axis) The power ratio (average power from
an MPC with control horizon Nc divided by the average power from an MPC with a full
control horizon) vs the control horizon Nc (c) with constraints (d) without constraints

matches within the system can affect the average power extracted from the system,

with some characteristics having more of an effect on the outcome than others. Here

the hydrostatic mismatch (section 5.2.2) in the system is used in the robustness analy-

sis since it affects the average power extraction the most at lower frequencies, where

the system will spend the majority of its operating time.

To test the robustness of the system, the move-blocking technique was used on the mis-

matched system where a −20% hydrostatic stiffness coefficient mismatch was used;

1 m high monochromatic waves are used in this analysis. The resulting extracted av-

erage electrical power from the mismatched system are shown in Fig. 5.20. From Fig.

5.20 it is shown that to some degree, the inclusion of the move-blocking technique does

not cause any significant difference in performance. It is only when the control horizon

has been decreased to the point (e.g. Nc = 10) where ∆uq(k + 2) = ∆uq(k + 1) that

the average power starts to significantly deviate.

When move-blocking results in a ∆uq(k + 2) and ∆uq(k + 1) which are equal to each

other, the calculated PTO force ∆uq(k) becomes damped; this is shown in Fig. 5.21.

This damped PTO force control action can lead to problems in satisfying the hard

constraints.
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Figure 5.19: (Left axis) The optimisation solve time vs the control horizon Nc (a) with
non-linear power and voltage constraints ; (Right axis) The power ratio (average power
from an MPC with control horizon Nc divided by the average power from an MPC with
a full control horizon) vs the control horizon Nc (b) with non-linear power and voltage
constraints

In Fig. 5.22 it is shown for a 1 m high monochromatic wave with a frequency of

0.419 rad.s−1 that the heave of the WEC and LPMG stay within the heave limitation of

±3.5 m when a control horizon of Nc = 100 is used. However, when a control horizon

of Nc = 10 is implemented, the PTO force (Fig. 5.21) becomes damped and the heave

of the system exceeds the heave limitation, which could cause damage. If the control

horizon Nc is too low, then there is a higher chance of ∆uq(k+2) = ∆uq(k+1) which

would degrade the systems performance. However, as stated in section 5.4.2.1, if the

control horizon Nc is selected too high, then the optimisation solve time will increase.

Therefore, there needs to be a compromise where the move-blocking control horizon

is wisely chosen to have the lowest possible control horizon whilst having acceptable

system performance which obeys the systems constraints.

5.5 Conclusion

In section 5.2, each characteristic in the hydrodynamic model was analysed with a de-

gree of model mismatch introduced between the control system and the actual system.

System model uncertainty included the WEC mass, hydrostatic coefficient and the ra-
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Figure 5.20: Average electrical powers from 1 m monochromatic waves using MPC
with linear mechanical constraints (4.1) for hydrostatic stiffness coefficient mismatch
of −20% when a control horizon of (a) Nc = 100 (full control horizon), (b) Nc = 25,
(c) Nc = 15 and (d) Nc = 10
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Figure 5.21: The scaled PTO force uq(t) during a 1 m, 0.4487 rad.s−1 monochromatic
excitation wave when an MPC with a control horizon of (a) Nc = 100 (full control
horizon) and (b) Nc = 10 are used
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Figure 5.22: The WEC heave z(t) for a 1 m, 0.6613 rad.s−1 monochromatic excitation
wave when an MPC with a control horizon of (a) Nc = 100 (full control horizon) and
(b) Nc = 10 are used

diation kernel. The results showed that each mismatch introduced a certain degree of

average electrical power loss when it was compared to the average electrical power ab-

sorbed from a fully matched system. Sections 5.2.1 and 5.2.3 showed the effects that

the mismatches had on the average electrical power. These two sections showed sim-

ilar results where the difference in average power between the mismatched and fully

matched systems was acceptable up to 1 rad.s−1. For frequencies ω > 1 rad.s−1 the

average power between the matched and mismatched systems deviated. From a math-

ematical point of view, this seems unacceptable. However, from a practical point of

view the fundamental frequency of a realistic excitation wave spectrum would be much

lower, therefore the effects from the higher frequencies would seem negligible. Section

5.2.2 showed that at lower frequencies (frequencies that would actually be active dur-

ing a realistic sea spectrum), there were large changes in average electrical power when

the hydrostatic coefficient varied over the ±20% range (e.g. at 0.65 rad.s−1 there was

0.155 MW of a difference in average power between the systems with a ±20% hydro-

static coefficient mismatch). Even though the smallest power ratio produced from the

hydrostatic coefficient mismatch was 0.88, this power ratio drop occurred for the lower

frequencies where there would be a much greater effect due to the system’s inherent

sensitivity to hydrostatic coefficient changes.

In section 5.3, the negative effects of the non-linear viscosity force on the average

Electrical Power Optimisation of

Grid-connected Wave Energy Converters using

Economic Predictive Control

158 Adrian C.M. O’Sullivan



5. THE EFFECT OF MODEL UNCERTAINTY,
VISCOSITY AND MPC SIMPLIFICATION ON

ELECTRICAL POWER PRODUCTION 5.5 Conclusion

electrical power absorption when using an inviscid MPC model was shown. With

the inclusion of linear constraints in the optimisation, the effects of the viscosity that

was neglected in the control model marginally decreased. A LPV NPMC was then

implemented in simulation which included the viscosity terms; this provided the refer-

ence performance where maximum electrical power is produced. However, the NMPC

performance came at the cost of a significantly increased computational burden. To

decrease the computational complexity, a linear damping viscosity model was incor-

porated into the linear MPC. It was found that when the C̃vis value was tuned for each

individual sea state, the average power collected was comparable to the results pro-

duced using the NMPC. By introducing linear mechanical constraints into the MPC

optimisation, the average power became less sensitive to the choice of C̃vis when com-

pared to the unconstrained case. Furthermore, a constant sea-state invariant C̃vis was

used to create a controller which could extract between 96% and 100% of the electri-

cal power obtained using the optimal C̃vis for each sea-state. Comparing the results

from the NMPC and the linear MPC approximations, it is shown that the system is

robust to model mismatches in viscous drag coefficient values producing a power ra-

tio of > 0.93 for a −20% mismatch. It is also shown that the inclusion of the linear

constraints within the optimisation cause a convergence of the performance across all

three controllers. From this, it can be said that with the help of linear constraints, satis-

factory power maximisation can be accomplished, with the inclusion of a single simple

linear drag coefficient C̃vis, without the complexity associated with NPMC.

In section 5.4.2, a move-blocking technique was incorporated into the control horizon.

The move-blocking method allowed for a reduction of the number of free control vari-

ables needed to be calculated. Unlike other control horizon minimisation techniques

where a reference trajectory is used, the move-blocking technique is better suited to

this economic MPC application due to its ability to represent the pseudo-periodic na-

ture of the control action across the prediction horizon with a small number of free

control variables.

In section 5.4.2.1, the MPC with the standard reduced control horizon is compared

against the MPC with the move-blocking horizon and an MPC with a full horizon. It

was shown that an MPC with a move-blocking control horizon of Nc = 10 can pro-

duce average electrical power results which are closer to the results found using an

MPC with a full control horizon. It was when the MPC with a move-blocking con-

trol horizon of Nc < 10, the fidelity of the MPC became dissimilar. However, when

compared to the results found when using the MPC with a standard reduced horizon,

the advantages of implementing the move-blocking technique became apparent. An

MPC with a standard reduced control horizon of Nc = 30 is incomparable to the re-
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sults found from an MPC with a full control horizon. It was then shown how by using

the move-blocking technique, the fidelity of the MPC can be maintained, while the

QP’s computational time is drastically reduced (e.g. for a linearly constrained MPC,

when Nc = 15, the power ratio is unity while reducing the solve time by 83%). Fur-

thermore, including linear mechanical constraints and non-linear (voltage and unidi-

rectional power flow) constraints into the MPC algorithm, the implementation of the

move-blocking technique nearly became essential (e.g. with Nc = 25, the power ratio

is unity while reducing the solve time by 90%).

In section 5.4.2.2, the move-blocking technique was then tested on a mismatched sys-

tem, with a −20% mismatched hydrostatic coefficient. It was shown that the inclusion

of move-blocking in the control horizon had a minor affect on the absorption of aver-

age electrical power when compared to a full control horizon. However, it was clear

that if the control horizon was set low enough, yielding ∆uq(k + 1) = ∆uq(k + 2),

then the control bandwidth would be reduced, which then causes the system to exceed

the systems constraints leading to possible damages. Therefore, using a move-block

technique for the control horizon whilst operating in a mismatched system is highly

advantageous once the allocation of the control variables within the control horizon

are arranged in a manner that allows a sufficient resolution at the beginning of the

prediction horizon.
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Chapter 6

Benefits of Centralised Predictive

Control for Optimal Electrical Power

Generation from WEC Arrays

6.1 Introduction

FORCING an array of WECs to operate in a region of constructive interference can

generate more electrical power per device, when compared to a single WEC of

the same power rating (Barcelli & Ringwood 2013). Optimising a group of wave

energy converters in an array formation, including the layout of the array and the global

control of the array can improve constructive interference (Garcia-Rosa et al. 2015).

It is also important to note that due to the natural phase differences in instantaneous

electrical power produced from each individual device, there is the potential for power

smoothing when WECs are grouped together; this is advantageous when exporting the

power onto the grid (Göteman et al. 2015).

WEC arrays can be categorised into multi-body WECs and a separate body WEC array

(Babarit et al. 2012). A multi-body WEC consists of multiple small WECs which are

attached to a main body which is larger in size, as shown in Fig. 6.1(a). This type

of array has electrical and mechanical infrastructure advantages, where the PTOs and

power electronics are above water. The underwater cabling going to the large multi-

body WEC is simplistic and the individual WECs are bound to the larger body causing

a low probability of a collision. However, with the devices so close to each other, there

is a greater chance of hydrodynamic shadowing which can cause power extraction in-

efficiencies. Furthermore, with smaller devices, friction can be an important factor.
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(a) Multi-body array (b) Separate body array

Figure 6.1: The two structural types of WEC arrays.

For the system to overcome this friction, the individual WEC must be scaled appropri-

ately. This can become an economic problem as the main body holding the WECs in

position has to scale also, which can become significant in size and uneconomical.

The WECs in a conventional WEC array are not structurally bound to a larger struc-

ture, they are dealt with as individual WECs operating in a relatively close space, as

shown in Fig. 6.1(b). With larger WEC separation distances, larger WECs can be

utilised, hydrodynamic shadowing effects decrease, destructive interference is weak-

ened and the probability of a WEC collision is reduced. However, a larger separation

distance consequentially leads to a greater electrical infrastructure cost (Thorburn et al.

2004). The electrical costs are affected by the cabling, the network topology, the type

of power converters, where to locate the power converters, should each WEC have its

own AC/DC/AC converter, should they all have a AC/DC converter feeding a common

DC-link bus; what type of DC-link should it have, should there be multiple DC-link

buses instead of one large DC-link bus?

The electrical infrastructure is based on two fundamental cabling layouts (López et al.

2013) - the string layout and the star layout, as shown in Fig. 6.2. The string layout

(Fig. 6.2.(a)) uses shorter cabling hence saving costs on the electrical infrastructure.

However, the WECs are limited to how much power can be generated since there is

a power limitation on the coupled wire which carries all the power onto the common

bus. Since each device on the branch is directly connected to each other in series,

the system is less reliable since the branch of WECs can all be effected if a shut down

fault occurs from a single WEC device. The star layout is utilised in WEC farms where

the WECs are closely spaced together. If the distance between the devices is over a
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Figure 6.2: The two fundamental electrical cabling infrastructure layouts.

certain threshold, the cost increases to a certain point where it becomes uneconomical.

However, the star layout is much more reliable than the string layout since each WEC

is electrically decoupled from each other; allowing the remaining WECs to continue

operating during a shut down fault on one of the machines.

Furthermore, with the string electrical layout from Fig. 6.2.(b), the power converter

layout also needs to be considered to design an economically viable system. For ex-

ample, one orientation is the individual variable speed layout (Fig. 6.3.(a)), where

each WEC with its own dedicated back-to-back VSC converter feeds an offshore AC

bus. This layout uses multiple transformers and converters which increases the cost of

the electrical infrastructure. In Fig. 6.3.(b), a string electrical layout is shown which

does not incorporate the individual back-to-back converter systems. Each WEC has its

own AC/DC VSC which feed a common offshore DC bus where a single DC/AC VSC

converts the aggregated powers into AC power; decreasing the amount of converters

needed.

All of the electrical layouts shown in Fig. 6.3 use a HVAC transmission method to

transport the electrical power to shore. However, there is also the HVDC method

which transmits DC voltage to a land based DC/AC power station. HVDC power

transmission only becomes the most economical and efficient transmission method

when wave farms are more than 50 km away from the on land power station. However,

for these distances the practical issues involved with the installation of such wave farms

so far away from land are substantial (Van Eeckhout et al. 2010).

When implementing a WEC farm of multiple hydrodynamically coupled WECs (Fig.

6.1(b)), greater power levels can be found with the potential of instantaneous power

balancing of the power exported onto the grid (Sjolte et al. 2012). However, for greater

power levels, larger devices will be needed which would require larger spacing dis-
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=
=

=
=

=
=

AC offshore farm 

network
Cable to shore

(a) The individual variable speed layout

=
===

DC offshore farm 

network
Cable to shore

(b) The HVAC transmission topology

Figure 6.3: The two fundamental power converter layouts, including generator sources,
AC/DC power converters, DC/AC power converters, transformers, a common bus and
the grid.

tance between the devices. With a large spacing distance, it was shown above that an

electrical string formation can become more economical. However, it was also shown

that with this electrical layout, the system as a whole is more vulnerable to WEC farm

branch shut down; if one WEC faults on the branch, all devices become disconnected.

This shows the need for a control system which enables maximum power extraction

while taking the mechanical and electrical constraints into account.

WEC array control methods used can be categorised into three categories: decen-

tralised, centralised and distributed control. Decentralised control of a WEC array

(Oetinger et al. 2014b), as shown in Fig. 6.4, is a simplistic method where each device

in the array is independently controlled; the control assumes no external disturbances

caused by surrounding WECs. This method is convenient as the computational ex-

pense is low and the logistics are simplified since there is no data shared between the

WECs in the array. However, the decentralised method can be prone to inaccuracies if
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the interactions between the WECs increases, causing power extraction inefficiencies

and the potential for constraints to be breached.

1 2

3

Decentralised

Controller

Decentralised

Controller

Decentralised

Controller

i WEC i

Hydrodynamic interactions 

between the WECs

Control signals

Instrumentation 

measurements

Figure 6.4: The three decentralised control algorithm layout of a three WEC equilateral
triangle wave energy array, including the local measurements from the PTO and WEC,
and the control signals sent to the PTOs.

Using centralised control (Oetinger et al. 2014a), as shown in Fig. 6.5, a global opti-

mum solution can be found since the information of all the WECs within the array is

aggregated into a single control algorithm. This enables the possibility of constructive

interference since the hydrodynamic interactions between the devices are incorporated

into the centralised control algorithm. It will also improve safety, since the proba-

bility of electrical and mechanical system constraint breaching is relatively low when

compared to an array controlled using decentralised control. In this work, there is a

maximum of three devices investigated. However, for commercial applications many

WECs may be considered, which would require an unrealistic amount of computa-

tional power. Therefore, with centralised control there is a practical limitation.

1 2

3

Centralised

Controller

i WEC i

Hydrodynamic interactions 

between the WECs

Control signals

Instrumentation 

measurements

Figure 6.5: The single centralised control algorithm layout optimally controlling all
three WEC that are in an equilateral triangle orientation, including the global measure-
ments from the PTOs and WECs, and the control signals sent to the PTOs.

Distributed control (Mc Namara et al. 2013), as shown in Fig. 6.6, is a hybrid of a
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decentralised and centralised control systems. Distributed control utilises controllers

for each WEC that solve their local optimisation problems, and after each iteration of

the optimum problem solver, each controller sends their solutions to their neighbouring

WECs. After a certain number of iterations, all the WECs will converge to an agreed

optimal solution. This distributed control method is advantageous as it essentially has

the computational speed of decentralised control while maintaining the fidelity of a

centralised controller.

1 2

3

Distributed

Controller

Distributed

Controller

Distributed

Controller

i WEC i

Hydrodynamic interactions 

between the WECs

Control signals

Instrumentation 

measurements

Information sharing 

signals

Figure 6.6: The layout of a distributed control algorithm controlling all three WEC that
are in an equilateral triangle orientation. Each controller uses its local measurements
from the PTOs and WECs, then distributes their optimum solutions to their neighbour-
ing found after every solver iteration. After a certain number of iterations, the optimum
solution is found and the control signals sent to the PTOs from the local controllers.

This chapter presents a comparison of the maximum electrical energy extraction of

equally spaced point absorber arrays, utilising both centralised and decentralised MPC

control (O’Sullivan & Lightbody 2017a). It focuses on the effect of layout, viscosity

and constraints on the potential benefits of a centralised approach, hence providing the

justification of developing a future distributed control algorithm. Finally, it provides

a method for the improvement of electrical power quality through the optimisation

process.

6.2 Modelling an Array of Grid Connected Point Ab-

sorbers

The wave to grid electrical system is shown in Fig. 6.7. The WEC is connected to a

linear permanent magnet generator (LPMG) (Polinder et al. 2004), which is connected

to the grid via back to back voltage source converters. The grid side converter is used
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to control the DC link voltage and reactive power. The machine side converter is used

to control the motion of the LPMG.

VDC(t)

DC 

Link Inverter filter Network voltages

abc

dq
Control

l
t

p

fd2

3

Modulation

Control

Modulation

abc

dq

Grid 

impedance 

PLL

abc 

currents 

z(t)

ż(t)

abc currents 

& voltages θ/ω 
id
*(t) iq

*(t) Vdc
*(t) Q

*(t)

Figure 6.7: Schematic of the Wave to Grid electrical system which includes: a point
absorber WEC connected to a LPMG, the machine side converter, the machine side
controller using dq transformations, the DC-link capacitor, a grid side converter, grid
side converter filters, grid impedance network, network voltages, the grid side con-
troller utilising a dq transformation with a PLL.

6.2.1 Hydrodynamics

The two WEC array orientations analysed in this work are shown in Fig. 6.8. All

WECs within the arrays have identical dimensions. The angle of unidirectional wave

excitation penetration is θ and each WEC is equally separated from each other with a

separation distance d. The WEC used in this research is a cylindrical point absorber

r

θ

d

r

θ

d

d
d

WAVES WAVES

(a) 2 WECs (b) 3 WECs

Figure 6.8: Top view of (a) a 2 WEC array, (b) a 3 WEC equilateral triangle array with
the WEC radius r, the WEC separation distance d, the array orientation θ
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with a semi-hemispherical bottom, modelled with a radius of r = 5 m and a draught

of 10 m. Each WEC is restricted to move in the heave direction and its model is based

on linear wave theory. The hydrodynamic model of the ith WEC (6.1), consists of the

hydrostatic force Fhi
(t), the radiation force Fradi

(t), the excitation force Fei
(t), the

controlled PTO force FP T Oi
(t) and the non-linear viscous force Fvi

(t),

Miz̈i(t) = Fhi
(t) + Fradi

(t) + Fei
(t) + FP T Oi

(t) + Fvi
(t). (6.1)

The hydrodynamic model for a single device (6.1) is then further developed into (6.3)

where the heave displacement of the ith WEC is zi(t), the WEC velocity is żi(t), the

wave elevation is ηi(t) and the wave velocity is η̇i(t). The hydrostatic force Fhi
(t)

is a function of the displacement zi(t), where β is the linear hydrostatic spring con-

stant. The radiation force Fradi
(t) is modelled (6.2) using the Cummins decomposition

(Cummins 1962), where the radiation kernels hri,j
(t) and the added mass at infinity

frequency mµi
are found using WAMIT (Version 7) (Lee 1995).

Fradi
(t) =

Nw∑

j=1



−mµi,j
z̈j(t) +

t∫

0

hri,j
(τ)żj(t − τ)dτ



 . (6.2)

The non-linear viscous force Fvi
(t) depends on the relative velocity between the WEC

and wave and the PTO force FP T Oi
(t) is manipulated by the control system,

Miz̈i(t) +
Nw∑

j=1

[

mµi,j
z̈j(t)

]

+

Fri
(t)

︷ ︸︸ ︷

Nw∑

j=1





t∫

0

hri,j
(τ)żj(t − τ)dτ



 +βizi(t)

+Cvisi
(t) (żi(t) − η̇i(t)) = FP T Oi

(t) + Fei
(t).

(6.3)

Here Nw is the number of WECs in the array. The excitation force Fei
(t) is a non-

causal convolution integral of the wave elevation ηi(t), where the excitation kernel

hei
(t) was found using WAMIT (Lee 1995),

Fei
(t) =

t∫

−∞
hei

(τ)ηi(t − τ)dτ. (6.4)

The radiation force on the ith WEC, Fri
(t), which is expressed as the sum of forces

produced by the movement of the Nw devices in (6.3), can be realised as a multi-input-

single-output state space subsystem (6.5) using the Hankel singular value decomposi-
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tion (HSVD) method (Kung et al. 1983):

ẋrj
(t) = Arj

xrj
(t) + Brj

żj(t)

Fri
(t) =

Nw∑

j=1

(

Cri,j
xrj

(t) + Dri,j
żj(t)

)

,
(6.5)

where n is the radiation kernel order, xrj
(t) ∈ R

n×1, Arj
∈ R

n×n, Brj
∈ R

n×1,

Cri,j
∈ R

1×n, Dri,j
∈ R

1.

The non-linear viscosity force Fvi
(t), is based on the semi-empirical Morison equation

(Morison et al. 1950),

Fvi
(t) = −Cvisi

(t) (żi(t) − η̇i(t)) , (6.6)

where,

Cvisi
(t) =

1

2
ρCdi

A |żi(t) − η̇i(t)| .

Here ρ is the density of water, Cdi
is the drag coefficient (Bhinder et al. 2011) and Ai

is the sectional area of the ith point absorber which is orthogonal to the direction of the

force. Combining all WEC models, a global non-linear hydrodynamic system can be

formed, which includes all the cross coupling radiation terms (6.7),

d

dt
X(t) = Ac(t)X(t) + BcUq(t) + FcV(t) + Ec(t)Ḣ(t), (6.7)

where,

Ac(t) = Km
−1











Ac,1,1(t) Ac,1,2(t) . . . Ac,1,Nw
(t)

Ac,2,1(t) Ac,2,2(t) . . . Ac,2,Nw
(t)

...
...

. . .
...

Ac,Nw,1(t) Ac,Nw,2(t) . . . Ac,Nw,Nw
(t)











∈ R
Nw(n+2)×Nw(n+2),

Ac,i,j(t) =















0 1 0

−βi −(Dri,i
+ Cvisi

(t)) −Cri,i

0 Bri
Ari









, if i = j









0 0 0

0 −Dri,j
−Cri,j

0 Brj
Arj









, if i Ó= j

∈ R
(n+2)×(n+2),
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Bc = Km
−1











Bc,1 0 . . . 0

0 Bc,2 . . . 0
...

...
. . .

...

0 0 . . . Bc,Nw











∈ R
Nw(n+2)×Nw ,

Fc = Km
−1











Fc,1 0 . . . 0

0 Fc,2 . . . 0
...

...
. . .

...

0 0 . . . Fc,Nw











∈ R
Nw(n+2)×Nw ,

Ec(t) = Km
−1











Ec,1(t) 0 . . . 0

0 Ec,2(t) . . . 0
...

...
. . .

...

0 0 . . . Ec,Nw
(t)











∈ R
Nw(n+2)×Nw ,

Bc,i = Fc,i = Km
−1








0

(Mi + mµi
)

0








Ec,i(t) = Km
−1








0

Cvisi
(t)

0








∈ R
(n+2)×1,

where,

Km =











Ma1,1
Ma1,2

. . . Ma1,Nw

Ma2,1
Ma2,2

. . . Ma2,Nw

...
...

. . .
...

MaNw,1
MaNw,2

. . . MaNw,Nw











∈ R
Nw(n+2)×Nw(n+2) (6.8)

Mai,j
=















1 0 0

0 (Mi + mµi,i
) 0

0 0 I









, if i = j









0 0 0

0 mµi,j
0

0 0 0









, if i Ó= j

∈ R
(n+2)×(n+2)
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X(t) =








x1(t)
...

xNw
(t)








, Uq(t) =








uq1
(t)
...

uqNw
(t)







,

V(t) =








v1(t)
...

vNw
(t)








, Ḣ(t) =








η̇1(t)
...

η̇Nw
(t)







,

xi(t) =








zi(t)

żi(t)

xri(t)








.

Here xi(t) ∈ R
(n+2)×1, X(t) ∈ R

Nw(n+2)×1 and {Uq(t), V(t), Ḣ(t)} ∈ R
Nw×1 and

the scaled forces, uqi
(t) and vi(t) are,

uqi
(t) =

FP T Oi
(t)

Mi + mµi

vi(t) =
Fei

(t)

Mi + mµi

(6.9)

6.3 Theoretical Maximum Power

In this section, a frequency domain algorithm producing optimum average electrical

power from a hydrodynamically coupled WEC array is described. Initially, the entire

hydrodynamic WEC array system (6.7) is representable in the frequency domain as

(6.10),

jωKm(ω)Ż(ω) + Hr(ω)Ż(ω) +
β

jω
Ż(ω) − Fex(ω) = FPTO(ω) ∈ C

Nw×1, (6.10)

where,

Hr(ω) =











Hr,11(ω) Hr,12(ω) . . . Hr,1N(ω)

Hr,21(ω) Hr,22(ω) . . . Hr,2N(ω)
...

...
. . .

...

Hr,N1(ω) Hr,N2(ω) . . . Hr,NN(ω)











= Hr,a + jHr,b ∈ C
Nw×1,

(6.11)
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Ż(ω) =











Ż1(ω)

Ż2(ω)
...

ŻN(ω)











= Ża + jŻb ∈ C
Nw×Nw , (6.12)

Fex(ω) =











Fex,1(ω)

Fex,2(ω)
...

Fex,N(ω)











= Fea + jFeb ∈ C
Nw×1, (6.13)

FPTO(ω) =











FP T O,1(ω)

FP T O,2(ω)
...

FP T O,N(ω)











= − (Fa + jFb) ∈ C
Nw×1. (6.14)

Transforming (6.10) into its complex form, showing the corresponding real and imag-

inary figures, (6.10) can be represented as (6.15),

(G + jQ)
(

Ża + jŻb

)

− (Fex,a + jFex,b) = − (Fa + jFb) ∈ C
Nw×1, (6.15)

where,

(G + jQ) =

(

Hr,a + j

(

ωKm(ω) + Hr,b − β

ω
I

))

∈ C
Nw×Nw . (6.16)

Decomposing the real and imaginary components of (6.15), the following can be trans-

formed into matrix form,




Fa

Fb



 =




Fea

Feb



 −



G −Q

Q G








Ża

Żb



 ∈ R
2Nw×1. (6.17)

The formulation of the average electrical power from first principles is shown in Ap-

pendix C, where the resulting average electrical power P̄ is shown in (6.18),

P̄ =
1

2









Ża

Żb





T 


Fa

Fb



 −



Fa

Fb





T 


ψ 0

0 ψ








Fa

Fb








 ∈ R

1×1, (6.18)
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where,

ψ =
R

(
π
τ
λ

′

fd

)2











1 0 . . . 0

0 1 . . . 0
...

...
. . .

...

0 0 . . . 1











∈ R
Nw×Nw . (6.19)

Substituting (6.17) into (6.18) yields (6.20),

P̄ =
1

2



−



Ża

Żb





T
(

Φ + ΦTΛΦ
)




Ża

Żb



 +




Ża

Żb





T
(

2ΦTΛ + I
)




Fea

Feb





−



Fea

Feb





T

Λ




Fea

Feb







 ∈ R
1×1,

(6.20)

where,

Φ =




G −Q

Q G



 ∈ R
2Nw×2Nw (6.21)

and

Λ =




ψ 0

0 ψ



 ∈ R
2Nw×2Nw . (6.22)

Optimising (6.20), the optimum frequency domain velocities
[

Ż⋆
T

a Ż⋆
T

b

]T

become at-

tainable,




Ża

Żb





⋆

=
(

Φ + ΦTΛΦ
)−1

(

ΦTΛ +
1

2
I
)




Fea

Feb



 . (6.23)

Substituting the optimum velocities (6.23) into the average power equation (6.20), the

optimum average power (6.24) is obtained, illustrating the maximum obtainable aver-

age electrical power from the WEC array,

P̄ ⋆ =
1

2








Fea

Feb





T ((

ΦTΛ +
1

2
I
)T (

ΦT + ΦTΛΦ
)−1

(

ΦTΛ +
1

2
I
)

− Λ

)




Fea

Feb









(6.24)
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6.4 Control of the Array of Point Absorbers to Opti-

mise Electrical Power

In this work, a cascade controller is used for each localised WEC system, as shown in

Fig. 6.9. An economic model predictive control (MPC) controller is implemented on

the outer slower loop, which maximises the average electrical power extracted from

the system. Using the optimum LPMG force set point uqi
(k) provided from the outer

loop, the faster inner loop produces this LPMG force utilising PI control. Here zero

field weakening is assumed (idi
(t) = 0 A), (O’Sullivan & Lightbody 2017a).

MPC
+

LPMG WEC

PREDICTOR

 -

+

 -

PWM

PWM

PI

PIFOH

FOH

Faster inner loop

x(kTL)

Δv̂(kTL)

Δuq(kTL)

Δid(kTL) id
*(kTgen)

uq
*(kTgen)

vd
*(kTgen)

vq
*(kTgen)

uq(kTgen)

vd(t)

vq(t)

id(kTgen)

FPTO(t)

ż(t)

Fex(t)
Fex(t)

Figure 6.9: Cascade control scheme of slower MPC outer loop and faster LPMG PTO
force controller.

6.4.1 The Cost Function for an Array

The purpose of the MPC presented in this work is to maximise the electrical power

absorbed from the entire WEC array. The total average electrical power absorbed from

the array can be expressed as (6.25),

Petot
(t) =

Nw∑

i=1

Pei
(t). (6.25)

Here each individual WEC average electrical power Pei
(t) can be determined as (6.26),

Pei
= − 1

T

T∫

t=0

(

(Mi + mµi
) uqi

(t)żi(t) +
R

ψ2
u2

qi
(t)

)

dt. (6.26)
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where as shown in (O’Sullivan & Lightbody 2017a),

ψ =
π
τ
λ

′

fd

(Mi + mµi
)

Here τ is the pole pitch and λ
′

fd is the scaled flux linkage of the LPMG. As in previous

work (O’Sullivan & Lightbody 2017a), the outer MPC loop in the cascade control

scheme sends optimal uqi
(t) ramp trajectories to the inner current control loop which

operates at a much higher bandwidth. Since a first order hold (FOH) is utilised, uqi
(k)

and żi(k) are both piecewise linear between the outer-loop samples and the average

electrical power for a single WEC (6.26) can be estimated in the discrete domain using

trapezoidal integration. Maximising electrical power Pei
for the ith WEC is equivalent

to minimising the cost function Ji(k), (6.27),

Ji(k) =
1

2
uqi

(k + Np)żi(k + Np) +

Np∑

j=1

uqi
(k + j)żi(k + j)

+
R(Mi + mµi

)

(λ
′

fd
π
τ )2




1

2
u2

qi
(k + Np) +

Np∑

j=1

u2
qi

(k + j)



 .

(6.27)

Combining all Nw cost functions into a single cost function, a global cost function

(6.28) is formed,

JT (k) =
Nw∑

i=1

Ji(k). (6.28)

Using optimisation algorithms such as quadratic programming (QP) over a prediction

horizon Np, the cost function (6.28) can be minimised.

6.4.2 Prediction Model for Centralised MPC

MPC requires a discrete time model of the array. To simplify the discretisation of

the system, the viscosity term in (6.7) is initially ignored. Later in this work, the vis-

cosity term will be reinstated into the control using non-linear model predictive control

(NMPC), which was introduced in (O’Sullivan & Lightbody 2017c). The discrete state

space model is,

Xf (k + 1) = Af Xf (k) + Bf ∆Uq(k + 1) + Ff ∆V(k + 1)

Yf (k) = Cf Xf (k)
(6.29)

Electrical Power Optimisation of

Grid-connected Wave Energy Converters using

Economic Predictive Control

177 Adrian C.M. O’Sullivan



6. BENEFITS OF CENTRALISED PREDICTIVE

CONTROL FOR OPTIMAL ELECTRICAL

POWER GENERATION FROM WEC ARRAYS

6.4 Control of the Array of Point Absorbers to

Optimise Electrical Power

Xf (k) =








X(k)

Uq(k)

V(k)








∈ R
Nw(n+4)×1

Yf (k) =























z1(k)

ż1(k)

uq1(k)
...

zNw
(k)

żNw
(k)

uqNw
(k)























∈ R
3Nw×1

Af =








eAcTL Λ Λ

0 1 0

0 0 1








∈ R
Nw(n+4)×Nw(n+4)

Bf =








Γ

1

0








Ff =








Γ

0

1








∈ R
Nw(n+4)×Nw .

Here Λ = Ac
−1

(

eAcTL − I
)

Bc ∈ R
Nw(n+2)×Nw , Γ = 1

TL
Ac

−1 (Λ − TLBc) ∈
R

Nw(n+2)×Nw and TL is the outer sampling time.

Assuming that the future excitation wave forces are known over the prediction horizon,

the output vector of the system can be predicted over the Np step prediction horizon

using (6.30),

Ŷf (k) = PXf (k) + Ha∆Ûq(k) + Hw∆V̂(k), (6.30)

where

Ŷf (k) =











Yf (k + 1|k)

:

:

Yf (k + Np|k)











∈ R
Np(3Nw)×1 (6.31)

and P ∈ R
Np(3Nw)×(n+4)Nw , Ha ∈ R

Np(3Nw)×Np(Nw), Hw ∈ R
Np(3Nw)×Np(Nw),∆Ûq(k)

∈ R
Np(Nw)×1, ∆V̂(k) ∈ R

Np(Nw)×1; a full description of the structure of these matrices

is provided in previous chapters and in (O’Sullivan & Lightbody 2017a).
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Using the output predictions (6.31), the cost function (6.27) can then be represented in

matrix form (6.32),

JT (k) =
1

2
Ŷf (k)T QaŶf (k), (6.32)

where,

Qa =











Q1 0 .. 0

0 Q2 .. 0

: :
. . . :

0 0 0 QNw











∈ R
Np(3Nw)×Np(3Nw).

Here Qi ∈ R
3Np×3Np and Mi ∈ R

3×3

Qi =









Mi 0 .. 0

0 Mi .. 0

: :
. . . :

0 0 0
1

2
Mi









, Mi =






0 0 0

0 0 1

0 1 2Gi






and

Gi =
R(Mi + mµi

)

(λ
′

fd
π
τ
)2

.

Neglecting terms that are independent of ∆Uq(k), the expansion of (6.32) yields

(6.33),

JT =
1

2
∆Ûq

T
Ha

T QaHa∆Ûq

+∆Ûq

T
Ha

T Qa

(

PXf + Hw∆V̂
)

.
(6.33)

Assuming that the cost function in (6.33) is semi-positive definite, Quadratic program-

ming (QP) solvers, such as in MATLAB (R2016a) or AMPL (Version 1) (Hürlimann

1993), can be used to minimise the cost function across a prediction horizon, subject

to constraints.
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6.5 Results

6.5.1 Centralised Predictive Control of Wave Energy Arrays

The effects of incorporating linear constraints in the centralised MPC (6.33) is ex-

plored. The linear constraints include the heave displacement ±zmax, the heave ve-

locity ±żmax and the scaled PTO force ±uqmax
. Subsequently the effect of viscosity

on the arrays interactions is then analysed using a non-linear MPC (NMPC) where the

viscous force Fv(t) was discussed in section 6.2.1. The structure and algorithm of this

NMPC is thoroughly discussed in (O’Sullivan & Lightbody 2017c), where the pre-

dicted states over the prediction horizon of the NPMC are dependent on the previously

predicted wave and WEC velocities. In this study, the cross-coupling added mass val-

ues (6.8) in the hydrodynamic system model (6.7) and the control model are excluded,

since they complicate the modelling and they have little effect on the hydrodynamics.

However, in previous work these cross-coupling added mass terms have been included

(O’Sullivan & Lightbody 2018), where the results are identical.

6.5.1.1 The Effect of Constraints and Viscosity on the Sensitivity of the Array

Power to Changes in Penetration Angle

In this section the unconstrained system was excited with 1 m high monochromatic

waves with wave frequencies ω ∈ {0.6, . . . 1.22} rad/s and a range of penetration

angles θ ∈ {0, . . . 2π} rad. Examples of the absorbed average electrical powers P̄

are shown in Fig. 6.10, where the method for calculating optimum average electrical

powers absorbed are from a fully coupled array using centralised optimum control is

shown in Appendix C; in Fig. 6.10 the average powers from the two array orientations

are tested at both d = 25 m and d = 100 m.

The power variance factor ∆P 2 (ω) is defined in (6.34),

∆P 2 (ω) =

∑

θ

[

P̄ (θ, ω) − P̄θ (ω)
]2

Nθ

. (6.34)

Here ∆P 2 (ω) is a measure of how much the average power varies with the wave

penetration angle range θ, P̄θ (ω) is the mean average power of the array across the θ

range for excitation frequency ω and Nθ is the amount of angles considered.

The power variance factor ∆P 2 (ω) of an unconstrained two device array is shown in

Fig. 6.11(a) and an unconstrained three device array in Fig. 6.11(b). The arrays are ex-
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Figure 6.10: Average electrical power P̄ extracted from an unconstrained, inviscid
WEC array which are excited by monochromatic waves with a peak height of α =
1 m, a range of frequencies ω and uniformly distributed wave penetration angles θ
using centralised MPC of the array with (a) two devices with a separation distance of
d = 25 m, (b) two devices a separation distance of d = 100 m, (c) three devices with
a separation distance of d = 25 m and (d) three devices with a separation distance of
d = 100 m

cited with 1 m high monochromatic waves with wave frequencies ω ∈ {0.6, . . . 1.22}
rad/s, penetration angles θ ∈ {0, . . . 2π} rad and d ∈ {20, . . . , 100} m. The power

variance factor of the average electrical power P̄ is less for a three device array than

it is for a two device array. Furthermore, the power variance factor at low separation

distances is much less than the two device array, meaning that the average power from

a three device array is more independent of the wave penetration angle θ.

An unconstrained inviscid system with an MPC, a constrained inviscid system with

a MPC, and a constrained viscid system with a NMPC were excited with 1 m high

monochromatic waves with wave frequencies ω ∈ {0.6, . . . 1.22} rad/s. To simplify

the analysis, the two device array orientation was chosen with a constant separation

distance of d = 25m. In Fig. 6.12, the power variance factor ∆P 2 (ω) across the

θ range (θ ∈ {0, . . . 2π} rad) is shown for each frequency. The results in Fig. 6.12

show that when linear mechanical constraints are incorporated into the NMPC, which

is implemented on a viscous system, the variance of the average power dramatically

reduces; this results in an array with diminished constructive or indeed destructive
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Figure 6.11: The power variance factor ∆P 2 (ω) of the average power P̄ from a fully
coupled two and three WEC array using 1 m high monochromatic waves with a range
of separation distances d and excitation, frequencies and a uniformly weighted wave
heights with (a) the power variance factor from a two device array, (b) the power vari-
ance factor from a three device array

interactions.

6.5.1.2 The Effect of Constraints and Viscosity on the q Factor of the Array

In this section the q factor (6.35) of the array is analysed, where the q factor is the ratio

of the average power extracted from a coupled array P̄c(ω, θ) to the average power

extracted from an array of Nw isolated identical WECs each producing P̄d(ω, θ).

q(ω, θ) =
P̄c(ω, θ)

NwP̄d(ω, θ)
(6.35)

The amplitude α of the monochromatic excitation (0 < α (θ) ≤ 1 m) preferentially

weights waves with penetration angles close to the optimal penetration angle θ∗ for the
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Figure 6.12: The power variance factor ∆P 2 (ω) of the average power P̄ from a fully
coupled two device WEC array receiving 1 m high monochromatic waves across a
range of θ ∈ {0, . . . 2π} at a constant separation distance of d = 25 m when (i) an
unconstrained global MPC controller is used, (ii) a constrained global MPC controller
is used and when (iii) a constrained non-linear global MPC controller is used which
includes the effects of viscosity

array using (6.36) (Balitsky & Ringwood 2014),

α (θ) =
22s−1

π

Γ2 (s + 1)

Γ (2s + 1)
cos2s

(

θ − θ∗

2

)

, (6.36)

where Γ is the weighted Gamma function and the s parameter determines the width of

the weighted spectrum. Here θ∗ = π/4 rads for the array orientations in this work, ω ∈
{0.6, . . . 1.22} rad/s, penetration angles θ ∈ {0, . . . 2π} rad and d ∈ {20, . . . , 100} m.

Fig. 6.13 shows the mean q factor over the range of penetration angles (θ ∈ {0, . . . 2π})

with weighted monochromatic waves. When the q factor values from the unconstrained

two device array Fig. 6.13(a) are compared against the q factor values from an uncon-

strained three device array Fig. 6.13(b), it is clearly shown in both data sets that as the

separation distance increases, inter-device interactions decrease causing the q factor

across the frequency range to approach unity. However, it is notable that at shorter

separation distances, the q factor for the three device array varies more across the fre-

quency range than the two device array.
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Figure 6.13: A comparison of the mean q factor across a θ range between a two and
three unconstrained, inviscid WEC array using preferentially weighted 0 < α (θ) ≤
1 m high monochromatic waves with a range of separation distances d, frequencies
and a wave amplitude 0 < α (θ) ≤ 1 with (a) the q factor from a two device array, (b)
the q factor from a three device array

An unconstrained inviscid system with an MPC, a constrained inviscid system with

a MPC and a constrained viscid system with a NMPC were excited with 1 m high

monochromatic waves. As in section 6.5.1.1, the two device array orientation was

chosen with a constant separation distance of d = 25m to simplify the analysis. The

frequencies ω ∈ {0.6, . . . 1.22} rad/s and the penetration angle θ ∈ {0, . . . 2π} rads

were uniformly distributed. The results shown in Fig. 6.14 present the minimum,

average and maximum q factor across the range of ω and θ values. It is evident that

as the linear constraints are included into the MPC, the maximum and minimum q

factor values each approach unity. As the viscosity force Fv(t) is then included in

the system and the linear constraints are included in the NMPC, the minimum and

maximum q factors move even closer to unity. It is clearly shown in Fig. 6.14 that both

the presence of constraints and viscosity lead to a reduction in the variability of the q

factor in response to the penetration angle and frequency. This also signifies that the

effects of constructive and destructive interactions are reduced.
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Figure 6.14: The q factor range (minimum, average, maximum) from a fully cou-
pled two device WEC array receiving high monochromatic waves with a range of
equally distributed wave penetration angles θ ∈ {0, . . . 2π} rad and frequencies
ω ∈ {0.4, . . . 1.22} rad.s−1 at a constant separation distance of d = 25 m when (a)
an unconstrained global MPC controller is used, (b) a constrained global MPC con-
troller is used and when (c) a constrained non-linear global MPC controller is used
which includes the effects of viscosity

6.5.2 Centralised vs Decentralised Predictive Control

Here the performance of a centralised MPC and a decentralised MPC are compared

against each other for the extraction of electrical power from the two device array

with a range of equally distributed wave penetration angles θ ∈ {0, . . . π} rad and fre-

quencies ω ∈ {0.4, . . . 1.22} rad.s−1 at a constant separation distance of d = 25 m.

Using 1 m high monochromatic waves the total electrical power extracted from the

array using the decentralised MPC scheme Plocal is compared with the total electrical

power extracted using the centralised MPC, Pglobal. Fig. 6.15 shows the power ratio

Plocal/Pglobal of: (a), an inviscid unconstrained system using a linear MPC, (b) an invis-

cid constrained system using a linear MPC and (c), a viscid constrained system using

a NMPC. From Fig. 6.15(a), the power ratio from an unconstrained inviscid system

is shown to vary significantly Plocal/Pglobal to as low as 0.83 with the average power

ratio across the ω and θ range is 0.92. When comparing the results from Fig. 6.15(a)

to the results shown in Fig. 6.15(b) and Fig. 6.15(c) it is clear that as the viscosity

and linear constraints are included in the NMPC optimisation, both the minimum and
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average power ratios converge towards unity, hence indicating that in the presence of

constraints and viscosity, the independent decentralised MPC produces near identical

results to the global centralised MPC.
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Figure 6.15: The average power ratio produced between the decentralised MPC Plocal

and the centralised MPC Pglobal for a fully coupled two device WEC array receiving
1 m high monochromatic waves with a range of equally distributed wave penetration
angles θ ∈ {0, . . . π} rad and frequencies ω ∈ {0.4, . . . 1.22} rad.s−1 at a constant
separation distance of d = 25 m when (a) the unconstrained MPC controllers are used,
(b) the constrained MPC controllers are used and when (c) viscosity is included and
the constrained non-linear MPC controller is used.
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Both two device and three device arrays were then excited with an irregular wave obey-

ing the Bretschneider spectrum. Three sea states are examined: (Tp = 6 s, Hs = 1 m),

(Tp = 7.8 s, Hs = 2 m) and (Tp = 9.6 s, Hs = 3 m). The waves are unidirectional,

with a penetration angle θ = π/4 rad. Both viscosity and linear mechanical constraints

are included. The non-linear NMPC is utilised. The performance of a centralised, and

a decentralised NMPC are compared for the following ratios of separation distance

to WEC radius, d/r ∈ {3, 5, 8, 12}. In the centralised NMPC, the full model of the

array including the interactions between devices is used - the power extracted using

this control is Pglobal. In the decentralised NMPC, the problem is broken down into

Nw simpler independent control problems, one for each device, assuming that there is

no interaction between the devices in the array - the power extracted from the array is

Plocal.
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Figure 6.16: The Bretschneider spectrum distributions representing (a) sea state 1
(Tp = 6 s and Hs = 1 m), (b) sea state 2 (Tp = 7.8 s and Hs = 2 m) and (c) sea
state 3 (Tp = 9.6 s and Hs = 3 m)

Fig. 6.17 shows the power ratio Plocal/Pglobal for both a two device and a three device

array, for the sea-states shown in Fig. 6.16 and how this depends on d/r. Indeed it is

apparent that for reasonable device separation for both arrays, that there is little benefit

to be obtained from using a centralised over a decentralised controller. For separation

ratio d/r > 5 for the two device array and d/r > 7 for the three device array, the

decentralised MPC extracts > 99% of the global optimum electrical power, over the

three sea states.

6.5.3 Control of the Electrical Power Quality

Even though the maximisation of the average power from the WEC array is desirable,

another primary problem which is frequently highlighted is the low average to peak

power ratio from the extracted instantaneous power. Ideally, the instantaneous power

exported from the WEC array onto the grid should be constant, especially at high power

levels where high power fluctuations may cause stability problems in weak grids. The
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Figure 6.17: The average power ratio produced between the decentralised MPC Plocal

and the centralised MPC Pglobal for three unidirectional irregular sea states. The wave
penetration angle is θ = π/4 rad and the range of (separation/WEC radii) distances
d/r ∈ {3, 5, 8, 12 m} where (a) two device array, (b) three device array

instantaneous power extracted from a wave energy device is generally an oscillatory

waveform. Aggregating the power from multiple devices could decrease the variability

of the power exported to the grid, due to the fact that the WEC devices each receive

different excitation waves, hence each producing power waveforms which are out of

phase.

In this section an upper instantaneous power limit PMAX is incorporated into the cen-

tralised NMPC; this is compared with the results obtained when applying a local power

constraint PMAX/Nw to each individual device. Also incorporated in both the global

and local power constrained NMPC is a move-blocking technique (O’Sullivan & Light-

body 2017b), which reduces the computational effort of the QP algorithm while main-

taining a similar performance to an economic MPC with a full horizon; in this case

the selected move-blocking horizon is Np = 40. As shown in section 6.5.2, when an

irregular excitation wave with sea state 3 (Tp = 9.6 s and Hs = 3 m) was implemented

on the two arrays, the difference between the centralised control system and the decen-

tralised control system was insignificant. In this analysis a three WEC array with a set

wave penetration angle θ = π/4 rad and separation distance of d = 40 m (d/r = 8)

is chosen, as it is the threshold in Fig. 6.17(b) where the Plocal/Pglobal ratio is effec-

tively unity. The analysis consists of simulating the system under the same irregular
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sea state waveforms with a range of different instantaneous power limits for the array

PMAX ∈ {0.25, 0.5, 0.75, 1, 1.5, 2, 3, 4, 5, 6} MW.
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Figure 6.18: An analysis of the power extracted from a three device array with either
a global power constraint or with a local power constraint. The array is excited with a
unidirectional irregular sea state modelled using a Bretschneider spectrum with Hs =
3 m and Tp = 9.6 s (a) Average absorbed power P̄ from the entire three WEC array,
(b) the average to peak power ratio P̄ /P̂ of the entire three WEC array

It is shown in Fig. 6.18(a) that as the array power limit PMAX decreases, the average

power P̄ extracted decreases. It is noticeable that the average power from the global

power limited system is greater than the average power using the local power con-

straint. From Fig. 6.18(b), it is important to note that for the global power constraint

that the average to peak ratio P̄ /P̂ when the power is constrained is superior to the

value found with local device power limits.

For example, in Fig. 6.18(b) when the power limit is PMAX = 0.25 MW, the

global power limited system produces a P̄ /P̂ ratio of 0.9427, which is an improve-

ment from the system with the local power limits which produced P̄ /P̂ = 0.6070.

The instantaneous waveforms of these electrical powers when the power limit is

PMAX = 0.25 MW are shown in Fig. 6.19. Here the individual device power wave-

forms from both the local and global cases are shown along with the overall array

power waveform showing the aggregation of all the three WECs connected onto the

same DC bus. In the case of the local power limited system, it is clear that each WEC

is constrained to operate below a certain power limit (0.0833 MW), hence leading to
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Figure 6.19: Example waveforms of the power extracted from a three device array with
the Local power limit and the Global power limit for a unidirectional irregular sea
state modelled using a Bretschneider spectrum with Hs = 3 m and Tp = 9.6 s; for both
modes the total aggregated power from the array and their corresponding instantaneous
power waveform from each device are shown.

the overall power limit constraint of the array (3 × 0.0833 = 0.25 MW). The global

power limited system on the other hand operates in a different manner, where the ag-

gressiveness of the local power from each device is permitted to be more oscillatory as
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long as the local linear constraints are upheld, hence explaining why the local power

produced from each device breaches the local power limits but maintains the global

power limit of the array. By choosing a moderate global power limit with the cen-

tralised NMPC, the average power may decrease, but this results in exceptional power

quality that would significantly reduce the problems that would arise when exporting

the power onto the grid.

When connected to a weak grid, instabilities can occur due to high instantaneous power

fluctuations from connected energy sources. Now, the sea state energy is increased

to a higher level (using a Bretschneider excitation wave with Hs = 5 m and Tp =

11 s). The comparison between the global and local power limited systems is shown

in Fig. 6.20. As previously seen, the global power limited system produces higher
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Figure 6.20: The effect of either a global power constraint or a local power constraint
on the power extracted from a three device array excited with a Bretschneider excita-
tion wave with Hs = 5 m and Tp = 11 s (a) the average absorbed power P̄ from the
entire three WEC array, (b) the average to peak power ratio P̄ /P̂ of the entire three
WEC array

average power P̄ than the local power limited system for low values of the power limit

PMAX , as shown in Fig. 6.20(a). Examining the average to peak power ratio P̄ /P̂

in Fig. 6.20(b), the benefits of choosing a global power limit over a local power limit

is evident; especially for the lower power limit PMAX range where the ratio P̄ /P̂ is

significantly better for the global (array) power constraint.
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Examples of instantaneous powers produced from the global power limited system

with different power limits PMAX are shown in Fig. 6.21. It is clear that as the global

power limit PMAX decreases, the instantaneous power becomes more constant.
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Figure 6.21: Waveforms of the aggregated instantaneous power from the three de-
vice array using a Bretschneider excitation wave with Hs = 5 m and Tp = 11 s and
the Global power limit of (a) 0.25 MW, (b) 0.5 MW, (c) 0.75 MW, (d) 1 MW, (e)
1.5 MW, (f) 2 MW.

6.6 Conclusion

This chapter was based on the premise that there was a benefit to be obtained from

the centralised optimal control of interacting WECs. First, it was shown that when

linear mechanical constraints and viscous affects were included in the optimisation

problem that the variability of the absorbed average power from monochromatic waves

in response to changes in the penetration angle was reduced.
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With the inclusion of the linear constraints and the viscous forces in the MPC optimisa-

tion, the difference between the performances of the decentralised and the centralised

MPC reduced. By exciting the system with multiple sea states with a range of sep-

aration distances, a comparison of the average power values absorbed between the

centralised and decentralised MPCs was then made. It was shown that in general, if

the separation distance of the WEC devices was low and the sea state was un-energetic,

then the difference between the global and local MPC performance was evident. This

is due to the larger interaction when the WECs are closer together and the inactivity of

the linear mechanical constraints.

It could be said that for a multi-body WEC system where the WECs are fixed to a

common platform that there may be, the need for a centralised NMPC due to the small

d/r ratio. However, it could also be said that for WEC arrays with large WECs, the

d/r ratio would need to be over a certain threshold to allow for maintenance and to

reduce the probability of device collision. Hence for large WECs in an array, there

may be little benefit in implementing a centralised NPMC over the array for power

maximisation.

Besides power maximisation, it is desirable that the control system can improve the

average to peak power ratio and hence improve the power quality, the regulation of the

DC-link and importantly lead to a reduction in the rating of the grid side converter.

With the incorporation of an upper power limit on the power extracted either from

each device, or from the complete array, it was shown that the average to peak power

ratio could be increased by lowering the power constraint. The main highlight of this

power quality analysis was the considerable difference in performance at lower power

constraint levels when the power constraint was applied at the individual device level or

for the whole array. It is important to note that tightening the global power constraints

for an array allows the user to improve the quality of power exported to the grid, at

the cost of curtailed power. This constraint could be set according to the prevailing

grid conditions, to improve flicker levels for example. This work showed the benefit

of centralised NMPC for power quality control.
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Chapter 7

Conclusion

7.1 Concluding Summary

In Chapter 1, the background literature was discussed, including environmental consid-

erations, renewable energy types, WEC design, the history of classical and advanced

control algorithm design and why the installation of WEC arrays may be beneficial.

In Chapter 2, the component mathematical models of a wave-to-grid system were de-

veloped. Initially, the hydrodynamics of a floating object was described using the

Navier-Stokes equations. Assuming an inviscid, irrotational fluid and an incompress-

ible incident flow, the Navier-Stokes equations were simplified to produce a potential

flow model. Since a cylindrical point absorber WEC was used in this work, it was

assumed that utilising a linear potential flow model was sufficient since the wetted

surface area of the device is a linear function of displacement. Each component of

the linear model was introduced, where WAMIT was used to produce the frequency

and time domain data representing the excitation force and the radiation force ker-

nels. The modelling of the excitation waves was based on sea spectrum analysis; here

the Bretschneider spectrum was utilised throughout the thesis. Prony’s exponential

approximation was explained, where the SISO radiation kernel was found using the

impulse response data produced using WAMIT. Kung’s system realisation method was

then introduced, where a SIMO radiation kernel model was utilised to model the radi-

ation effects that are present between WECs in an array. Kung’s method was shown to

produce a system with better fidelity without the need for postprocessing SVD meth-

ods. The electrical system from wave-to-grid was then introduced, where LPMG mod-

elling, Park’s dq0 transformation, LPMG control and grid integration were described

in detail. This section showed that there is a need for a smarter grid side DC-link
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voltage controller since the dynamics of the grid side converter vary with the fluctuat-

ing power exported onto the grid; indeed, non-minimum phase behaviour can result if

power flow is negative.

In Chapter 3, the optimisation of average electrical power from the LPMG coupled to

a point absorber WEC was investigated. Optimal mechanical control based on reactive

control, was shown to produce substantial extracted mechanical power, however, this

performed poorly when a realistic PTO was included in the model. Model Predictive

Control (MPC) was introduced, where the MPC was initially designed to maximise av-

erage mechanical power. By including resistive losses within the MPC’s cost function,

the average electrical power could now be optimised. The results demonstrated the

importance of including the resistive losses in the cost function, where higher levels of

average electrical power can be extracted when compared to the electrical power levels

found using an MPC optimising mechanical power. Furthermore, it was shown that the

use of a FOH instead of a ZOH in the outer control loop yields a significant increase

in power quality.

Chapter 4 showed that introducing linear mechanical constraints into the MPC’s algo-

rithm maximised the average electrical power while obeying the physical restrictions

of the system. The voltage restrictions from the DC-link and the machine side con-

verter were then considered in the wave-to-wire system, where a non-linear voltage

constraint was required in the controller’s algorithm. It was shown that if the DC-link

voltage is too low, the system becomes uncontrollable; too large and the power elec-

tronics become overrated. Field weakening was introduced to increase the feasibility

of the system during periods of low DC-link voltage levels. Introducing field weak-

ening extended the feasible region of the system; this allowed higher velocities, caus-

ing higher average electrical power levels. Negative electrical power flow is avoided

when a uni-directional power flow constraint is incorporated into the control algorithm,

hence, avoiding stability problems which may occur with the grid-side DC-link voltage

controller.

In Chapter 5, a mismatch analysis was carried out, which investigated the resulting

electrical power extracted from the WEC when the controller’s internal hydrodynamic

model was mismatched from the system model. System model uncertainty included

the WEC mass, hydrostatic coefficient and the radiation kernel. The results showed

that each mismatch introduced a power loss when compared to the power extracted

from a fully matched system. However, these average power losses are acceptable in

most cases. An LPV NPMC was then implemented in the simulation to tackle the

non-linear viscosity effects; this control algorithm produced optimum results. A linear
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MPC was then introduced to reduce the computational expense, where the non-linear

viscous force in the control algorithm was approximated as a linear function. Tuning

the constant viscous term C̃vis for each sea state, the resulting average power becomes

comparable to the results obtained when the LPV NMPC was used. It was found that

by introducing linear mechanical constraints into the control algorithm, the resulting

powers became less sensitive to the choice of C̃vis. Therefore, a constant C̃vis value

could be set for all sea states, producing a computationally inexpensive control algo-

rithm with performance very close to the full non-linear control algorithm. In order to

further reduce the computational burden, a move blocking technique was incorporated

into the control horizon, where the number of free control variables needed to be cal-

culated was reduced. By using the move-blocking technique, the performance of the

MPC could be maintained, while the QP computational time was reduced (e.g. for an

MPC with linear mechanical constraints and non-linear constraints, with Nc = 25, the

power ratio is unity while reducing the solve time by 90%).

In Chapter 6, it was shown that when linear mechanical constraints and viscous effects

were included in the optimisation problem, the variability of the average absorbed

power from monochromatic waves across a range of penetration angles reduced. In-

cluding the linear constraints and the viscous forces in the MPC optimisation, the

decentralised MPC performance came close to that of the centralised MPC. The av-

erage power values absorbed between the centralised and decentralised MPCs were

then compared against each other when a range of sea states were used. It was shown

that during high sea states and with long separation distances, the performance of the

decentralised MPC algorithm became close to identical to the performance of the cen-

tralised MPC algorithm. Hence, for large separation distances, a centralised MPC

algorithm is no longer required. Incorporating an upper power limit in the centralised

MPC algorithm, it was shown that an MPC with a global upper power constraint could

produce higher levels of electrical power along with a better average to peak power

ratio when compared to the results found from a centralised MPC with a local set of

upper power constraints. It was shown that as the upper power limit was decreased, the

control algorithm with the global power constraint outperformed the control algorithm

with a set of local power constraints, with higher levels of average power and near

unity average to peak power ratios.
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7.2 Future Work

For the majority of the thesis, non-linear hydrodynamic effects were ignored. It was

only when the non-linear viscosity phenomena was introduced into the linear model,

that the resulting problems became apparent. Other non-linear hydrodynamic effects

such as the Froude-Krylov forces could be introduced into the simulation model to

fully assess the performance of the approximate linear system models used in con-

trollers (Pe et al. 2015). When a high sea state overexcites the constrained system,

it is expected that the effects of the Froude-Krylov non-linear forces on the average

absorbed power would be minimal since the WEC would act as a wave follower, re-

strictively hold its cross-sectional area in the water due to the constrained control al-

gorithm. However, in lower sea states the effect of the Froude-Krylov forces could

become crucial, due to inactive constrained control algorithm, allowing the WEC to

oscillate instead acting like a wave follower. Using CFD testing, the fidelity of the

control system could be tested.

The robustness of the energy extraction system was previously covered in this thesis.

However, the errors which can commonly occur in the excitation wave prediction were

not examined. Assuming that the predicted values at the early stage of the prediction

would have a high fidelity, the system constraints would be easily obeyed. However, as

the prediction steps are extended into the future, the degradation of the wave prediction

increases; potentially causing knock-on effects that degrade the extraction of average

electrical power.

The advantages of utilising MPC are its ability to produce optimum results while in-

corporating linear and especially non-linear constraints, which prevent system damage

while allowing maximum energy extraction. However, the main disadvantage of the

advanced control algorithm is the computation time it takes to obtain these optimum

solutions. Therefore, there may be a need to develop simplified algorithms which es-

timate the action of the MPC, without the computation expense included. Fuzzy logic

control is one possible solution that could replace the MPC (Lee 1990). Using the

MPC, which produces optimum results while incorporating system constraints, a data

bank is formed. This large data set may allow the development of a fuzzy logic control

that mimics the control action of the MPC, without the computation expense. Another

replacement option is learning MPC (Rosolia & Borrelli 2017). A standard MPC bases

its operation on present system measurements and future disturbances, hence the con-

trol system is ignorant of the possible repetitive patterns which may have occurred in

the past. Learning MPC takes past measurements into consideration along with present
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and predicted data, which allows the MPC optimisation time to reduce over time if the

past control actions were periodically repetitive. In a steady sea state, there is a proba-

bility of a repetitive cyclic excitation action occurring over a period. Considering this

repetitive nature, learning MPC can be developed to produce the same fidelity of the

conventional MPC while reducing the computation time.

Using the information gained from the centralised and decentralised MPC compari-

son, it was also shown that with a reasonable separation distance between the WEC’s,

the difference in the amount of absorbed electrical power between the decentralised

controlled system and the centralised system was minor. However, regarding power

quality, there are benefits in utilising a centralised control. Utilising a centralised MPC

with a global power constraint, much-improved power quality is achievable under cer-

tain circumstances (O’Sullivan & Lightbody 2017). However, with commercial WEC

arrays, potentially with many WEC’s within the array, there comes a point where the

computation level needed to implement the centralised MPC algorithm becomes over-

whelming and the control system becomes infeasible in a real-life application. Assum-

ing sufficient WEC separation distances, the hydrodynamic interactions between the

devices can be assumed negligible. With this assumption, a distributed MPC algorithm

can be utilised to find close to optimum solutions, while reducing the computational

cost. Distributed control involves localised control algorithms that solve their own in-

dividual optimisation problems (Mc Namara et al. 2013). After every iteration in each

localised system, each local control system distributes its information to its neigh-

bouring devices. After some iterations, the local control calculations converge to one

optimum answer, which is equivalent to using centralised control.

By connecting the WEC array to a simulation grid, the effects of importing fluctuating

power onto the DC-link can be examined (Dirscherl et al. 2017). It is here where the

necessity of designing a suitable grid side DC-link voltage controller could be shown.

By introducing the centralised or distributed MPC algorithms to control the WEC farm,

the benefits of including a global power limit in the MPC on the operation of the DC-

link voltage control will be highlighted. This will also demonstrate how the voltage

flicker which occurs in the distributed network will be affected (Blavette 2015).
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Appendix A

Space Vector Pulse Width Modulation

(SVM/SVPWM)

Fig. A.1 shows a block diagram for an LPMG, with inner digital current controller.

Since the PTO force does not depend on id(t), the D axis current is typically regulated

to 0 A. A current set point is sent to the iq(t) control loop to produce the desired force.

In this work a proportional-integral gain controller is used for both current control
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Figure A.1: A block diagram of the digital current control for the LPMG in the DQ
domain.

loops. The output of each PI controller is then sent to the LPMGs terminals in the

form of digital voltage zero order steps. To produce these continuous voltage va(t),

vb(t) and vc(t), pulse width modulation (PWM) (Holmes & Lipo 2003) signals are

used where a set of IGBTs (Fig. A.2) are switched at a very high frequency to produce

square waves with variable pulse widths, where the peak square wave amplitude is the

constant VDC(t) value; when averaged out over the square waves period, it produces

203



A. SPACE VECTOR PULSE WIDTH

MODULATION (SVM/SVPWM)

VDC(t)

va(t)

vb(t)
vc(t)

S3

S4

S5

S6

S1

S2

Pgen(t)

Figure A.2: A schematic of the machine side power inverter that utilises an array of
parallel IGBTs which chop a constant voltage level VDC(t) into square waves with
varying duty cycles, hence creating the controller voltages to produce the wanted PTO
forces from the LPMG

the wanted va(t), vb(t) and vc(t) values, as shown in Fig. A.3. For this three phase

VDC(t)

0

P
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M
v

o
lt
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va(Tgen)

va(3Tgen)

va(2Tgen)

Figure A.3: The fundamental operation of a standard PWM system, where a square
wave with a variable duty cycle is averaged out over a switching period Tgen to create
an average voltage va(Tgen) over a switching period.

system, space vector modulation (SVM) is used (Habetler et al. 1992). SVM is a

commonly used technique in three phase synchronous machine applications, especially

when a dq0 transformation is used. The SVM method is preferred over the standard

sinusoidal pulse width modulation (SPWM) because the SWM utilises more of the
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A. SPACE VECTOR PULSE WIDTH

MODULATION (SVM/SVPWM)

available voltage across the inverters input terminals VDC(t) (Fig. A.4), causing a

more efficient system. From Fig. A.2 it is shown that the switching on and off of the

IGBTs can be represented as a set number of binary combinations that can be made,

where the binary switching signals are denoted as S1, S3 and S5; signals S2, S4 and S6

are the corresponding inverted signals to S1, S2 and S4 (i.e. S1 = 1, S2 = 0). With

these binary signals, a table can be formed which shows all the possible binary states

that can be formed, as shown in table A.1. When the three phase voltages va(t), vb(t)

and vc(t) are formed from the switching, they can be combined together to create a

voltage space vector, where this table shows the space vector values for the different

binary logic orientations.

Table A.1: Switching logic states creating the corresponding voltage space vector

þvs(t) S1 S3 S5

0 0 0 0
Vdc(t)e

j0 0 0 1
Vdc(t)e

j2π/3 0 1 0
Vdc(t)e

jπ/3 0 1 1
Vdc(t)e

j4π/3 1 0 0
Vdc(t)e

j5π/3 1 0 1
Vdc(t)e

jπ/3 1 1 0
0 1 1 1

These space vector states that correspond to the set of binary logics can then be plotted

on the αβ axis, as shown in Fig. A.4. It is noticeable that if a a certain binary logic

state is enabled for an entire switching time (e.g. S1 = 0, S3 = 1 and S5 = 1), the

corresponding voltage space vector will become þvs(t) = VDC(t)ejπ/3. However, to

obtain a voltage space vector that is within one of the hexagons sections (between two

switching logic states), there needs to be a distribution where an array of binary logic

states are enabled at different parts of the switching period.

An example of this is shown in Fig. A.5, where the logic states ({S1, S3, S5} =

{0, 1, 0} and {0, 1, 1}) are enabled for durations of the switching period to create an

average space vector that is between the two switching logic states {S1, S3, S5} =

{0, 1, 0} and {0, 1, 1}. The limitations to this SVM method (also known as SVPWM)

is that the maximum voltage space vector magnitude depends on the angle of the

space vector, where at sections in the hexagon the space vector voltage is limited to

|þvs(t)| = (
√

3/2)VDC(t). In this example, along with this thesis, the maximum volt-

age space vector is set as a constant for all angles, hence the circle with the diameter

(
√

3/2)VDC(t), where in this example VDC(t) = 100 V. Averaging the real and imagi-
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MODULATION (SVM/SVPWM)

VDC(t)ej0

(001)

VDC(t)ejπ/3

(011)

VDC(t)ej2π/3

(010)

VDC(t)ejπ/3

(110)

VDC(t)ej4π/3

(100)

VDC(t)ej5π/3

(101)

SVPWM max

SPWM max

β 

α 

Figure A.4: The voltage space vector orientation with their corresponding switching
binary logic states coinciding with the αβ axis, along with the circular voltage limits
of the SVPWM method and the limited SPWM method

nary voltage space vectors from Fig. A.5, it can be found that the average space vector

for that switching time is (
√

3/2)VDC(t) with a phase of 1.2565 rad.

The voltage limits of the voltage space vector depends solely on the voltage VDC(t) that

is across the IGBT terminals from Fig. A.2. This VDC(t) voltage level, which is across

a bank of capacitors, is controlled by the IGBT grid side converter as shown in Fig.

A.6, where the VDC(t) voltage level is controlled to be constant, hence decoupling

the generation side from the grid side. How easily controllable the VDC(t) link is,

depends on the power exported from the generation side Pgen(t) onto the grid side and

the weakness of the grid. The most common method is to treat the grid network as

an ideal network where the voltages from the grid are assumed to be at their optimum

values, as shown in Fig. A.6.
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Figure A.5: An example over a single switching period (i.e. Tgen = 0.1) of the oper-
ation of the SVM method where the following switching binary logic pattern occurs:
{S1, S3, S5} ={0, 0, 0}, {0, 1, 0}, {0, 1, 1}, {1, 1, 1}, {0, 1, 1}, {0, 1, 1}, {0, 1, 0}.
With this switching pattern the following real and imaginary space vector values are
found; when averaged over the switching period, produces þvs(t) = 26.77 + i82.36, or
þvs(t) = 86.6025∠71.99o
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Figure A.6: A schematic of the overall system from wave to wire; starting from the
WEC connected to the LPMG, which is controlled by the voltages generated from the
machine side inverter that is limited by the voltage across the DC-link. The DC-link is
controlled by the grid side inverter that interacts with (as in this case) an ideal grid by
utilising the control voltages from the grid side converter which are filtered through an
inverter filter.
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Appendix B

Crowbar Protection System

In the thesis presented, the external PTO force exerted on the WEC is created by the

LPMG. The force created from the LPMG is directly related to the idq0(t) current,

where the idq0(t) current is controlled by varying the stator voltage via a VSC. The

VSC can produce a stator voltage which is a proportion of the DC-link voltage vdc(t),

where the maximum capable stator voltage is the DC-link voltage vdc(t).

������

���	
������	���

��
���� ������

��������

�����������

Figure B.1: System model with WEC, PTO, Crowbar, VSC and DC-link voltage

As excitation waves with large significant heights excite the WEC, feasibility problems

may arise if the DC-link voltage is too low. To protect the VSC from high currents, a

crowbar is inserted into the system and can be shown in Fig. B.1. A crowbar is a power

electronics device which acts as a fail safe component (Morren & de Haan 2007), that

is used, for example, during a grid-fault ride-through. As the currents rise beyond

an acceptable point, the crowbar latches, which then causes a short circuit, allowing

minimal current flow through the machine side VSC. When the crowbar is activated,

the VSC is safe from permanent damages, however, the WEC is no longer under active

control.
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Appendix C

Electrical Optimum Solution for

Array

The coupled hydrodynamic model of the WEC array is described as the following,

jωKm(ω)Ż(ω) + Hr(ω)Ż(ω) +
β

jω
Ż(ω) − Fex(ω) = FPTO(ω) (C.1)

where,

Hr(ω) =











Hr,11(ω) Hr,12(ω) . . . Hr,1N(ω)

Hr,21(ω) Hr,22(ω) . . . Hr,2N(ω)
...

...
. . . . . .

Hr,N1(ω) Hr,N2(ω) . . . Hr,NN(ω)











∈ C
N×1 (C.2)

Ż(ω) =











Ż1(ω)

Ż2(ω)
...

ŻN(ω)











∈ C
N×N (C.3)

Fex(ω) =











Fex,1(ω)

Fex,2(ω)
...

Fex,N(ω)











∈ C
N×1 (C.4)

FPTO(ω) =











FP T O,1(ω)

FP T O,2(ω)
...

FP T O,N(ω)











∈ C
N×1 (C.5)
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ARRAY

The vectors Ż(ω), Hr(ω), Fex(ω) and FPTO(ω) can be broken into real and imaginary

components,

Ż(ω) = Ża + jŻb (C.6)

Hr(ω) = Hr,a + jHr,b (C.7)

Fex(ω) = Fea + jFeb (C.8)

FPTO(ω) = − (Fa + jFb) . (C.9)

Substituting into (C.1) produces (C.10),

jωKm(ω)
(

Ża + jŻb

)

+ (Hr,a + jHr,b)
(

Ża + jŻb

)

+
β

jω

(

Ża + jŻb

)

− (Fex,a + jFex,b) = − (Fa + jFb)

(C.10)

(

Hr,a + j

(

ωKm(ω) + Hr,b − β

ω
I

))

︸ ︷︷ ︸

G+jQ

(

Ża + jŻb

)

− (Fex,a + jFex,b) =

− (Fa + jFb)

(C.11)

The total electrical power absorbed from an array of point absorber WECs can be

written as the following,

P (t) = Ż(t)T FPTO(t) − FPTO(t)T ψFPTO(t) (C.12)

where

ψ =
R

(
π
τ
λ

′

fd

)2











1 0 . . . 0

0 1 . . . 0
...

...
. . .

...

0 0 . . . 1











. (C.13)

All the continuous time velocity and PTO force signals are sinusoidals taking the as-

sumption that the excitation force is monochromatic,

FPTO(t) =

(

FPTO(ω)ejθ + FPTO
∗(ω)ejθ

2

)

(C.14)

Ż(t) =

(

Ż(ω)ejθ + Ż∗(ω)ejθ

2

)

(C.15)
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P (t) =
1

4

(

Ż(ω)ejθ + Ż∗(ω)ejθ
)T (

FPTO(ω)ejθ + FPTO
∗(ω)ejθ

)

−ψ

4

(

FPTO(ω)ejθ + FPTO
∗(ω)ejθ

)T (

FPTO(ω)ejθ + FPTO
∗(ω)ejθ

)
(C.16)

where the average power P̄ can be represented as the following,

P̄ =
1

4

(

ŻT (ω)FPTO
∗(ω) + Ż∗T (ω)FPTO(ω)

)

−ψ

4

(

FPTO
T (ω)FPTO

∗(ω) + FPTO
∗T (ω)FPTO(ω)

)
(C.17)

which when substituted into becomes,

P̄ =
1

4

(

−
(

Ża + jŻb

)T
(Fa − jFb) −

(

Ża − jŻb

)T
(Fa + jFb)

)

−ψ

4

(

(Fa + jFb)T (Fa − jFb) + (Fa − jFb)T (Fa + jFb)
)

(C.18)

which then simplifies to,

P̄ =
1

2

[

ŻT
a Fa + ŻT

bFb − ψ
(

Fa
T Fa + Fb

T Fb

)]

(C.19)

P̄ =
1

2









Ża

Żb





T 


Fa

Fb



 −



Fa

Fb





T 


ψ 0

0 ψ








Fa

Fb








 (C.20)

(G + jQ)
(

Ża + jŻb

)

− (Fea + jFeb) = − (Fa + jFb) (C.21)

Separating the real and imaginary components of (C.21) then produces (C.22) and

(C.23),

Fa = −GŻa + QŻb + Fea (C.22)

Fb = −GŻb − QŻa + Feb (C.23)

which can conveniently be put into the matrix form,




Fa

Fb



 =




Fea

Feb



 −



G −Q

Q G








Ża

Żb



 . (C.24)

Substituting (C.24) into (C.19) then produces (C.25),
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C. ELECTRICAL OPTIMUM SOLUTION FOR

ARRAY

P̄ =
1

2



−



Ża

Żb





T
(

Φ + ΦTΛΦ
)




Ża

Żb



 +




Ża

Żb





T
(

2ΦTΛ + I
)




Fea

Feb





−



Fea

Feb





T

Λ




Fea

Feb







,

(C.25)

where

Φ =




G −Q

Q G



 (C.26)

and

Λ =




ψ 0

0 ψ



 . (C.27)

Differentiating (C.25) in terms of
[

ŻT
a ŻT

b

]T
,

∂P̄

∂




Ża

Żb





=
1

2



−2
(

Φ + ΦTΛΦ
)




Ża

Żb



 +
(

2ΦTΛ + I
)




Fea

Feb







,
(C.28)

the optimum velocities




Ża

Żb





⋆

can be found by setting (C.28)= 0 producing (C.29),




Ża

Żb





⋆

=
(

Φ + ΦTΛΦ
)−1

(

ΦTΛ +
1

2
I
)




Fea

Feb



 . (C.29)

Substituting the optimum velocities (C.29) into the average power equation (C.28), the

optimum average power (C.30) is found,

P̄ ⋆ =
1

2








Fea

Feb





T ((

ΦTΛ +
1

2
I
)T (

ΦT + ΦTΛΦ
)−1

(

ΦTΛ +
1

2
I
)

− Λ

)




Fea

Feb









(C.30)
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