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#### Abstract

Bike-sharing has seen great development during recent years, both in Europe and globally. However, these systems are far from perfect. The uncertainty of the customer demand often leads to an unbalanced distribution of bicycles over the time and space (congestion and/or starvation), resulting both in a loss of customers and a poor customer experience. In order to improve those aspects, we propose a dynamic bike-sharing system, which combines the standard fixed base stations with movable stations (using trucks), which will able to be dynamically re-allocated according to the upcoming forecasted customer demand during the day in real-time. The purpose of this paper is to investigate whether using moveable stations in designing the bike-sharing system has a significant positive effect on the system performance. To that end, we contribute an on-line stochastic optimization formulation to address the redeployment of the moveable stations during the day, to better match the upcoming customer demand. Finally, we demonstrate the utility of our approach with numerical experiments using data provided by bike-sharing companies.
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## 1 Introduction

Bike-sharing systems (BSS) are in place in several cities in the world, and are an increasingly important support for multi-modal transport systems [1]. BSS are widely adopted with 747 active systems, a fleet of over 772,000 bicycles and 235 systems in planning or under construction [2]. A BSS typically has a number of base stations scattered throughout a city. At the beginning of the day, each station is stocked with a pre-determined number of bikes. Users with a membership card can pick up and return bikes from any designated station, each of which has a finite number of docks. At the end of the work day, trucks are used to move bikes around so as to return to some predetermined configuration at the beginning of the day. Due to the individual movement of customers according to their needs, there is often congestion (more than required) or starvation (fewer than required) of bikes at certain base stations. According to CapitalBikeShare Company [3], in a city like Washington, at a minimum, there are around 100 cases of empty stations and 100 cases of full stations per day and at a maximum

[^0]there are about 750 cases of empty stations and 330 cases of full stations per day. As demonstrated in [4] this can result in a significant loss of customer activity. Such loss in demand can have two undesirable outcomes: (a) loss in revenue; (b) increase in carbon emissions, as people resort to less environmentally-friendly modes of transport. To address such a problem, the majority of the proposed solutions aim to find more efficient methods for dynamic rebalancing of the number of bicycles on the base stations taking into account the uncertainty of the customer demand or predicting the customer demand at each station [5]6]. Basically, by using trucks a number of bicycles are transferred from one station to another to accomplish the upcoming demand. This operation takes place ones a day (or more in some specific situations).

The aim of this paper is to study a totally different approach, in which the fixed base stations are augmented by a number of movable stations (using trucks) with the dual purpose of both: (1) dynamically adding/re-allocating dock stations in city areas to match customer demand in real-time and, (2) a dynamic re-balancing of the number of bicycles in some particular fixed station where a redeployment of a docking station is unnecessary.

Particularly, we consider a problem in which the day time is partitioned in time intervals of equal length. We suppose that for each of those time periods, the probability distributions of the travel demands between different locations are known. At start of the day, we compute the best possible locations for the dock stations in each time period, taking into account the stochastic nature of the demand, with the aim to maximize the number of customers. This is an on-line problem. That means, although the solution is a sequence of decisions for each time period, only the immediate decision is actually taken (i.e. the station allocations for the incoming time period). While this time period, a new computation is performed, using more updated travel demand predictions, and a new decision for the next period is taken from the re-computed decision sequence. This carry on until the termination of the time horizon.

The main advantage of such a system is that the bike stations configuration is not fixed, but it can change adaptively with the travel demand day by day and, in each day, it can change during a number of time periods, in the respect of specific time constraints (i.e. a new configuration must be computed in advance with enough time to allow the repositioning of the stations). Finally, updating the decisions each time periods, allow reducing the uncertainty in the predictions. This because the majority of the travel demand prediction techniques are based on auto-regressive models, which make use of the most recent known data to predict future outcomes [7].

The key distinction from existing research on bike sharing is that we consider the dynamic redeployment of bicycle stations (instead of just rebalancing the number of bicycles in the existing stations). This approach from one side does not exclude the possibility to rebalancing as in the existing research. However this extends such a research to a novel approach to the BSS by which is possible to dynamically change the configuration of the dock stations in real-time to maximize the potential customer demand. In doing this, while numerous models exist in literature, in this paper the po-
tential customer demand is based on a primary concept: the distance decay. That is "the attenuation of a pattern or a process with distance" [8]. In other words, people are less willing to use a facility allocated too far from them. This is a focal concept in a variety of modelling contexts, such as transporation, migration and location theory [9].

Specifically, our key contributions are as follows :

- A mixed and linear programming (MILP) formulation to maximize the expected demand assigned to the moveable bicycle stations while simultaneously address the distance decay;
- An on-line stochastic optimization formulation to address the dock stations reallocation problem during the day to accomplish the estimated customer demand in real-time;
- A potentially novel approach to the design of a bike-sharing system, along with numerical results for an initial investigation.

Extensive numerical simulations using datasets of two bike-sharing companies, namely Capital Bikeshare (Washington, DC) [10] and Hubway (Boston, MA) [11] show that the proposed approach can improve the customer usage of the bike-sharing system and that the computation time is reasonably fast to be used in real-time.

## 2 Related Work

Although bike sharing systems are relatively new, they have been studied extensively in the literature. For this reason, we only focus on threads of research that are of relevance to this paper. However, on the best of our knowledge, there is no any previous work for on-line stochastic redeployment of moveable stations in bike-sharing.

The first thread of research focus on the bicycles rebalancing between the stations. Particularly, [12[13|14] focus on the problem of finding routes at the end of the day for a set of carriers to achieve the desired configuration of bikes across the base stations. They have provided scalable exact and approximate approaches to this problem by either abstracting base stations into mega stations or by employing insights from inventory management or by using variable neighbourhood search based heuristics. Those works assume there is only one fixed redeployment of bikes that happens at the end of the day. In contrast, [15] predict the stochastic demand from user trip data of Singapore metro system using poisson distribution and provide an optimization model that suggests the best location of the stations and a dynamic bicycles redeployment for the model to minimize the number of unsatisfied customers. However, they assume that redeployment of bikes from one station to another is always possible without considering the routing of carriers, which is a major cost driver for the bike-sharing company. In [16] they overcome this problem, developing a mixed integer programming formulation which includes the carrier routes into the optimization model. Finally, other relevant works have been proposed in [17] to deal with unmet demand in rush hours. They provide a myopic redeployment policy by considering the current demand. They employed Dantzig-Wolfe and Benders decomposition techniques to make the decision problem faster. [18] also provides a myopic online decisions based on assessment of demand for the next 30 minutes.

The second thread of research is complementary to the work presented in this paper is on demand prediction and analysis. [19] provides a service level analysis of the BSS using a dualbounded joint-chance constraints where they predict the near future demands for a short period of time. Finally, in [20], the BSS is represented as a dual markovian waiting system to predict the actual demand.

As we already highlighted, all the aforementioned works differ from the one proposed in this paper as we consider a dynamic re-allocation of a certain number of bicycle stations during the day. This lead to a formulation of the problem which is different from all the previous provided in literature.

## 3 Problem Description

In this section we formally describe the bike-sharing system with dynamic redeployment.
It is compactly described using the following tuple: $\langle T, A, K, \mathbf{S}, \mathbf{P}, \mathbf{D}, \mathbf{X}, \hat{\mathbf{X}}, \delta, l\rangle$, where $A$ represents the set of areas for which the demand has to be covered, $K$ represents the set of possible locations for the dock stations with $K \subseteq A, T$ is the time horizon. $\mathbf{S}$ is a binary vector representing the totality of decisions on the allocated stations, with $S_{k}^{t}$ denotes the decision on whether or not enabling a dock station in $k \in K$ at time $t \in T$. Furthermore, $\mathbf{P}$ is a binary vector representing the distribution of the service coverage between areas and dock stations. In particular, $P_{a, k}^{t}$ denotes whether or not the area $a \in A$ is served by the station in $k \in K$, at time $t \in T$. $\mathbf{D}$ is a vector of the distances (or travel time) between all areas and station locations, with $d_{a, a^{\prime}}\left(d_{a, k}\right)$, the distance/travel time between the area $a$ and $a^{\prime}$ (between the area $a$ and the station in $k$ ). $\mathbf{X}$ is a vector of the probability distribution of the potential customer demand between different areas, with $x_{a, a^{\prime}}^{t}$ denoting the potential travel demand from the area $a$ to the area $a^{\prime}$ (with $\left(a, a^{\prime}\right) \in A$ ), at time $t \in T$. The potential customer demand at time $t$ denotes the maximum number of possible customers to be served. This is expressed in form of probability distribution. Similarly, $\hat{\mathbf{X}}$ is a vector of the expected covered customer demand between different areas, with $\hat{x}_{a, a^{\prime}}^{t}$ denoting the expected travel demand from the area $a$ to the area $a^{\prime}$ (with $\left(a, a^{\prime}\right) \in A$ ), at time $t \in T$. Finally $\delta \in[0,1]$ is a distance decay parameter [8], through which we take into account the aforementioned distance decay concept. Finally $l$ is the maximum number of moveable stations. The expected covered customer demand denotes the number of customers which is expected to use the bike-sharing system. Hence, given a potential demand $x_{a, a^{\prime}}^{t}$, it holds $\hat{x}_{a, a^{\prime}}^{t} \leqslant x_{a, a^{\prime}}^{t}$ for each $a \in A$ and $t \in T . \hat{\mathbf{X}}$ depends on various factors, such as the total distance/travel time between the customer location and the dock station, and from the distance decay parameter $\delta$.

Given the potential customer demand $\mathbf{X}$ instantiated from a known probability distribution, at each time step $t \in T$, the goal is to maximize a profit function $W(\cdot)$ of the overall expected covered demand $\hat{\mathbf{X}}$ over the total time horizon $\mathbf{T}$, subject on some problem specific constraints $C(\cdot)$ (both are specified in the following paragraph). This is achieved through finding the best possible sequence of decisions $\left\langle S^{1}, \ldots, S^{T}\right\rangle$, concern the locations of the dock stations over the entire time horizon $\mathbf{T}$.

Finally, as reported in the relevant literature [21], in defining the solution approach, we have made the following assumptions:

1. the expected covered demand decrease with the total distance travelled on foot (i.e. the distance between the starting point and the pick up station, and the distance between the return station and the arrival point), given a predefined decay parameter $\delta$.
2. each area can be served by only one station.

The assumption (1) states that the distance travelled on bicycle between the stations does not have any negative impact on the demand. This because the potential demand $\mathbf{X}$ is already estimated considering this factor. Conversely, the distance travelled on foot does have a negative impact on the service usage. The assumption (2) states that the totality of the demand in an area $a \in A$, considering $a$ either starting or arrival point, can be served by only one station located at $k \in K$. This hypothesis is one of the most used in many facility location models, which assumes that the customer always use the closest facility.

## 4 Solution Approach

We propose an on-line stochastic combinatorial optimization approach for the system described in the last section. Consequently, we first outline the solution approach for the deterministic case (in which we consider no uncertainty into the customer demand) and then, we remove such hypothesis and extend this formulation to the on-line stochastic case.

### 4.1 Deterministic case

The deterministic model is based on a single scenario. That means considering $\mathbf{X}$ as a single per-determined scenario values for the potential customer demand between different areas. The solution is expressed as a sequence of decisions to be taken at each time step. We do not need to recompute the solution at each time step, since the demand remain the same in each period. Hence the problem does not have any on-line feature.

To address the deterministic case we propose a MILP formulation with the following decision variables:

$$
S_{k}^{t}= \begin{cases}1 & \text { if a station is located in } k \text { at time } t  \tag{1}\\ 0 & \text { otherwise }\end{cases}
$$

$$
P_{a k}^{t}= \begin{cases}1 & \text { if the area } a \text { is served by station in } k \text { at time } t  \tag{2}\\ 0 & \text { otherwise }\end{cases}
$$

The proposed MILP formulation is defined as follow:

$$
\begin{equation*}
\max \sum_{a, t} \hat{x}_{a, a^{\prime}}^{t} \tag{3}
\end{equation*}
$$

s.t.:

$$
\begin{array}{ll}
\hat{x}_{a, a^{\prime}}^{t}=x_{a, a^{\prime}}^{t}\left[1-\delta\left(\sum_{k} d_{a, k} P_{a, k}^{t}+\sum_{k} d_{a^{\prime}, k^{\prime}} P_{a^{\prime}, k^{\prime}}^{t}\right)\right] & \forall a, t \\
\sum_{k} P_{a, k}^{t}=1 & \forall a, t \\
\hat{x}_{a, a^{\prime}}^{t} \geqslant 0 & \forall a, t \\
P_{a, k}^{t}-S_{k}^{t} \leqslant 0 & \forall a, k, t \\
& \\
2 \leqslant \sum_{k} S_{k}^{t} \leqslant l & \forall t \\
S_{k}^{t} \in\{0,1\} & \forall k, t  \tag{10}\\
P_{a, k}^{t} \in\{0,1\} & \forall a, k, t
\end{array}
$$

The objective (3) maximizes the total expected covered demand over the entire time horizon. Constraint (4)specifies the interaction between the expected covered demand with the potential demand and the station locations. The constraint (4) explicit the condition 1 reported in the previous section, which assumes the expected covered demand decreases linearly with the total distance travelled on foot. Further, beyond a certain distance (which scales with $\delta$ ), the expected covered demand becomes 0 . This according to a primary concept in the central place theory, namely coverage range, which denotes the maximum distance (or travel time) a user is willing to overcome to utilize a service facility [21]. Constraint (5) specifies that the demand may only be assigned to one station at each time step, as mentioned in the condition 2 in the previous section. Constraint (6) ensures the expected covered demand be a non negative value. Constraint (7) limits assignment to open stations only, while constraint (8) specifies that the number of open stations, at each time step, must be in a predefined range (from a minimum of 2 up to $l$ ). Finally, constraints (9) and (10) are integrality conditions.

Among many possible models describing the relationships between expected covered demand and distance, we have chosen the one reported in (4) as the linear nature of such relation allows us to propose a linear formulation for the optimization problem.

### 4.2 On line stochastic case

In this section we remove the deterministic hypothesis and introduce the on-line stochastic optimization model. We use a similar approach as in [22], with some more additional ideas to address the peculiarity of the BSS system. The general approach is to evaluate many scenarios draw from the probability distribution $\mathbf{X}$ of the potential customer demand. Then, each of those scenarios represents a deterministic problem as the one detailed in the previous section. Hence, we solve each scenario deterministically, using the MILP formulation reported in (1)-(10). Each solution represents the best dock stations configuration to maximize the (3), over the entire time horizon for each scenario. Once we have the best solution for each scenario, we need to combine all these solutions in order to find the best decision over all scenarios. In other words, we need to choose only one solution among the totality of the all computed solutions.

To that end, we propose the following heuristic: let $\mathbf{S}_{i}$ be the solution for the scenario $i$ with $i=1 \ldots, N$, over the entire time horizon, with $S_{i}^{t}$ the dock station configuration at time $t$, and $S_{i}^{t} \subseteq \mathbf{S}_{i}$ for each $i$ and $t=1 \ldots, T$. Finally, $s_{i k}^{t}$ denotes the decision on whether or not enabling a dock station in $k \in K$ at time $t \in T$ for the scenario $i . s_{i k}^{t}$ represents a single element of the station configuration $S_{i}^{t}$. We define $V(t, k)$ a matrix of the location $k \in K$ and the time $t$, with $t$ rows and $k$ columns. The value of each cell $v(t, k)$ is a non negative integer.

We initialize each element of $v(t, k)=0$. During the deterministic optimization step, for each time that is $s_{i k}^{t}=1$, we increment the corresponding element $v(t, k)$ such that $v(t, k)=v(t, k)+1$

Put in other words, we select the time $t$ at which a location $k$ has been chosen as dock station, and included in a deterministic solution $\mathbf{S}_{i}$ for the scenario $i$ and increment those elements $v(t, k)$ by 1 . We continue to update $V(t, k)$ after optimizing each sampled scenario $i$.

```
Algorithm 1 On line stochastic optimization procedure
    for \(t\) from 1 to \(T\) do
        \(0 \leftarrow V(k, t)\)
        for \(i\) from 1 to \(N\) do
            \(\omega_{i} \leftarrow \operatorname{sample}(\mathbf{X})\)
            \(S_{i} \leftarrow \operatorname{solve}\left(\omega_{i}\right)\)
            store \(S_{i}\) in \(\Gamma_{t}\)
            for all \((t, k): s_{i k}^{t}=1\) do
            \(v(t, k) \leftarrow v(t, k)+1\)
        \(S_{\text {best }} \leftarrow \arg \max _{S_{i}} \quad \sum_{(t, k)::_{i k}^{t}=1} v(t, k)\)
```

At the end of the sampling/optimization step, the final value of the all elements $v(t, k)$ denote the total number of times those choices have been selected by the totality of the solutions.

Then, we can evaluate each deterministic solution $\mathbf{S}_{i}$ individually by means of $V(t, k)$.

We choose as best solution $\mathbf{S}_{\text {best }}$ among all the plans $\mathbf{S}_{i}$ as follow:

$$
\begin{equation*}
S_{\text {best }}=\underset{S_{i}}{\arg \max } \sum_{(t, k): s_{i k}^{t}=1} v(t, k) \tag{11}
\end{equation*}
$$

The on-line stochastic optimization procedure is reported in the box Algorithm 1. At each time step $t \in H$ (line 1), we initialize the matrix $V(t, k)$ (line 2). Then, we sample $N$ different scenarios $\omega_{i}$ from the probability distribution $\mathbf{X}$ (line 4) and solve each of those deterministically using the MILP formulation (1)-(10) (line 5) finding the solution $\mathbf{S}_{i}$ and finally storing it in $\Gamma_{t}$. At the end of each deterministic optimization procedure, we update each element $v(t, k)$ of the matrix $V(t, k)$ according to the decisions included in the solution $\mathbf{S}_{i}$ (lines 7-8). Finally (line 9), once each deterministic scenario has been solved, we choose the best solution $S_{\text {best }}$ according to the eq. (11).

Notice that, in the spirit of the proposed on-line formulation, at each time step $t$, only the decisions $S_{\text {best }}^{t+1} \subseteq \mathbf{S}_{\text {best }}$ for the immediate next time step $t+1$ is taken.

## 5 Numerical Experiments

We evaluate our approach with respect to run-time and demand growth for the BSS on synthetic data based on real world data sets. In particular, for each generated instance, we have compared a BSS schema with fixed dock stations with the one with moveable stations.

Table 1. Case study with 12 areas and $\mathbf{6}$ dock stations in total and with a set of moveable stations from $\mathbf{1}$ to $\mathbf{3}$. The stochastic optimization procedure has been computed using $\mathbf{N}=\mathbf{1 0 0 0}$ samples.

| Instance | Moveable <br> Stations | Demand <br> Growth | Runtime <br> (sec) |
| :--- | :--- | :--- | :--- |
| 1 | 1 | $12.15 \%$ | 320 |
| 2 | 1 | $9.49 \%$ | 378 |
| 3 | 1 | $12.16 \%$ | 316 |
| 1 | 2 | $12.75 \%$ | 371 |
| 2 | 2 | $8.51 \%$ | 372 |
| 3 | 2 | $13.23 \%$ | 368 |
| 1 | 3 | $12.81 \%$ | 398 |
| 2 | 3 | $10.13 \%$ | 436 |
| 3 | 3 | $14.06 \%$ | 377 |

### 5.1 Data preparation

For the numerical experiments we have used data sets provided by bike-sharing companies [10 [11]. These data sets contain numerous attributes. For the purpose of this paper, among all the attributes provided in the data, we used the followings: (1) Customer trip records and (2) Geographical locations of base stations.

In order to generate different instances, we assumed the demand follows a poisson distribution as in the model provided by [15]. We divided each day in 4 time slots (from $8: 00$ up to $24: 00$ ). For each time slot, we learn the parameter $\lambda$ that governs the poisson distribution from real data. Then, we assumed such probability distribution as the demand $\mathbf{X}$ for each instance. Notice that we also learn a single parameter $\lambda$ for the entire day and assumed this as our demand $\mathbf{X}$ for the fixed dock stations case.

### 5.2 Experimental setting

We generated 3 different instances, and for each of those we have considered different case studies. Each case study consider a different combination of the following parameters: (i) number of areas $\mathbf{A}$ for which the demand has to be covered, (ii) number of total dock-stations (considering the sum of the fixed and the moveable stations) and (iii) the maximum number of moveable stations $l$. Basically, in each case study we consider a scenario with a fixed number of settled dock-stations and a number of moveable stations during the entire time horizon. In this, the location for the settled dock-stations were chosen randomly among the station locations provided by the solution found running the deterministic optimization problem (1) - (10) for the corresponding scenario.

We start from a smaller case in which we have 12 areas and a total of 6 stations, up to the biggest case of 40 areas and 20 total dock stations.

Table 2. Case study with $\mathbf{1 8}$ areas and 9 dock stations in total, and with a set of moveable stations from $\mathbf{3}$ to $\mathbf{5}$. The stochastic optimization procedure has been computed using $\mathbf{N}=\mathbf{1 0 0 0}$ samples.

| Instance | Moveable <br> Stations | Demand <br> Growth | Runtime <br> (sec) |
| :--- | :--- | :--- | :--- |
| 1 | 3 | $13.61 \%$ | 961 |
| 2 | 3 | $8.75 \%$ | 999 |
| 3 | 3 | $15.53 \%$ | 989 |
| 1 | 4 | $13.81 \%$ | 1012 |
| 2 | 4 | $8.96 \%$ | 1069 |
| 3 | 4 | $16.81 \%$ | 1021 |
| 1 | 5 | $14.94 \%$ | 986 |
| 2 | 5 | $8.90 \%$ | 1107 |
| 3 | 5 | $16.87 \%$ | 1023 |

We have computed the fixed dock stations case using the deterministic model (110), and the Algorithm 1 for the moveable stations case. In this case the time horizon has 4 time slots of 4 hours each (from $8: 00$ up to $24: 00$ ). Notice that, as the stations are moveable in each time slot, these stations are not available to the customers while moving. Hence, we have considered such stations only available in the first 2 hours of each time slot, while moving (and not available) in the remain time. For this reason, to make the simulation as realistic as possible, the computation time never has to exceed the 2 hours limit for each run. Hence, for any case study the number of samples $N$ in the

Table 3. Case study with $\mathbf{2 4}$ areas and $\mathbf{1 2}$ dock stations in total, and with a set of moveable stations from $\mathbf{4}$ to $\mathbf{6}$. The stochastic optimization procedure has been computed using $\mathbf{N}=\mathbf{1 0 0 0}$ samples.

| Instance | Moveable <br> Stations | Demand <br> Growth | Runtime <br> (sec) |
| :--- | :--- | :--- | :--- |
| 1 | 4 | $17.52 \%$ | 2483 |
| 2 | 4 | $13.20 \%$ | 2519 |
| 3 | 4 | $21.06 \%$ | 2403 |
| 1 | 5 | $17.36 \%$ | 2528 |
| 2 | 5 | $13.79 \%$ | 2521 |
| 3 | 5 | $20.88 \%$ | 2422 |
| 1 | 6 | $18.16 \%$ | 2555 |
| 2 | 6 | $13.94 \%$ | 2506 |
| 3 | 6 | $20.99 \%$ | 2467 |

Algorithm 1 was 1000, except for the biggest case (40 areas and 20 total dock stations), where to limit the run time we set $N=500$.

Finally, throughout the experiments the distance decay parameter $\delta$ is 0.1 , following a general case reported in similar works related to facility location planning [21].

Table 4. Case study with $\mathbf{3 0}$ areas and $\mathbf{1 5}$ dock stations in total, and with a set of moveable stations from $\mathbf{6}$ to $\mathbf{8}$. The stochastic optimization procedure has been computed using $\mathbf{N}=\mathbf{1 0 0 0}$ samples.

| Instance | Moveable <br> Stations | Demand <br> Growth | Runtime <br> (sec) |
| :--- | :--- | :--- | :--- |
| 1 | 6 | $23.86 \%$ | 4433 |
| 2 | 6 | $19.36 \%$ | 4592 |
| 3 | 6 | $23.61 \%$ | 4391 |
| 1 | 7 | $24.76 \%$ | 4504 |
| 2 | 7 | $19.21 \%$ | 4669 |
| 3 | 7 | $24.12 \%$ | 4394 |
| 1 | 8 | $25.17 \%$ | 4473 |
| 2 | 8 | $19.39 \%$ | 4872 |
| 3 | 8 | $25.72 \%$ | 4512 |

### 5.3 Results

The algorithms were written using ILOG CPLEX Optimization Studio V12.6 incorporated within C++ code on a 2.70 GHz Intel Core i 7 machine with 8GB RAM on a Windows 7 operating system.

The results for each case study are reported throughout the tables $1-5$. We can see that for each instance and for each case study, using a dynamic re-deployment of the

Table 5. Case study with $\mathbf{4 0}$ areas and $\mathbf{2 0}$ dock stations in total, and with a set of moveable stations from $\mathbf{8}$ to $\mathbf{1 0}$. The stochastic optimization procedure has been computed using $\mathbf{N}=\mathbf{5 0 0}$ samples.

| Instance | Moveable <br> Stations | Demand <br> Growth | Runtime <br> (sec) |
| :--- | :--- | :--- | :--- |
| 1 | 8 | $25.27 \%$ | 6609 |
| 2 | 8 | $20.14 \%$ | 6846 |
| 3 | 8 | $25.94 \%$ | 6531 |
| 1 | 9 | $25.85 \%$ | 6742 |
| 2 | 9 | $20.19 \%$ | 6930 |
| 3 | 9 | $25.88 \%$ | 6557 |
| 1 | 10 | $25.94 \%$ | 6858 |
| 2 | 10 | $20.97 \%$ | 7029 |
| 3 | 10 | $25.90 \%$ | 6704 |

dock-stations bring to a significant increasing in term of customer demand. Although the results seem do not show some general rule, we can notice that the more the system growth in complexity (more areas to be covered and more moveable stations), the more the performance of the system increase in term of customer demand. In particular, comparing the results from table 1 (smallest case) and the one in the table 4 we can see an improvement of the demand of a minimum of $9.26 \%$ (which refers to the instance 2 , using 3 moveable stations for the case in table 1 and 8 moveable stations for the case in table 4). Also, we can see that the maximum improvement ( $12.36 \%$ ) in the customer demand is achieved for the instance 1 , with 3 moveable stations in the case study reported in table 1 and with 8 moveable stations in the case reported in table 4. According to this, the improvement seems more related to the implementation of the dynamic station re-deployment on larger systems then related with the number of moveable platforms. Finally, for the largest case reported in table 5 the result confirm such tendency, although the improvement does not seems too significant. However, it is difficult to say from this results if this may depends on the few number of samples used by the Algorithm 1, or by different reasons.

## 6 Conclusions

In this paper, we investigated the problem of on-line dynamic redeployment in bikesharing systems. We proposed an on-line stochastic optimization formulation to address this problem. Then, we carried out numerical experiments using data provided by bikesharing companies to show the effectiveness of our approach.

When we consider the on-line station redeployments, the results show a significant improvement in the customer demand which go from a minimum around $8 \%$ up to a maximum of a $25 \%$. We also found that the more the system growth in complexity (more areas to be served and more stations) the more the improvement in customer demand becomes significant.

As future works there are many points to deal with. First of all, in order to generalize the results, we need to formulate models for which the relationship between the expected customer demand and the distance between the facilities is non linear. This will lead to a different optimization formulation. Further, we need to integrate into the proposed formulation, the dynamic rebalancing of the bicycles and eventually, the cost for the truck routings into the optimization formulation. Finally, we need to test such an approach on bigger instances ( 300 areas with $100-150$ stations in total) which can be significant for large cities such as Barcellona, Madrid or Dublin [23].
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