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#### Abstract

This dissertation focuses on a novel concept of robustness within the context of matching problems. Our robustness notion for the stable matching framework is motivated by the unforeseen events that may occur after a matching is computed. We define the notion of $(a, b)$-supermatches as a measure of robustness of a matching. An $(a, b)$-supermatch characterizes a stable matching such that if any combination of $a$ pairs want to leave the matching, there exists an alternative matching in which those $a$ pairs are assigned new partners, and in order to obtain the new assignment at most $b$ other pairs are broken.

We first formally define the notion of $(a, b)$-supermatches by using one of the most famous matching problems, namely the Stable Marriage problem (SM), as the platform. We name the problem of finding an $(a, b)$-supermatch to the SM as the Robust Stable Marriage problem (RSM). Subsequently, we prove that RSM is $\mathcal{N} \mathcal{P}$-hard, and the decision problem for the case where $a=1$ (i.e. deciding if there exists a $(1, b)$-supermatch) is $\mathcal{N} \mathcal{P}$-complete. We also develop a constraint programming model and a number of meta-heuristic approaches to find a $(1, b)$-supermatch that minimizes the value of $b$ for the RSM.

Following the results on the RSM, we extend the notion of $(a, b)$-supermatches to the Stable Roommates problem (SR), namely, the Robust Stable Roommates problem (RSR). We show that the $\mathcal{N} \mathcal{P}$-hardness is also valid for the RSR, and we also define a polynomial-time procedure for the RSR to decide if a given stable matching is a $(1, b)$-supermatch. Similarly, we provide a number of meta-heuristic models to solve the optimization problem for finding a $(1, b)$ supermatch that minimizes the value of $b$. We conclude this dissertation by providing some empirical results on the robustness of different datasets of RSM and RSR instances.


## Chapter 1

## Introduction

"Change is the only constant."

- Heraclitus, The Greek Philosopher


### 1.1 Motivation

It is essential to build robust systems that can be repaired by only minor changes in case of an unforeseen event [Sus07]. The Hospitals/Residents problem (HR) (often referred as the College Admissions problem) is a popular matching problem. An instance of HR is defined by a set of residents $R=\left\{r_{1}, \ldots, r_{n}\right\}$ and a set of hospitals $H=\left\{h_{1}, \ldots, h_{n}\right\}$. All residents and hospitals express their strictly ordered preferences over the agents of the other set. Each hospital $h_{i}$ has a positive integer value $c_{i}$ indicating its capacity. A solution to an HR instance is an assignment between the residents and the hospitals such that each resident is assigned to at most one hospital, none of the hospitals are assigned more residents than their capacities, and the matching is stable. The stability in this context refers to having an assignment that has no blocking pairs. A pair $\left(r_{i}, h_{j}\right)$ is said to block a matching if:

- A resident $r_{i}$ is unassigned or prefers $h_{j}$ to his/her current assignment;
- The hospital $h_{j}$ is under-subscribed or prefers $r_{i}$ to at least one of the assigned residents.

Figure 1.1 presents an instance of HR that consists of nine residents, represented $R=\left\{r_{1}, r_{2}, \ldots, r_{9}\right\}$, and three hospitals, $H=\left\{h_{1}, h_{2}, h_{3}\right\}$, where the
capacities of the hospitals are $c_{1}=2, c_{2}=4, c_{3}=3$, and an example stable matching between the residents and the hospitals. In this figure, the residents $r_{1}, r_{2}$ stay in hospital $h_{1}, r_{3}, r_{4}, r_{5}, r_{6}$ stay in $h_{2}$, and $r_{7}, r_{8}, r_{9}$ stay in $h_{3}$.

Assume that the matching between the hospitals and the residents (medical students) given in the Figure 1.1 is stable. After analysing this matching, it is easy to see that all hospitals are working at full-capacity. A huge problem arises if one of the residents can no longer stay in his/her assigned hospital. The reasons behind this request can be for reasons such as: the resident is experiencing a problem with one of the agents serving in the hospital; is not happy with the management of the hospital; or his/her transportation to the place is not possible anymore; etc. In a similar way, the hospital may request him/her to be transferred to another hospital because they are not happy with his/her performance, they do not have sources to supply him/her anymore, etc. We refer to such causes as unforeseen events, where the preferences are expressed correctly at the beginning of the assignment, but the matching becomes infeasible as the time progresses.

Given the stable matching in Figure 1.1, assume that, due to an unexpected event, $r_{3}$ must be relocated to another hospital. In this case, a relocation of at least one other medical student is required because all the hospitals are full.

$h_{2}, c_{2}=4$


Figure 1.1: An HR instance of 9 residents and 3 hospitals.


Figure 1.2: A possible relocation on the HR instance illustrated in Figure 1.1.

Figure 1.2 illustrates another possible stable assignment after applying the relocations required to obtain another solution. The relocations include moving the resident $r_{3}$ from $h_{2}$ to $h_{1}$, moving $r_{2}$ from $h_{1}$ to $h_{3}$, and $r_{8}$ from $h_{3}$ to $h_{2}$.

An interesting property of this problem is that, the set of residents that are assigned to hospitals in a stable matching is exactly the same set of residents in any other stable matching of the underlying instance. Additionally, note that, there is a cost associated with the relocations of the residents. Therefore, in the case of unforeseen events, in order to reduce the extra cost, it is desirable to find another assignment with the minimum number of additional changes. We refer to these matchings (solutions) that require only a small number of modifications if some assignments break as robust solutions. The main motivation of studying robust solutions is to produce solutions that ideally do not require any modifications in the case of an unforeseen event, or solutions that provide a bound on the cost for the repairs.

This notion is not only important in the context of Hospital/Residents, but also important in the context of other stable matching problems such as Stable Marriage, Ride Sharing, Kidney Exchange, Stable Roommates, etc [Man13]. Some of these problems arise in many real-world settings. For instance, cloud computing can be modelled as a Stable Marriage problem, or peer-to-peer applications
can be modelled as a Stable Roommates problem [DPK13, LMV ${ }^{+}$07].
For a second motivating example, consider the Paper/Reviewer assignment problem. Some conferences or journals receive hundreds of submissions after announcing the call for papers. In most of the cases, the authors submit the keywords related to their work. The reviewers declare their conflicts and/or express their preferences over the papers, or the topics. After the preferences are provided, the organizers are responsible for assigning the papers to the reviewers. It is possible that after the assignments are completed, a reviewer may ask to change his/her assigned paper due to lack of confidence in the field or the complexity of the paper, etc. In this case, considering that some reviewers may already have started working on their assigned papers, an ideal solution would be the one that can accommodate the change requests by reflecting very limited disturbance on the other people. This ideal solution is a robust matching.

The work presented in this dissertation considers the application of robustness into various matching problems. In Section 1.2, we present an outline of all contributions of this thesis related to the proposed robustness notion.

### 1.2 Thesis Statement and Contributions

In this dissertation we focus on introducing a novel robustness notion for matching problems. We state the thesis defended in this dissertation and present our approach, by also providing a list of our supporting publications for each point.

Thesis. Matching problems are widely-studied computational problems that require assigning agents to one another under different optimality criteria. The stability criterion in matching problems is well defined and dominantly used. However, imposing only the stability constraint on matchings is not enough on its own when the dynamism of the real world due to unexpected events is considered. Therefore, the need to consider a notion of robustness in addition to the existing stability constraint emerges. We claim that achieving both stability and robustness is possible. We propose a novel concept of robustness that has not been considered in this field before. By defining robust stable matchings we allow systems to handle unexpected events while making a bounded number of changes, after the matchings have been constructed.

Discussion. In Chapter 3, we introduce a novel robustness notion for the matching problems called $(a, b)$-supermatches that uses a fault tolerance framework
and represents matchings that are stable and can handle unexpected events. This notion is inspired by previous work on fault tolerance and robustness notions represented as $(a, b)$-supermodels in SAT and $(a, b)$-super solutions in CSP [GPR98, HHW04b]. We introduce the $(a, b)$-supermatches concept within the context of the Stable Marriage problem (SM) and call the problem of finding a robust solution to an SM instance as the Robust Stable Marriage problem (RSM). The first appearance of our work related to the proposal of the novel concept can be found in the following conference publication [GSOS17c]:

Begum Genc, Mohamed Siala, Gilles Simonin and Barry O'Sullivan. Robust Stable Marriage. In Proceedings of the Thirty-First AAAI Conference on Artificial Intelligence, AAAI 2017, pages 4925-4926, 2017.

Next, we focus on the complexity of the RSM and prove that although it is easy to find a stable matching, it is not easy to find robust stable ones (i.e. $(a, b)$-supermatches). We prove in Chapter 3 that finding a $(1, b)$-supermatch to a given Stable Marriage instance is $\mathcal{N} \mathcal{P}$-complete. A preliminary version of this research excluding the proofs appears in the following conference publication [GSSO17a]:

Begum Genc, Mohamed Siala, Gilles Simonin and Barry O'Sullivan. On the Complexity of Robust Stable Marriage. In Combinatorial Optimization and Applications - 11th International Conference, COCOA 2017, pages 441-448, 2017. doi: 10.1007/978-3-319-71147-8_30.

The proofs of this publication, including some additional examples, is publicly available as a technical report as follows [GSSO17b]:

Begum Genc, Mohamed Siala, Gilles Simonin, Barry O'Sullivan: On the Complexity of Robust Stable Marriage. Technical report as ePrint on arXiv: 1709.06172 (October 2017). URL: arxiv.org/abs/ 1709.06172.

Then, we extend this work by providing detailed proofs as well as an independent set formulation for finding a (1, 1)-supermatch for any given SM instance. We provide some cases that can be solved in polynomial-time and also show that some cases need not exist at all. The details of the complexity study on RSM can be found in the following journal publication [GSSO19]:

Begum Genc, Mohamed Siala, Gilles Simonin, Barry O'Sullivan.
Complexity Study for the Robust Stable Marriage Problem. In Theo-
retical Computer Science, 2019. ISSN 0304-3975, doi: 10.1016/j.tcs. 2018.12.017.

In order to show the $\mathcal{N} \mathcal{P}$-completeness of the $(1, b)$-supermatches case, we define a polynomial-time procedure to decide if a given stable matching is a $(1, b)$ supermatch. Considering the difficulty of the RSM, we develop four different optimization models to find a $(1, b)$-supermatch that minimizes the $b$ to a given RSM instance. We also provide a performance comparison of these different models on randomly generated SM instances. These findings are presented in Chapter 4. A part of this work including three of the four models appears in the following conference publication [GSOS17a]:

Begum Genc, Mohamed Siala, Gilles Simonin and Barry O'Sullivan. Finding Robust Solutions to Stable Marriage. In Proceedings of the Twenty-Sixth International Joint Conference on Artificial Intelligence, IJCAI 2017, pages 631-637, 2017. doi: 10.24963/ijcai.2017/88.

A technical report on this work that includes details of the proposed algorithms and examples for the methods is also publicly available [GSOS17b]:

Begum Genc, Mohamed Siala, Gilles Simonin and Barry O'Sullivan. Finding Robust Solutions to Stable Marriage. Technical report as e-Print on arXiv: 1705.09218 (August 2017). URL: arxiv.org/abs/ 1705.09218.

We conclude our work by showing that $(a, b)$-supermatches are not only meaningful in the context of Stable Marriage problem, but can also be applied to other matching problems. In order to show that, we extend the notion of robustness into a different matching problem, namely the Stable Roommates problem (SR), and call the robust version as Robust Stable Roommates problem (RSR). We provide a polynomial-time procedure to find $(1, b)$-supermatches for the RSR. We develop two different meta-heuristic approaches to find $(1, b)$ supermatches to RSR and we provide a comparison of them. Subsequently, we perform some experiments that investigate the robustness of different datasets of RSM and RSR. We present these findings in Chapter 5, and the details can be found in the following publication:

Begum Genc, Mohamed Siala, Gilles Simonin and Barry O'Sullivan. An Approach to Robustness in the Stable Roommates Problem and its Comparison with the Stable Marriage Problem. In CPAIOR 2019, in press.

### 1.3 Overview of the Dissertation

This dissertation consists of four main chapters. We present briefly the structure and the contents of each chapter below.

Chapter 2 presents the necessary background information to understand the concepts and correctly follow the notation used in this dissertation. The main purpose of this chapter is to define all the concepts in detail and also provide examples for the reader to help them understand the concepts before moving to the technical part of the dissertation. We start with an introduction to the mathematical structures widely being used throughout this dissertation such as graphs and partially-ordered sets. Then, we formally introduce what combinatorial optimization is and some of the popular techniques that can be used to model a given combinatorial optimization problem. The discussed techniques are limited to the ones we are using in this dissertation. Following the techniques, we present in detail the two combinatorial optimization problems we focus in this dissertation: the Stable Marriage problem and Stable Roommates problem. We also give a brief introduction to robustness in optimization. Consequently, we present the two robustness models that our work is based on: $(a, b)$-supermodels in Boolean Satisfiability [GPR98], and ( $a, b$ )-super solutions in Constraint Satisfaction Problems [HHW04b]. We conclude this section by reviewing the existing robustness notions within the matching problems.

Chapter 3 focuses on two main points: the formal definition of our novel notion of robustness and the complexity of the Stable Marriage problem when robustness is included. We first define our notion of $(a, b)$-supermatches and introduce the problem of Robust Stable Marriage (RSM). Then, we present a model using an independent set formulation as a representation for the restricted case of the RSM, i.e. ( 1,1 )-supermatches. We also provide another model, which is a special case of SAT with specific constraints imposed on its clauses, called SAT-SM. We show that SAT-SM is $\mathcal{N} \mathcal{P}$-complete by Schaefer's Dichotomy theorem. Then, we use this special SAT formula to show that a restricted case of our proposed problem, $(1, b)$-supermatches is $\mathcal{N} \mathcal{P}$-complete. The work in this chapter also includes identification of some polynomial cases as well as some non-existing cases for RSM.

Chapter 4 presents a polynomial-time procedure to decide if a given stable matching is a $(1, b)$-supermatch or not. Consequently, four different models are proposed based on this procedure. The models solve the optimization problem
for RSM, i.e. to find the $(1, b)$-supermatch that minimizes the value of $b$. These models include: a complete search technique (Constraint Programming), and three meta-heuristics (Genetic Algorithm, Iterated Local Search, and Genetic Local Search). We conclude this section by presenting some experiments to observe the relative performances of the models, and the effects of parameters on the search, time efficiency.

Chapter 5 is mainly an extension of the Chapter 3 and Chapter 4. We define our robustness concept, $(a, b)$-supermatches in Stable Roommates problem and call the robust version of the problem as Robust Stable Roommates (RSR). The work in this chapter consists of a formal definition of the proposed problem, followed by a polynomial time procedure for deciding if a given stable matching is a $(1, b)$-supermatch. Subsequently, we present two meta-heuristic procedures that are using the polynomial time procedure. Then, we perform experiments to compare the performances of these two models. We also create some interesting datasets for the RSM and the RSR problems. We conclude this chapter by comparing the behaviour of robustness values of the two aforementioned problems.

Lastly, in Chapter 6, we discuss some general concluding remarks, open problems and identify some future directions related to the work presented in this dissertation.

## Chapter 2

## Background


#### Abstract

In this chapter, we present the background and notation required to present our work on robustness in stable matching problems. First, we introduce some mathematical structures, define combinatorial optimization, as well as review a number of techniques for solving those problems. Subsequently, existing robustness notions in the literature, mainly in CP, SAT and matching problems, is discussed.


### 2.1 Mathematical Structures

In this section, we introduce two of the mathematical structures: graphs and partially ordered sets.

### 2.1.1 Graphs

A graph is an abstracted structure for modelling and graphically representing the relations between objects. In mathematics, this is a field called graph theory [Wil86, Die10, BM11].

Formally, a graph $G=(V, E)$ is composed of a set of vertices, denoted by $V$, and a set of edges, denoted by $E$. Each edge $e \in E$ in a graph is represented by $e=\left(v_{s}, v_{t}\right)$, where $v_{s}, v_{t} \in V$. For each edge $e=\left(v_{i}, v_{j}\right)$ in the graph $G$, $v_{i}$ and $v_{j}$ are referred as adjacent vertices in $G$. Each adjacent vertex of $v$ is a neighbour of $v$. The set of neighbours defines the neighbourhood of $v$.

A graph can be directed or undirected. If $G$ is a directed graph, then its edges are directed, meaning there is an order between its vertices. For a directed edge $e=\left(v_{s}, v_{t}\right)$, the vertex $v_{s}$ is called as the initial vertex and $v_{t}$ is called as the terminal vertex. In this case, $v_{s}$ is said to precede $v_{t}$. Additionally, $e$ is referred as an incoming edge of $v_{t}$ and an outgoing edge of $v_{s}$. On the other hand, if $G$ is an undirected graph, the edges are undirected and there does not exist any precedence relation between its vertices. The directed graphs are suitable for representing arbitrary binary relations, whereas undirected graphs are suitable for modelling symmetric binary relations [SD08].

Figure 2.1 illustrates an example directed graph $G_{d}=\left(V_{d}, E_{d}\right)$ and an undirected graph $G_{u}=\left(V_{u}, E_{u}\right)$, where the graphs are defined by the following sets $V_{d}=V_{u}=\{1,2,3,4,5\}, E_{d}=\{(1,2),(2,4),(2,5),(3,5),(4,3),(4,5)\}$ and $E_{u}=\{\{1,2\},\{1,3\},\{1,5\},\{2,4\},\{2,5\},\{3,5\}\}$.

Given a graph $G=(V, E)$ and a sequence of vertices $v_{1}, v_{2}, \ldots, v_{n}$ such that there exists an edge between each consecutive vertex pair $\left(v_{i}, v_{i+1}\right) \in E, i \in$ [ $1, n-1]$ represents a path on the graph. A path that starts and ends at the same vertex such that $v_{1}, v_{2}, \ldots, v_{n}$, where $v_{1}=v_{n}$ is called a cycle.

The edges (or sometimes the vertices) of a graph can have additional associated information such as a label, weight, value, etc. For example Figure 2.2, illustrates a weighted directed graph with six vertices. The text on each vertex $\left(v_{1}, v_{2}, \ldots, v_{6}\right)$ denotes the label (unique identifier) of that vertex. Additionally, there is a weight associated with each edge. Let the weight of each edge $e_{i j}=\left(v_{i}, v_{j}\right)$ denoted by $w_{i j}$. For Figure 2.2, the weight of the edge $\left(v_{1}, v_{2}\right)$ is $w_{12}=4,\left(v_{6}, v_{3}\right)$ is $w_{63}=1$, etc.

The degree of a vertex $v$, denoted by $d(v)$, represents the number of vertices adjacent to $v$. If the graph is directed, then there are two types of degrees: in-degree and out-degree. For each vertex $v$, the number of incoming edges of


Figure 2.1: An illustration of a directed graph (left) and an undirected graph (right) where both have 5 vertices and 6 edges.


Figure 2.2: A sample weighted directed graph composed of 6 vertices and 6 edges.
$v$ denotes the in-degree of $v$ denoted by $d^{-}(v)$, whereas the number of outgoing edges gives the out-degree of it, denoted by $d^{+}(v)$. For illustrative purposes, the degree of vertex $v_{3}$ in Figure 2.1 (right) is calculated as $d(3)=2$. Moreover, for the directed case in Figure 2.1 (left) in-degree and out-degree of the vertex 4 are $d^{-}(4)=1$ and $d^{+}(4)=2$, respectively.

Each vertex $v$ in a directed graph $G_{d}=\left(V_{d}, E_{d}\right)$ can have a number of predecessors and a number of successors defined by the incident edges of $v$ in the given graph. If there exists a directed edge $e=\left(v_{s}, v_{t}\right), v_{s}$ is an immediate predecessor of the vertex $v_{t}$, and $v_{t}$ is an immediate successor of $v_{s}$. Extending this concept, if there exists a path between any two vertices $v_{s}$ and $v_{t}$ that starts at $v_{s}$ and ends at $v_{t}$, illustrated as: $v_{s}, v_{i}, \ldots, v_{t}$, then the vertex $v_{s}$ is a predecessor of $v_{t}$ and $v_{t}$ is a successor of $v_{s}$. If a vertex $v$ does not have any successors in the given graph (i.e. $d^{+}(v)=0$ ), then it is referred as a sink vertex; if $d^{-}(v)=0$ then it is a source vertex. The set of all immediate predecessors of $v$ in $G_{d}$ is denoted by $N^{-}(v)$ and the immediate successors by $N^{+}(v)$. We denote the sets of predecessors and successors as $N_{t}^{-}(v)$ and $N_{t}^{+}(v)$, respectively. For instance, in Figure 2.2, the immediate predecessors and successors of the vertex $v_{6}$ can be found as: $N^{-}\left(v_{6}\right)=\left\{v_{1}, v_{4}\right\}, N^{+}\left(v_{6}\right)=\left\{v_{3}\right\}$. Similarly, the sets of all predecessors and successors of the same vertex are identified as: $N_{t}^{-}\left(v_{6}\right)=\left\{v_{1}, v_{2}, v_{4}\right\}$, and $N_{t}^{+}\left(v_{6}\right)=\left\{v_{3}, v_{5}\right\}$.

Consider a graph $G=(V, E)$. A graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ denotes a sub-graph of $G$ if $V^{\prime} \subseteq V$ and $E^{\prime} \subseteq E$ such that an edge $\left(v_{i}, v_{j}\right) \in E^{\prime}$ only if $\left(v_{i}, v_{j}\right) \in E$. If all the vertices in the sub-graph $G^{\prime}$ has at least one incident edge in $E^{\prime}$, then $G^{\prime}$ defines an induced sub-graph of $G$ on the edge set $E^{\prime}$. We refer to edge-induced sub-graphs as induced graph.

Given a graph $G=(V, E)$, a set of edges $E_{\text {sub }} \subset E$ such that removal of those
edges from $G$ results in partitioning the graph into two sub-graphs $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$ and for each edge $e=\left(v_{i}, v_{j}\right) \in E_{\text {sub }}, v_{i} \in V_{1}$ and $v_{j} \in V_{2}$ then $E_{\text {sub }}$ is called as cut on $G$.

Apart from the general definitions, there exist many different graph types. In this work we mainly focus on: weighted graphs, bipartite graphs and cyclic/acyclic graphs. We briefly describe the specific properties of these graph types below.

- If the vertices or edges of a graph have associated weights, then it is called a weighted graph.
- If the vertices of a graph can be divided into two disjoint sets such that there does not exist any edge between the vertices of the same set, and therefore each edge connects two vertices from different sets, then the graph is a bipartite graph.
- If the graph contains at least one cycle, then it is a cyclic graph.
- If there are no cycles in the graph, then it is an acyclic graph.


### 2.1.2 Partially Ordered Sets

Partially ordered sets are mathematical structures that are defined over some relations between the objects of the set. Most of the definitions in this section are based on the definitions used by Simovici and Djeraba [SD08]. Formally, a partial order on a set $S$ is a relation $\rho \subseteq S \times S$ that is reflexive, antisymmetric, and transitive. A partially ordered set or poset $\Pi(S)$ consists of a set $S$ under the relation $\leq$ between all the elements $a, b, c \in S$ has the following properties:

- $a \leq a$ (reflexivity).
- $a \leq b$ and $b \leq a$ implies $a=b$ (anti-symmetry).
- $a \leq b$ and $b \leq c$ implies $a \leq c$ (transitivity).

The inverse of a partial order is also a partial order on the same set. If the number of objects in the set $|S|$ is finite, the poset $(S, \leq)$ is referred as a finite poset.

Let $(S, \leq)$ be a poset. Any two elements $x, y$ of $S$ are incomparable if neither $x \leq y$ nor $y \leq x$. If two elements are not incomparable, then they are said to be comparable. A chain on a poset is defined in the following way: for any subset
of elements $T$ of $S$ such that for every $x, y \in T$ where $x \neq y$, either $x<y$ or $y<x$ (i.e. $x$ and $y$ are comparable), $T$ represents a chain. Any chain $(T, \leq)$ in the poset $(S, \leq)$ such that $T$ is a subset of $S$, is a maximal chain if there does not exist any other chain in $S$ that is a superset of $T$. For any subset $T$ of $S$ such that for every $x, y \in T, x$ and $y$ are incomparable, then $T$ represents an anti-chain.

Finite posets are often represented by diagrams. When a poset is drawn by a diagram, each element in the set is represented as a point and each relation is represented as a segment (solid line) and if for two elements $b$ covers $a$ such as $a, b \in S, a \leq b$, then $a$ appears below $b$ in the drawing. Any such diagram is also referred as a Hasse diagram, named after Helmut Hasse [Bir48]. For instance, given the subset relation $\subseteq$ in sets, the Hasse diagram of a poset $(\Pi(S), \subseteq)$, where $S=\{a, b, c\}$ is given in Figure 2.3 [SD08].

The Hasse diagram can be represented as a graph. Let $(S, \leq)$ be a poset and $G=(V, E)$ be its corresponding graph. In this case, every element $i$ in the set $S$ corresponds to a vertex $v_{i}$ in $V$. For each two element $i, j \in S$ such that $i \leq j$, there exists a directed edge between the corresponding vertices as $e=\left(v_{i}, v_{j}\right)$ in $E$. Then, the resulting graph $G$ is a directed acyclic graph.


Figure 2.3: Hasse diagram of the poset $(\Pi(S), \subseteq)$, where $S=\{a, b, c\}$.

### 2.2 Combinatorial Optimization

There are many different classes of the optimization problems with tremendous differences between them [Ped03, Mur11]. Some examples of these classes can be listed as: linear optimization, non-linear optimization, combinatorial optimization, stochastic optimization, etc.

In optimization problems, the aim is to find the "best" solution to the given problem subject to a set of given criteria. Combinatorial optimization is a widely studied sub-category of the field of Optimization. Combinatorial optimization has the limitation of a finite, discrete set of feasible solutions [KV06]. In these types of problems, the search space is usually large and not very practical for applying complete search methods. Therefore, in some cases, incomplete search methods are favoured when compared to the complete search methods. Some well-known problems in this category can be formulated as the Job Shop Scheduling problem [YN97], Travelling Salesman problem (TSP) [ABCC07], Bin Packing problem [GJ79], Vehicle Routing problem [TVTV14], Matching Problems [Man13] etc.

As mentioned before, many of the combinatorial optimization problems are computationally hard to solve due to having large search spaces. A complete algorithm is said to solve a problem if the procedure always generates a solution for every possible instance of the problem if one exists, or reports that there exists no solution. The main intuition behind solving these problems is to find efficient algorithms that find the best element of some finite set of feasible solutions [KV06]. Graphs are often used to model the combinatorial optimization problems due to their combinatorial foundation.

The Travelling Salesman problem (TSP) is among one of the most famous combinatorial optimization problems. The objective is about finding the shortest tour among a given set of cities such that a salesperson returns to the city from which he starts his tour, by visiting each city exactly once. The underlying structure of the TSP is very suitable to be modelled as a graph. Thus, it is often modelled as a weighted graph with distances being the weights on the edges and strategies are developed based on finding the best path on the graph. Below is the formal definition as a graph model for TSP [MS91].

Definition 1 (TSP) Given a directed graph $G=(V, E)$, of $n$ vertices and a distance function, $d: V \times V \rightarrow \mathbb{R}^{+} \cup\{\infty\}$ such that:

$$
d\left(v_{i}, v_{j}\right)= \begin{cases}D_{i, j} \in \mathbb{R}^{+}, & \text {if }\left(v_{i}, v_{j}\right) \in E, \\ \infty, & \text { if }\left(v_{i}, v_{j}\right) \notin E\end{cases}
$$

find a simple cycle of vertices: $v_{i 0} \rightarrow v_{i 1} \rightarrow \ldots \rightarrow v_{i n}=v_{i 0}$, which minimizes

$$
\sum_{k=0}^{n-1} d\left(v_{i k}, v_{i k+1}\right)
$$

An instance of the TSP can have exponentially many feasible solutions. Trying to compute and compare all possibilities would yield in $n$ ! possible solutions, making it a complex problem to solve even for very modest sized instances. Therefore, researchers have worked for almost 60 years on tackling the problem using optimization techniques. For instance, many different metaheuristic models are studied on the TSP such as ant colony optimization [SD99], local search [VT99], hybrid meta-heuristic algorithms such as genetic local search [FM96], tabu search [Fie94], etc. In the next sections, we look into the details of how a problem is classified as a complex or computationally hard to solve, and also which techniques can be used to solve them.

### 2.3 Optimization Modelling Languages and Techniques

There exist many different languages for modelling an optimization problem. Depending on the problem and its objective, one model can be superior to the other one. In this section, we explain two of these modelling paradigms: boolean satisfiability and constraint programming. Additionally, the strategies to solve combinatorial optimization problems differ depending on the model and nature of the problem. Two main approaches to be used are complete and incomplete search methods [Pre08]. We discuss in this section about the different search strategies for finding a solution to a given optimization problem.

Complete search methods guarantee finding the optimal solution to a given problem instance or report if none exists. On the other hand, incomplete search strategies do not guarantee that a solution will be found or that they report if none exists to the given combinatorial optimization problem. They may fail to find a solution to a satisfiable problem or fail to find the optimal solution
to an optimization problem. Incomplete search methods are used to find an "acceptable" solution to the given problem if not the exact optimal one [Pre08].

Metaheuristic algorithms define strategies to perform incomplete search [BR03]. They are iterative processes that guide the production of high-quality, nearoptimal solutions. Some of the widely used metaheuristics can be listed as: Simulated Annealing, Tabu Search, Ant Colony Optimization (ACO), Iterated Local Search (LS), Genetic Algorithms (GA), etc [GP10]. These algorithms are generally inspired by the natural processes. For instance, the ACO algorithm mimics the behaviour of ants searching for food [DB10]. The pheromones released by the ants during this search leads other ants to certain paths, which eventually results in a valid path to food (i.e. solution). On the other hand, the GA is an evolutionary algorithm that mimics the evolution of a population by combination of genes and exposing mutations [B96].

One of the main challenge for metaheuristics is the risk of getting trapped at a local optimum during the convergence. Therefore the search may fail to reach the global optimum [Voß01]. This problem is often tackled by defining neighbourhoods of solutions and moving from a solution to another neighbour solution. Due to the neighbourhood, there is a trade-off between the localization and the diversification. The metaheuristic approaches apply different techniques to increase the diversity in the search space. As one would expect, a comprehensive survey on metaheuristics points out the fact that there is no final agreement on which metaheuristic model is more suitable for what type of problems, or which metaheuristic is superior to the others [Voß01]. The quality of the models usually depends on the quality of the assumptions made specific to the problem.

In this section, we only focus on the details of two metaheuristic algorithms in detail, which we use in our work. Those algorithms are: Genetic Algorithm and the Local Search. We also provide a Genetic Local Search model, which is a hybrid metaheuristic modelled as a combination of the Genetic Algorithm and the Local Search procedures. These models are discussed in detail in Sections 2.3.3, 2.3.4 and 2.3.5.

### 2.3.1 Boolean Satisfiability Problem

The Boolean Satisfiability (SAT) problem has its roots in mathematical logic, which is the basis of the modern computation. SAT was the first problem proved
$\mathcal{N P}$-complete by Cook [Coo71].
A Boolean variable can have only one of the two values: true or false. An expression that is defined over Boolean variables and Boolean operators (and, or, xor, etc.) is called a Boolean expression or a propositional logic formula. It is often referred as "formula" in short. A clause refers to an expression that consists only of disjunctions (or conjunctions) of Boolean variables. Each variable in a clause represents a literal. Therefore, a literal either represents a positive Boolean variable or a negated Boolean variable. For the sake of giving an example, a disjunctive clause $C_{i}$ has the form: $C_{i}=\left(x_{0} \vee x_{1} \vee \ldots \vee x_{n}\right)$ and a conjunctive clause: $C_{j}=\left(x_{0} \wedge x_{1} \wedge \ldots \wedge x_{n}\right)$. If any literal in $C_{i}$ has the value true, then the clause $C_{i}$ is evaluated to true. On the other hand, in order for a clause $C_{j}$ to be evaluated to true, all the literals in $C_{j}$ must have the value true. A clause $C$ is referred as a Horn clause, if $C$ is disjunctive with at most one unnegated (positive) literal. Moreover, a $C$ is a Dual-Horn clause, if it is disjunctive and it contains at most one negated (negative) literal [Hor51].

There are a number of different forms of formulas. Let $C_{i}, i \in\{1, \ldots, n\}$, denote a number of conjunctive or disjunctive clauses. We define a number of different formula types:

- Conjunctive Normal Form (CNF): A conjunction of one or more disjunctive clauses as: $\left(C_{1} \wedge C_{2} \wedge \ldots \wedge C_{n}\right)$.
- Disjunctive Normal Form (DNF): A disjunction of one or more conjunctive clauses as: $\left(C_{1} \vee C_{2} \vee \ldots \vee C_{n}\right)$.
- Horn Formula: If every clause in a CNF contains at most one positive literal.
- Dual-Horn Formula: If every clause in a CNF contains at most one negative literal.
- Affine Formula: A conjunction of linear equations over a 2 -element field, where a linear equation over the 2 -element field is defined by Schaefer as an expression of the form $x_{1} \oplus x_{2} \ldots \oplus x_{k}=\delta$ where $\oplus$ is the sum modulo 2 operator and $\delta$ is 0 or 1 [Sch78].

An assignment is a mapping from Boolean variables to $\{$ true, false $\}$. An assignment $A$ is said to satisfy a clause $C$ if and only if there exists a variable $x$ such that $C$ contains $x$ and the assignment of $x$ by $A$ is true; or $C$ contains $\neg x$ and the assignment of $x$ by $A$ is false. A Boolean constraint of arity $k$ is a function
$\phi:\{\text { true, false }\}^{k} \rightarrow\{$ true, false $\}$. Let $\left(x_{1}, \ldots x_{k}\right)$ be a sequence of Boolean variables and $\phi$ be a Boolean constraint of arity $k$. The pair $\left\langle\phi,\left(x_{1}, \ldots x_{k}\right)\right\rangle$ is called a constraint application. An assignment $A$ to $\left(x_{1}, \ldots x_{k}\right)$ satisfies $\left\langle\phi,\left(x_{1}, \ldots x_{k}\right)\right\rangle$ if $\phi$ evaluates to true on the truth values assigned by $A$. Let $\Phi$ be a set of constraint applications, and $A$ be an assignment to all variables occurring in $\Phi . A$ is said to be a satisfying assignment of $\Phi$ if $A$ satisfies every constraint application in $\Phi$.

In order to distinguish polynomial-time solvable problems from the intractable cases, Schaefer published a remarkable dichotomy theorem [Sch78]. Let $\mathcal{C}$ be a set of Boolean constraints. $S A T(\mathcal{C})$ is defined as the following decision problem: Given a finite set $\Phi$ of constraint applications from $\mathcal{C}$, is there a satisfying assignment for $\Phi$ ? As mentioned before, the Cook's theorem proves that the satisfiability problem, SAT, is $\mathcal{N} \mathcal{P}$-complete. Furthermore, Schaefer's findings state that $S A T(\mathcal{C})$ is either in $\mathcal{P}$ or $\mathcal{N} \mathcal{P}$-complete. The detailed theorem is given in Theorem 1.

Theorem 1 Dichotomy Theorem for Satisfiability [DH09] Sch78]. Let $\mathcal{C}$ be a set of Boolean constraints. If $\mathcal{C}$ satisfies at least one of the conditions (a)-(f) below, then $S A T(\mathcal{C})$ is in $\mathcal{P}$. Otherwise, $S A T(\mathcal{C})$ is $\mathcal{N} \mathcal{P}$-complete.
a) Every constraint in $\mathcal{C}$ evaluates to true if all assignments are true.
b) Every constraint in $\mathcal{C}$ evaluates to true if all assignments are false.
c) Every constraint in $\mathcal{C}$ can be expressed as a Horn formula.
d) Every constraint in $\mathcal{C}$ can be expressed as a dual-Horn formula.
e) Every constraint in $\mathcal{C}$ can be expressed as affine formula.
f) Every constraint in $\mathcal{C}$ is definable by a CNF formula having at most 2 literals in each conjunct.

Although the SAT problem is $\mathcal{N} \mathcal{P}$-complete in general, it is obvious that the 2SAT problem, which is a restricted case of SAT where each clause is a disjunction of at most 2 literals, is in $\mathcal{P}$ by Schaefer's Dichotomy Theorem. On the other hand, the version where each clause contains exactly 3 literals, namely the 3SAT problem, is $\mathcal{N} \mathcal{P}$-complete.

### 2.3.2 Constraint Programming

Constraint Programming (CP) is a framework that is used to model problems as a set of decision variables and the relations between them. In this framework, the variables have discrete domains and the relations between variables are denoted by a finite number of constraints. We mainly use the notation used in the Handbook of Constraint Programming throughout this section [RvBW06], and also refer to the some recent studies for definitions [RN03, Sia15, CC16, vH01].

A CSP network is defined as a triple $\langle\boldsymbol{X}, \boldsymbol{D}, \boldsymbol{C}\rangle$. In this representation, the set $\boldsymbol{X}=\left\langle x_{1}, x_{2}, \ldots, x_{n}\right\rangle$ is an $n$-tuple denoting a finite set of distinct variables, and $\boldsymbol{D}=\left\langle D_{1}, D_{2}, \ldots, D_{n}\right\rangle$ is the domain of each variable such that $x_{i} \in D_{i}$. If the variable $x_{i}$ is a Boolean variable, then the domain of $x_{i}$ is denoted by $D_{i}=\{0,1\}$. Otherwise, the domain of a variable is represented as a set $D_{i}=$ $\left\{d_{l}, d_{l+1}, \ldots, d_{u}\right\}$, where $d_{l}$ denotes the lower bound (i.e. the minimum value in the domain) and $d_{u}$ denotes the upper bound, respectively. If $\left|D_{i}\right|=1$, then the domain is said to be singleton.

The third set in the definition, $C=\left\langle C_{1}, C_{2}, \ldots, C_{t}\right\rangle$ corresponds to the constraints of the problem. Each constraint $C_{i}$ is represented as a pair $\left\langle R_{S_{i}}, S_{i}\right\rangle$, where $S \subset \boldsymbol{X}$ is the scope of the constraint and $R_{S}$ denotes the relation containing all valid assignments of the variables in $S$. A solution to the CSP is an assignment to the $n$ variables in $\boldsymbol{X}$ such that for each constraint $C_{i}$, the assignment of the variables in $S_{i}$ falls into the range $R_{S_{i}}$. If there exists at least one such assignment, the CSP instance is said to have a solution, and is satisfiable. However, if the set of solutions is empty, the instance is unsatisfiable. Informally, the Constraint Satisfaction Problem is to decide whether a given constraint network is satisfiable or not.

As an example, assume we are given a set of two variables $\boldsymbol{X}=\left\langle x_{1}, x_{2}\right\rangle$, where each variable has the same finite domain $D=\{1,2,3\}$ as $x_{1}, x_{2} \in D$, and the constraint exposed on the system is the not-equal constraint (i.e. $x_{1} \neq x_{2}$ ). Then the following assignments for the variables of the problem: $\left(x_{1}, x_{2}\right)=\{(1,1),(2,2),(3,3)\}$, do not satisfy the constraint exposed on the network. Therefore, these assignments are not solutions. However, there exists another set of assignments where each of pair in the set makes the constraint satisfied. For instance, each pair in the following set: $\left(x_{1}, x_{2}\right)=\{(1,2),(1,3),(2,1)\}$ represents a solution for the instance. Hence, having at least one solution, the
given constraint network is satisfiable.
The CSP is considered as a generalization of SAT [Coo71]. If all the variables in CSP are Boolean variables and each clause is considered as a constraint over the related variables, the resulting network represents a SAT instance. Therefore, the complexity result is carried and finding a solution to a given CSP problem is also $\mathcal{N P}$-hard. Moreover, for CSPs, the verification of a given solution is possible to be done in polynomial-time. Thus, deciding if a CSP has a solution is $\mathcal{N} \mathcal{P}$-complete.

### 2.3.2.1 Search Strategies

In this section, we consider some of the systematic search techniques being used in CSPs. In order to find a solution to a CSP, the CSP is split into other smaller CSPs and a search tree is constructed from these smaller CSPs. Each node in this tree represents a CSP, where the root of the tree represents the CSP problem that we want to solve. If a CSP is not solved, or failure has not been detected, it is split into the smaller CSPs which represent the successor nodes of the current CSP in the search tree. This process continues until either each CSP is split, failed or solved. The failed or solved CSPs represent the leaf nodes of the tree. The size of this search tree is exponential in the number of the related CSPs variables.

The most straight-forward complete search algorithm can be considered as exhaustively searching all possible assignments to find the best solution. However, if the search space is large or there exist exponentially many number of solutions, enumerating all solutions can be very time consuming if not impossible within the reasonable time limit. Such an exhaustive, systematical search has an exponential-time complexity in the best case, and this is where propagation comes in [vHK06]. Additionally, Constraint Programming is used commonly to perform complete search and it can be made efficient by making use of propagation procedures or backtracking algorithms.

In order to reduce the size of the search space some propagation, filtering and search strategies are being used. Given a constraint $C$ and the notion of consistency, all the values that are not consistent with $C$ are removed from the domains of the variables of $C$. This procedure is called domain filtering algorithm. Then, the effect of the removal of inconsistent values are propagated to the other relevant constraints. When all variables contain only the consistent
values in their domains, the CSP is called to be locally consistent. Efficient filtering and propagation algorithms speed up the solution phase by reducing the search space.

Backtracking is an intelligent method mainly adapted to Constraint Programming to perform complete search [RvBW06]. Backtracking algorithms behave as performing a depth-first search on the search tree. The intuition is to build up a solution by assigning values to the variables in the problem, branching, and "backtracking" when it is clear that it is impossible to find a solution using the assigned values. The search space is usually modelled as a tree structure, where a tree represents an undirected graph that has only one path between each of its vertices. The backtracking step is used to prune the sub-trees that contain no solutions.

Example. We demonstrate the backtracking algorithm on a well known optimization problem, called graph colouring. The graph colouring problem is defined by an undirected graph, and a set of colours each vertex can be associated with such that none of the two adjacent vertices have the same colour. Figure 2.4 represents a sample graph $G=(V, E)$ with 5 vertices. A solution to a 3-colouring of $G$ with the colour set $C=\{b l u e$, red, green $\}$ corresponds to each vertex having a colour from $C$ respecting the difference constraint.

Figure 2.5 shows a sample run of the backtracking algorithm and the search tree it constructs when solving $G$. We denote the colour red by $R$, blue by $B$ and green by $G$ in the tree to make it more clear for the reader.

The algorithm starts by assigning $v_{1}$ the colour red. Then, assume that it assigns $v_{2}$ as red. When it assigns $v_{3}$ as red, a constraint violation is detected because $v_{2}$ and $v_{3}$ are adjacent and they cannot have the same colour. The algorithm backtracks and assigns $v_{3}$ a different colour, which is green in this case. The solution is found if a successful assignment is found for each vertex. The solution found in Figure 2.5 is when $v_{1}, v_{2}, v_{4}$ are assigned red, $v_{3}$ is green and $v_{5}$ is blue.


Figure 2.4: A sample undirected graph with 5 vertices.


Figure 2.5: The search tree created when backtracking is used to find a solution to the graph colouring instance provided in Figure 2.4.

The simple backtracking algorithm can be significantly improved by making use of a domain filtering algorithm [GI06]. The domain filtering algorithm filters out the inconsistent values in the domains of the unassigned variables. For example, consider the same problem given in Figure 2.4 again. Figure 2.6 illustrates all the steps of using a domain filtering algorithm.

In Figure 2.6, the domain of each variable contains all possible values in the beginning. Assume that, $v_{1}$ is assigned $R$. By the filtering algorithm, $R$ is filtered from the domains of all the adjacent vertices (in this case it is only $v_{3}$ ). Then, on the next step, assume $v_{2}=R$. This assignment also filters $R$ from $v_{3}$ (already filtered in the previous step) and $v_{5}$ 's domains. Considering the steps defined for Figure 2.5, now the vertex $v_{3}$ cannot be assigned to $R$, because $R$ is already removed from $D_{3}$. Therefore, the backtracking step is prevented by the filtering algorithm. As next step, let $v_{3}=G$. This assignment eliminates $R$ from $D_{4}$ and $D_{5}$. This filtering prevents from the other two backtracking steps shown in Figure 2.5 for $v_{5}$. After setting $v_{4}=R$, a solution to the problem instance is found as all the domains $D_{i}$ have $\left|D_{i}\right|=1$.

There also exist some other strategies for making the search algorithms more intelligent. For instance, nogood learning in CP learns from the previous search steps and does not to repeat the decisions that results in failure [FD94]. This technique is often referred as conflict learning [LW05]. These strategies are adapted in the solvers.


Figure 2.6: The search tree created when a domain filtering algorithm is used to enhance the search for Figure 2.5.

### 2.3.2.2 Choco Constraint Solver

Choco is a free open-source software that serves as a solver for constraint programming [PFL16]. It uses some filtering algorithms associated with the constraints and also uses some limits on the search. For instance, one can specify a time limit, solution limit, or a limit on the count of backtracks. It allows the use of different search strategies on the tree such as selecting the variable of smallest domain size first, or selecting the smallest domain value first. One can also specify the variables to branch on. Another feature of it is the support of restarts, which means restarting the search starting from a completely new search tree. After a search is terminated, it also provides user with some statistics such as whether the search is completed or not, the number of solutions found, the number of backtracks, the maximum depth of the search tree, and the number of constraints and the variables in the model, etc. In Listing 2.1, we present an example implementation of the graph colouring problem defined in

Figure 2.4 using Choco.

```
import org.chocosolver.solver.Model;
import org.chocosolver.solver.variables.IntVar;
public class GraphColouring {
    public static void main(String[] args) {
        // Initialization of the model
        IntVar[] vars = new IntVar[5];
        Model model = new Model("Graph colouring example");
        // Initialization of the variables
        for (int i = 0; i < numberOfVars; i++)
            vars[i] = model.intVar("var" + i, 0, 2);
        // Constraints
        model.arithm(vars[0], "!=", vars[2]).post();
        model.arithm(vars[2], "!=", vars[3]).post();
        model.arithm(vars[1], "!=", vars[2]).post();
        model.arithm(vars[2], "!=", vars[4]).post();
        model.arithm(vars[1], "!=", vars[4]).post();
        // Solve the problem
        model.getSolver().solve();
        // Print the solution
        for(IntVar v : vars)
            System.out.print(v + ", ");
    }
}
Output: var0 = 0, var1 = 2, var2 = 1, var3 = 0, var4 = 0,
```

Listing 2.1: A Choco implementation of graph colouring problem on a graph given in Figure 2.4 .

In Listing 2.1, assume that we represent each color by a number. For instance, red $=0$, green $=1$, blue $=2$. Therefore, each of our vertices can be represented by an integer variable (represented by IntVar) in Choco with the domains [ 0,2 ]. Each vertex $v_{i}$ in Figure 2.4 is labelled in the Choco model as $\operatorname{var}(i-1)$. For instance, $v_{1}$ in the Figure 2.4 corresponds to var 0 in our Choco model.

Then, we use the edges as the constraints for our model. We create a not equal constraint between each pair of vertices that are connected by an edge. For instance, there exists an edge between $v_{1}$ and $v_{3}$. Therefore, we post a 'not equal' constraint to the model between the corresponding integer variables in Choco (i.e. vars[0] and vars[2]). After posting the all 5 edges as constraints to the model, a sample solution to the problem found by Choco is reported in the output as var $0=0, \operatorname{var} 1=2, \operatorname{var} 2=1, \operatorname{var} 3=0, \operatorname{var} 4=0$. This solution corresponds to $v_{1}=R, v_{2}=B, v_{3}=G, v_{4}=R, v_{5}=R$, which can easily be verified to be a correct solution.

### 2.3.3 Iterated Local Search

The main idea behind Iterated Local Search (ILS) is to focus only on a neighbourhood instead of focusing on the full search space [Stü98, LMS03]. To this end, a subset of solutions that are "close" to the current solution is referred as the neighbourhood. The search starts from an initial solution and as the name suggests, the solution is attempted to be improved at each iteration until an acceptable solution is found. In order to improve the current solution $S$, the neighbourhood $N_{S}$ of $S$ is considered, and the search continues with a solution in $N_{S}$ that provides a better objective value than $S$. The perturbation to the "nearby" solution is desired to be not too small and also not too large. Large perturbations lead to almost random states and the algorithm acts stochastically, whereas small perturbations make the algorithm behave in a greedy manner and may not provide an escape from the local optima. In order to make the search more efficient, a history can be kept in order not to search the previously searched local optimas. The outline for ILS is given in Algorithm 1 .

The search process is initiated by a random solution $s_{0}$. Then, the neighbourhood of the current solution is constructed and the best neighbour $s^{*}$ is found.

```
Algorithm 1 Iterated Local Search [Stü98]
    procedure IteratedLocalSearch()
        \(s_{0} \leftarrow\) generate an initial solution
        \(s^{*} \leftarrow \operatorname{LOCALSEARCH}\left(s_{0}\right)\)
        while a termination criterion is not met do
            \(s^{\prime} \leftarrow\) Perturbation \(\left(s^{*}\right.\), history \()\)
            \(s^{\prime \prime} \leftarrow \operatorname{LocalSEARCh}\left(s^{\prime}\right)\)
                \(s^{*} \leftarrow \operatorname{AcceptanceCriterion}\left(s^{*}, s^{\prime \prime}\right.\), history)
```

Then, the best neighbour is modified ( $s^{\prime}$ ), and the neighbourhood search of $s^{\prime}$ is performed. If a better neighbour is found, the current solution is updated by the $s^{\prime \prime}$ to be used as the base of the next neighbourhood search.

The iteration provides a convergence to the local optima but does not guarantee to reach the global optimum. Therefore, the ILS procedures can easily get stuck in a local optimum without providing any improvement. In order to prevent this situation, a common strategy is to use random restarts [LMS03]. If random restarts are being used, search is restarted a number of times by a randomly created solution and the search proceeds from this point.

Example. Consider the 3 -colouring problem instance given in Figure 2.4. Let a neighbour $s_{n}$ of a solution $s$ to be defined by changing only the colour of a single vertex from $s$. Additionally, assume a solution is evaluated as a good solution based on the number of vertices in it that satisfy the difference constraint. Assume that a solution $s$ is denoted by a list of colours in order $s=\left\langle c_{1}, c_{2}, c_{3}, c_{4}, c_{5}\right\rangle$, where each $c_{i}$ represents the color of the corresponding vertex $v_{i}$. Therefore $c_{i} \in\{R, G, B\}$.

A sample initially created solution $s_{0}$ to this problem is $s_{0}=\langle G, G, G, G, G\rangle$. The neighbourhood of $s_{0}$ is then corresponding to a set of 10 different solutions as: $\langle R, G, G, G, G\rangle,\langle B, G, G, G, G\rangle, \ldots\langle G, G, G, G, B\rangle$. The best neighbour in this set is one of the solutions that has as many vertices as possible that satisfy the difference constraint. Let this neighbour be $s^{\prime \prime}=\langle G, G, R, G, G\rangle$ as it satisfies the constraint by 3 of its vertices: $v_{1}, v_{3}, v_{4}$. Comparing the current best solution $s_{0}$ and $s^{\prime \prime}$, one can infer that $s^{\prime \prime}$ is a better solution as $s_{0}$ does not have any vertices that satisfy the constraint. Therefore, the search proceeds by accepting $s^{*}=s^{\prime \prime}$. On the next iteration, a neighbour solution of $s^{*}$ that is better (such as $\left.s^{\prime \prime}=\langle G, B, R, G, G\rangle\right)$ is selected as the base of the neighbour search. The search terminates when a termination criterion is met.

The termination criteria can be a time limit, finding the optimal solution, or finding no improved solutions for a number of iterations.

### 2.3.4 Genetic Algorithm

Genetic algorithms (GA) are population-based methods inspired by the natural process of evolution [Hol92]. They are compelling robust search and optimiza-
tion tools, which work on the natural concept of evolution, based on natural genetics, and natural selection. They have been used extensively in optimization problems as an alternative to traditional heuristics. Holland introduced the GA and he also showed how to apply the process to various computationally difficult problems [Hol92, B96].

The generic search process consists of five main steps: initialization of the population, evaluation, selection, crossover and mutation [BNKF98]. The initialization starts with finding an initial set of solutions called population. Each solution in the population is referred as an individual. Each individual is associated with a fitness value indicating how good (or fit) it is. The fitness is evaluated with respect to the objective function. The selection process is carried out using the fitness values of individuals. There exist different selection algorithms. One of them is called roulette wheel selection [LL12]. Roulette wheel selection gives a more fit individual higher chance to be selected.

There are two main operators that are used to improve the solution quality, provide convergence, and help with tackling the problem of getting stuck at local optima in the population: crossover and mutation. The population is evolved by applying crossover on different selected individuals or applying mutations on a single selected individual. These operations simulate the real world inheritance of genes from parents to children as well as the mutations. The process terminates either when an acceptable solution is found or a termination criterion is met: such as a pre-determined time limit or not improving the solution for a number of iterations. The process is illustrated in Figure 2.7.


Figure 2.7: The procedure for a generic Genetic algorithm model.

Example. Consider the 3 -colouring problem given in Figure 2.4. Let the fitness of an individual be measured by the number of vertices in the graph that satisfy the different colour constraint with respect to the given solution. Assume
that, we have a GA model for this problem, where the population consists of only 3 individuals. Let each individual $s$ denoted by a list of colours in order $s=\left\langle c_{1}, c_{2}, c_{3}, c_{4}, c_{5}\right\rangle$, where each $c_{i}$ represents the color of the corresponding vertex $v_{i}$. Therefore $c_{i} \in\{R, G, B\}$. A population $P$ can be initialized randomly as $P=\left\langle s_{1}, s_{2}, s_{3}\right\rangle$, where $s_{1}=\langle R, G, B, G, G\rangle, s_{2}=\langle G, G, B, B, B\rangle$, and $s_{3}=\langle B, B, B, B, B\rangle$. Let us list the individuals in $P$ and their fitness criterion below where $c$ denotes the number of vertices that satisfy the constraint:

$$
\begin{aligned}
& s_{1}=\langle R, G, B, G, G\rangle, c=3, \\
& s_{2}=\langle G, G, B, B, B\rangle, c=2, \\
& s_{3}=\langle B, B, B, B, B\rangle, c=0 .
\end{aligned}
$$

When each individual in this population is evaluated for their fitnesses, $s_{1}, s_{2}$ are the fitter than $s_{3}$. In the selection phase, it is more likely for the fitter individuals to be selected. Therefore, assume that $s_{1}$ and $s_{2}$ are selected by roulette wheel selection. Let $s_{c 1}$ and $s_{c 2}$ be the two products of crossover of $s_{1}$ and $s_{2}$. A sample crossover operation over the individuals can be defined as swapping the halves of the lists. The operation can be reflected on the individuals as follows:

$$
\begin{aligned}
s_{1} & =\langle R, G, B, G, G\rangle, c=3, \\
s_{2} & =\langle G, G, B, B, B\rangle, c=2, \\
s_{c 1} & =\langle R, G, \boldsymbol{B}, \boldsymbol{B}, \boldsymbol{B}\rangle, c=2, \\
s_{c 2} & =\langle G, G, \boldsymbol{B}, \boldsymbol{G}, \boldsymbol{G}\rangle, c=3 .
\end{aligned}
$$

The products $s_{c 1}$ and $s_{c 2}$ are not the optimal solution. In fact, $s_{c 1}$ is a less fit solution when compared to the least fit solution in the population (i.e. $s_{3}$ ). Let the population be refined by eliminating the least fit individuals and adding the fitter ones. This process removes $s_{3}$, and adds $s_{c 2}$ as $P=\left\langle s_{1}, s_{2}, s_{c 2}\right\rangle$. In detail:

$$
\begin{aligned}
& s_{1}=\langle R, G, B, G, G\rangle, c=3, \\
& s_{2}=\langle G, G, B, B, B\rangle, c=2, \\
& s_{c 2}=\langle G, G, B, G, G\rangle, c=3 .
\end{aligned}
$$

On the next step, let $s_{1}$ be selected for mutation. A sample mutation operation can be performed as randomly changing the colour of one vertex from the selected individual. Therefore, let $s_{1}$ be mutated on the vertex $v_{5}$ as $s_{1}=\langle R, G, B, G, R\rangle$. The new population $P$ is now updated as:

$$
\begin{aligned}
& s_{1}=\langle R, G, B, G, R\rangle, c=5, \\
& s_{2}=\langle G, G, B, B, B\rangle, c=3, \\
& s_{c 2}=\langle B, G, B, G, G\rangle, c=3 .
\end{aligned}
$$

The individual $s_{1}$ is now an optimal solution that satisfies the different colours constraint on all of its vertices. The evolution continues until a termination criterion such as finding the optimal solution, having no improvement for a number of iterations, or a time limit is met. If the search cannot find the optimal solution, then the best solution found during the search is returned as the final solution.

### 2.3.5 Genetic Local Search

Combining different search techniques to enhance the performance of the models is a popular field. The methods for creating hybrids are not only limited to combining methods from different metaheuristics but also combining the metaheuristics with the other optimization methods such as mathematical programming, constraint programming, machine learning etc. [RPB10, Tal15]. We consider combining two metaheuristics: the GA and the LS, which is referred as genetic local search in the literature [FM96]. Genetic local search algorithms have been shown to significantly improve the quality of the search and reduce the time for many combinatorial optimization problems such as the Travelling Salesman, graph coloring problems or in the field of bioinformatics [KP94, UAB ${ }^{+}$91, DH98, MF97, YMLC16]. We use the abbreviation $H B$ to refer to the hybrid model.

Here, we use local search in order to increase the diversity in the population after the crossover is applied. The procedure of LS is described in detail in Section 2.3.3, and the GA in Section 2.3.4. We apply the same procedures defined in these previous sections and combine them as described below. After crossover step is applied, two product individuals are generated. We search the neighbourhood each product individual to see if they have a better individual than themselves. If the individual produced has a better neighbour, then it is replaced with its neighbour and the population is updated accordingly. The whole process of HB is illustrated in Figure 2.8. Later, we use this hybrid procedure to solve our proposed optimization problem.

Example. Consider the 3 -colouring problem given in Figure 2.4. Let the fitness of an individual be measured by the number of vertices in the graph that satisfy the different colour constraint with respect to the given solution. Assume that, we have a GA model, where the population consists of only 3 individuals.


Figure 2.8: The procedure of a generic Genetic Local Search algorithm.

Let each individual $s$ be defined by a list of colours in order $s=\left\langle c_{1}, c_{2}, c_{3}, c_{4}, c_{5}\right\rangle$, where each $c_{i}$ represents the color of the corresponding vertex $v_{i}$. Therefore $c_{i} \in\{R, G, B\}$. Consider the sample population $P=\left\langle s_{1}, s_{2}, s_{3}\right\rangle$, where $s_{1}=\langle R, G, B, G, G\rangle, s_{2}=\langle G, G, R, B, B\rangle, s_{3}=\langle B, B, B, B, B\rangle$ as in the example given in Section 2.3.4. The variable $c$ denotes the number of vertices that satisfy the different colour constraint using the given solution. Below is the list of individuals in the initial population:

$$
\begin{aligned}
& s_{1}=\langle R, G, B, G, G\rangle, c=3, \\
& s_{2}=\langle G, G, B, B, B\rangle, c=2, \\
& s_{3}=\langle B, B, B, B, B\rangle, c=0 .
\end{aligned}
$$

Similar to the steps given in the GA example, let $s_{1}$ and $s_{2}$ crossover and $s_{c 1}, s_{c 2}$ below denote the products of the crossover:

$$
\begin{aligned}
& s_{c 1}=\langle R, G, \boldsymbol{B}, \boldsymbol{B}, \boldsymbol{B}\rangle, c=2, \\
& s_{c 2}=\langle G, G, \boldsymbol{B}, \boldsymbol{G}, \boldsymbol{G}\rangle, c=3 .
\end{aligned}
$$

Now the neighbourhood of both product individuals are constructed. We can define the notion of neighbour in the same way that we defined in the example of Section 2.3.3, where a neighbour solution differs from the current one by the colour of exactly one vertex. Let $N_{c 1}$ (and $N_{c 2}$ ) denote the neighbourhood of $s_{c 1}$ (respectively $s_{c 2}$ ). Note that, none of the neighbours of $s_{c}$ provides an optimal solution. However, the fittest of them (i.e. the best neighbour) is an assignment that has the maximum number of vertices satisfying the difference constraint. An assignment $s_{n 1}$ can be found for $s_{c 1}$ as containing 4 vertices that satisfy the constraint. Similarly, the best neighbour of $s_{c 2}$ can be found as follows:

$$
\begin{aligned}
& s_{n 1}=\langle R, G, \boldsymbol{R}, B, B\rangle, c=4, \\
& s_{n 2}=\langle G, \boldsymbol{R}, B, G, G\rangle, c=5 .
\end{aligned}
$$

Finding that $s_{n 1}$ and $s_{n 2}$ are fitter solutions than $s_{c 1}$ and $s_{c 2}$, the best neigh-
bours $s_{n 1}$ and $s_{n 2}$ are considered for refining the population. After eliminating the worst two individuals from the population and adding the better ones, the population $P$ is updated as:

$$
\begin{aligned}
s_{1} & =\langle R, G, B, G, G\rangle, c=3, \\
s_{n 1} & =\langle R, G, R, B, B\rangle, c=4, \\
s_{n 2} & =\langle G, R, B, G, G\rangle, c=5 .
\end{aligned}
$$

Considering this population, the solution $s_{n 2}$ represents an optimal solution and therefore the search is terminated.

### 2.3.6 Computational Complexity

The theory of computation is a concept in mathematics and computer science based on estimating how efficiently a problem can be solved. The method used to solve a problem is usually referred as an algorithm. In order to solve combinatorial problems, different researchers proposed different approaches and formulations of algorithmic notions. In 1936, Church introduced the idea of "effective calculability" [Chu36]. At the same time, Turing defined the "computability" [Tur36]. Turing stated in his paper: "In a recent paper Alonzo Church has introduced an idea of "effective calculability", which is equivalent to my "computability", but is very differently defined." Then, he showed the equivalence between these two notions. Turing is the one who defined in the best way how a universal machine is able to compute any kind of calculus. Therefore, in modern days, the efficiency of an algorithm is calculated based on Turing's computability studies [Tur36].

Turing explained that any algorithm can be described by a Turing Machine. He defined the Turing machine as a machine $T M$ that has a one-dimensional blank tape in motion and a head that is used to print or read symbols on the tape. The finite set of all possible symbols defines an alphabet on TM. The tape consists of square-regions and the head is always positioned on one of the regions in $T M$. The head can only move to the right or to the left of its currently located square. The machine has two actions: write or move. A set of symbols defined over the alphabet defines an input. The machine reads the input by one symbol at a time, and either writes a symbol from the alphabet on the tape or the head shifts to the square on the left or right. A $T M$ is said to be deterministic, if at most one action can be performed in any state. If the transition function is
changing the state of the machine to a possible set of states, then the machine is referred as a non-deterministic $T M$.

The Turing Machine can be abstracted as having a finite number of states and the machine runs by transitioning between the states with respect to the given input. If the machine terminates after a finite number of transition between the states, the set of symbols written on the tape after termination is called the output. A problem is said to be computable if there exists a deterministic $T M$ that gives an output for every possible input of that problem. Additionally, a problem is decidable if there exists a deterministic $T M$ that produces a "Yes/No" answer.

In Sections 2.3.6.1 and 2.3.6.2, we present two different complexity measures: complexity of an algorithm and complexity of a problem.

### 2.3.6.1 Algorithmic Complexity

The main goal in computation is to find an efficient algorithm that solves a problem. The algorithms define formal step-by-step strategies for solving problems [CLRS09]. Each algorithm can be represented by a Turing machine TM. Different algorithms can be compared by their complexities. The complexity of an algorithm is mainly studied in terms of the time and space required to solve a problem. The size of a problem is measured by the amount of input data that is required to describe an instance of the problem (i.e. length of the input). The time complexity of an algorithm is described by the number of steps required from the initial state of a $T M$ to termination (i.e. the number moves performed by the head). The space complexity, on the other hand, indicates how much memory the system needs to use from start to termination (i.e. the space used on the tape of a $T M$ ). The complexities of algorithms proposed for solving the problems can be classified with respect to their order of growth. The growth function of an algorithm gives an indication of how the algorithm behaves in terms of running time. We can then compare algorithms by the asymptotic efficiency of their growth functions when the input size is assumed to have no bounds.

The time complexity of an algorithm is often expressed by using the Big-O notation, denoted by $O$ (.) [Sip06]. Big-O notation expresses an (asymptotic) upper bound on the growth function in terms of the running time or space requirements of a given algorithm. A function $f(n)$ is said to be $O(g(n))$ if and only if
there exists two positive constants $c \in \mathbb{R}^{+}$and $n_{0} \in \mathbb{Z}^{+}$such that [MS91]:

$$
\forall n \geq n_{0}, f(n) \leq c \cdot g(n)
$$

In this case, $g(n)$ is said to be an upper bound on $f(n)$. Let $T M$ be a Turing machine and let $n$ denote the size of a problem instance. We say that $T M$ has time complexity $O(f(n))$. Since the Big-O notation represents an upper bound, it is used to indicate a bound for the worst-case running time of the algorithm.

It is possible to characterize algorithms with the input size denoted by $n$ and a positive constant $x$ by using the Big-O notation as [Hoe14]:

- Constant time: $O(1)$
- Logarithmic time: $O(\log n)$
- Linear time: $O(n)$
- Polynomial time: $O\left(n^{x}\right)$
- Exponential time: $O\left(x^{n}\right)$

After classifying an algorithm using the Big-O notation, one can infer which algorithm is better in terms of the running time. The hierarchy between these classes can broadly be given as: $O(1) \ll O(\log n) \ll O(n) \ll O\left(n^{x}\right) \ll$ $O\left(x^{n}\right)$.

### 2.3.6.2 Problem Complexity

Computational complexity is a branch of the theory of computation that focuses on the difficulty of solving a problem [GJ79]. Complexity theory is used to measure the hardness of any kind of problems. It provides us with a methodology and simple tools to prove that some problems are intractable. Within this framework, we can show that a problem is as difficult as any other well-known intractable problems. In this section, we discuss briefly the definitions of some of the complexity classes because we use them later to prove the complexity of our problem. These classes are: $\mathcal{P}, \mathcal{N} \mathcal{P}, \mathcal{N} \mathcal{P}$-complete, $\mathcal{N} \mathcal{P}$-hard and $\# P$ complete. The relationship between these different complexity classes under the assumption $\mathcal{P} \neq \mathcal{N P}$ is illustrated in Figure 2.9 .

We start with the definitions of two fundamental computational complexity classes: $\mathcal{P}$ and $\mathcal{N P}$. The class $\mathcal{P}$ is the set of all problems that can be solved by


Figure 2.9: Illustration of the complexity classes under the assumption that $\mathcal{P} \neq \mathcal{N} \mathcal{P}$.
a deterministic $T M$ that is bounded by time that is a polynomial of the size of the problem. Any such problem in $\mathcal{P}$ is also referred as solvable in "polynomialtime" or "tractable". Thus, there exists an algorithm $A$ for each of these problems that solves any instance of the given problem in $O\left(n^{x}\right)$ where $n$ represents the size of a problem instance, and $x$ is a constant.

Class $\mathcal{N P}$ represents the problems that can be solved by a non-deterministic $T M$ in polynomial-time. In other words, a solution can only be found in polynomial-time if a non-deterministic Turing machine is used. We know how to simulate a non-deterministic machine with a deterministic one. However, it takes exponential time to consider all the possible assignments ( $2^{n}$ ). Therefore, $\mathcal{P} \subset \mathcal{N} \mathcal{P}$.

The problems in $\mathcal{P}$ are contained by the set $\mathcal{N} \mathcal{P}$, however whether $\mathcal{P}=\mathcal{N} \mathcal{P}$ is considered to be one of the most important open problems. If one can prove that $\mathcal{P}=\mathcal{N} \mathcal{P}$, that means that any problem whose solutions can be verified in polynomial-time is also solvable in polynomial-time.

Another complexity class, namely $\mathcal{N} \mathcal{P}$-hard, represents a set of problems that are at least as hard as all the problems in $\mathcal{N P}$ (if not harder). Any problem in $\mathcal{N} \mathcal{P}$ can be reduced in polynomial-time to a problem in $\mathcal{N} \mathcal{P}$-hard.

Let us briefly explain the difference between an optimization and a decision problem before introducing the rest of the complexity classes of interest. A problem can be modelled as an optimization problem, or a decision problem. An optimization problem is interested in finding a solution to a given problem, whereas the decision problem is interested in generating a "Yes/No" answer for expressing whether there exists a solution to the problem using a set of input values or not [GJ79]. For instance, recall the Travelling Salesman Problem introduced in Definition 1. Let us define the inputs of the problem. There exists a set of cities $C=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$. A tour is defined as an ordering of cities $\left\langle c_{\pi(1)}, c_{\pi(2)}, \ldots, c_{\pi(m)}\right.$ of $C$ such that:

$$
\left(\sum_{i=1}^{m-1} d\left(c_{\pi(i)}, c_{\pi(i+1)}\right)\right)+d\left(c_{\pi(m)}, c_{\pi(1)}\right)
$$

Definition 2 gives a formal definition for the optimization problem of TSP, whereas Definition 3 represents a formal definition for its decision version.

Definition 2 Optimization problem for TSP.
Input: A finite set $C=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ of "cities", a "distance" $d\left(c_{i}, c_{j}\right) \in Z^{+}$for each pair of cities $c_{i}, c_{j} \in C$, and a bound $B \in Z^{+}$(where $Z^{+}$denotes the positive integers).
Question: Find a tour of all the cities in $C$ that minimizes the total length in $B$.
Definition 3 Decision problem for TSP.
Input: A finite set $C=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ of "cities", a "distance" $d\left(c_{i}, c_{j}\right) \in Z^{+}$for each pair of cities $c_{i}, c_{j} \in C$, and a bound $B \in Z^{+}$(where $Z^{+}$denotes the positive integers).
Question: Is there a tour of all the cities in $C$ having total length no more than $B$ ?

Note that, we use this formal language to define our problems in the remaining sections.

There is another complexity class that is a subset of $\mathcal{N P}$ is called as $\mathcal{N P}$ complete. The problems in $\mathcal{N} \mathcal{P}$-complete are both $\mathcal{N} \mathcal{P}$ and $\mathcal{N} \mathcal{P}$-hard. They represent decision problems whose solutions can be verified in polynomial-time. The first problem to be proven as being in $\mathcal{N} \mathcal{P}$-complete is the Boolean Satisfiability Problem (SAT) by Cook's theorem [Coo71]. Cook received a Turing award for his work on complexity.

In order to give an insight, the optimization problem for TSP Definition 2 lies in $\mathcal{N} \mathcal{P}$, because given a tour $P$ as solution, $P$ can be tested for being a solution or not in polynomial-time. On the other hand, the decision problem of TSP given in Definition 3 is proven to be $\mathcal{N} \mathcal{P}$-complete by Karp in 1972 [Kar72]. Following his contributions to the field, Karp also received a Turing award in 1985.

The last class we present is \#P-complete. This class contains a set of problems related to counting, whose related decision problem is in $\mathcal{N} \mathcal{P}$-complete [Val79]. Similarly, a problem is $\# P$-complete if and only if it is in $\# P$, and all $\# P$ hard problems are reducible to it. The counting problem of the TSP can be formulated as in Definition 4.

Definition 4 Counting problem for TSP.
InPuT: A finite set $C=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ of "cities", a "distance" $d\left(c_{i}, c_{j}\right) \in Z^{+}$for each pair of cities $c_{i}, c_{j} \in C$, and a bound $B \in Z^{+}$(where $Z^{+}$denotes the positive integers).
Question: How many tours of all the cities in $C$ have total length no more than $B$ ?

### 2.4 Matching Under Preferences

Matching problems emerge from many large-scale real-world problems and have become the basis of a variety of important applications. These problems, in general, involve assigning agents from one set to another. Typically, each agent has an ordered preference list over the agents of the other set. Similarly, some of the agents may have a capacity constraint to be satisfied, which indicates the maximum number of other agents that should be assigned to it. These types of problems have been widely studied by different research communities such as computer scientists and economists over the years; in fact, the 2012 Nobel Prize for Economics was awarded to Shapley and Roth for their work on stable allocations [201].

The most famous matching problem is the Stable Marriage (SM) which first appeared in the literature in 1962 [GS62]. The Stable Marriage problem consists of a set of men and a set of women, where each person has a strictly ordered preference list over the people in the other set. The optimality criterion is to assign each person with a partner such that no two unassigned people prefer each other more than their currently assigned partners. The most straightforward generalizations of the Stable Marriage problem have been studied such as the non-bipartite version Stable Roommates problem or the many-one generalization Hospitals/Residents problem [GI89]. In addition to these problems, some further stable matching problems such as versions where the preference lists have ties [GI89], assigning pupils to schools [APRS05], student-project allocation AIM07], kidney exchange programmes [RSÜ04], and house allocation [AS98] problem have been studied under many different optimality criteria such as Pareto optimality, popularity, rank-maximality, etc [Man13]. For a comprehensive survey on different matching problems the reader is referred to the book written by Manlove [Man13].

It is important to note here that matching problems are also studied within the field of algorithmic game theory under different optimality criteria. Game theory is a study of mathematical models that aim to model situations in which multiple participants interact or affect each other's outcomes [NRTV07]. Extending this concept, algorithmic game theory is the study of game theory combined with theoretical computer science [Rou10]. One of the most famous concepts in algorithmic game theory is the Nash equilibrium. In a Nash equilibrium, no player can be made better-off by changing their own strategies [Suh97]. The Nash equilibrium focuses on changing strategy for one participant at a time. A specific case, where the participants cannot benefit from jointly changing the strategies of any possible subset of participants, is referred as strong (Nash) equilibrium [Suh97]. The game version of the SM is a good example that implements the strong Nash equilibria [NRTV07, DPK13].

In Section 2.4.1, we focus on the details of the Stable Marriage problem and in Section 2.4.2, we discuss details of the Stable Roommates problem. We present a comprehensive explanation for both of the problems, as we need their properties in detail, later.

### 2.4.1 Stable Marriage Problem

The Stable Marriage problem (SM) was formally defined and solved by David Gale and Lloyd Shapley [GS62]. In 1989, Gusfield and Irving wrote a book that focuses on the Stable Marriage problem and provided detailed analysis about the structure of the problem as well as the algorithms being used [GI89]. Unless otherwise stated, we refer to the notation and the information presented in their book.

The SM is a bipartite matching problem with two-sided preferences, where the aim is to find a stable matching. Formally, an instance of the Stable Marriage problem takes as input two disjoint sets: a set of men $U=\left\{m_{i}, m_{i+1}, \ldots, m_{n_{i}}\right\}$ and a set of women $W=\left\{w_{i}, w_{i+1}, \ldots, w_{n_{i}}\right\}$, where each person has an ordinal preference list over all members of the opposite sex. In the SM, the preference lists are said to be complete if all members of each sex strictly ranks all members of the opposite sex. The size of an SM instance is denoted by $n$ and assumed to be $n=|U|=|W|$. Practically, a person can find another person from the other sex unacceptable, hence prefers not to give a ranking in his/her preference list. In this case, some preference lists may not be complete. This version of

Table 2.1: Preference lists for men (left) and women (right) for a sample Stable Marriage instance of size 7.
$\left.\begin{array}{|l|llllll|}\hline m_{0} & 0 & 6 & 5 & 2 & 4 & 1\end{array}\right]$

| $w_{0}$ | 2 | 1 | 6 | 4 | 5 | 3 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $w_{1}$ | 0 | 4 | 3 | 5 | 2 | 6 | 1 |
| $w_{2}$ | 2 | 5 | 0 | 4 | 3 | 1 | 6 |
| $w_{3}$ | 6 | 1 | 2 | 3 | 4 | 0 | 5 |
| $w_{4}$ | 4 | 6 | 0 | 5 | 3 | 1 | 2 |
| $w_{5}$ | 3 | 1 | 2 | 6 | 5 | 4 | 0 |
| $w_{6}$ | 4 | 6 | 2 | 1 | 3 | 0 | 5 |

the problem is defined in the literature, without loss of generality, as Stable Marriage with Incomplete Lists problem (SMI).

A man-woman pair $\left(m_{i}, w_{j}\right)$ is acceptable if $w_{j}$ (respectively $m_{i}$ ) appears in the preference list of $m_{i}$ (respectively $w_{j}$ ). For the SM, a matching $M$ is defined as a one-to-one correspondence between the sets $U$ and $W$ such that $M$ consists of a set of acceptable pairs where each man and woman appear in exactly one pair of M. A matching is represented by $M=\left\{\left(m_{i 0}, w_{j 0}\right),\left(m_{i 1}, w_{j 1}\right), \ldots,\left(m_{i n}, w_{j n}\right)\right\}$. If $\left(m_{i}, w_{j}\right) \in M$, we say that $w_{j}$ (respectively $m_{i}$ ) is the partner of $m_{i}$ (respectively $w_{j}$ ) and we denote $p_{M}\left(m_{i}\right)=w_{j}$ and $p_{M}\left(w_{j}\right)=m_{i}$. A pair ( $m_{i}, w_{j}$ ) (sometimes denoted as $(i, j)$ ) is said to be blocking a matching $M$ if $m_{i}$ is unassigned or prefers $w_{j}$ to $M\left(m_{i}\right)$ and $w_{j}$ is unassigned or prefers $m_{i}$ to $M\left(w_{j}\right)$. A matching $M$ is called stable if there exists no blocking pair in $M$. Similarly, a pair ( $m_{i}, w_{j}$ ) is said to be stable if it appears in some stable matching. Additionally, a pair ( $m_{i}, w_{j}$ ) is called fixed if ( $m_{i}, w_{j}$ ) appears in all the stable matchings of the given instance. We also refer to the man $m_{i}$ and woman $w_{j}$ that appear in a fixed-pair as fixed. Table 2.1 gives an example of a Stable Marriage instance with 7 men and 7 women, where each line represents the preference list of the relevant person. For clarity, we denote each man $m_{i}$ with $i$ and each woman $w_{j}$ with $j$ in the preference lists.

The algorithm proposed by Gale and Shapley, called the GS algorithm, was proven to always find a stable matching to a given SM instance. The GS algorithm finds a stable matching that is either uniquely favouring the men or the women. The case where the men are proposing to the women results in a stable matching that the men are matched with their best possible choice. If the women are proposing, then the GS algorithm results in the stable matching that is the best possible one for the women. Throughout this thesis, when we talk about the operations we use man-oriented language (for instance we say "if a man wants to break-up" or "a man prefers" etc.) to keep consistent and
clear. However, a woman-oriented language can be used interchangeably. This change does not affect the theoretical results.

The idea behind the GS algorithm is straight-forward. The algorithm allows men (or women) to "propose" to women (or men) until every man (or woman) has made a proposal that has been accepted. There are two states during the execution of the algorithm: a person can be free or can be engaged. In the case that the men are proposing, the next free man proposes to the women starting from the most preferred one in his list until he becomes engaged. On the other hand, when a woman receives a proposal, if she is free at the time, she accepts the proposal and becomes engaged with the proposer. However, if she is already engaged with another man, she checks her preference list, refuses the less favourable man and becomes engaged to the more preferred one. If she breaks her current engagement, the man who has been rejected becomes free and the algorithm continues as him proposing to the next most favourable woman on his list. The order of the people proposing is not important as all possible executions of the GS algorithm results in the same stable matching.

Subsequently, Gusfield and Irving slightly enhanced the GS algorithm and called it the Extended Gale-Shapley algorithm. The motivation behind the extended version was to reduce the size of the preference lists. In order to achieve it, they introduced a deletion operation for any pair $\left(m_{i}, w_{j}\right)$ that is not stable. The deletion of pair $\left(m_{i}, w_{j}\right)$ is performed by deleting the woman $w_{j}$ from man $m_{i}$ 's list and deleting $m_{i}$ from $w_{j}$ 's list. The extended algorithm is presented as Algorithm 2 .

It was shown by Gale and Shapley that the structure that represents all the stable matchings for an instance forms a lattice $\mathscr{M}$. In this lattice, the stable matching in which each man is assigned to their most preferred stable part-

```
Algorithm 2 Extended Gale-Shapley [GI89]
    procedure ExTENDED-GS()
        assign each person to be free;
        while some man \(m\) is free do
            \(w:=\) first woman on \(m\) 's list;
            if some man \(p\) is assigned to \(w\) then
                    assign \(p\) to be free;
            assign \(w\) to \(m\);
            for each successor \(m^{\prime}\) of \(m\) on \(w\) 's list do
                    delete the pair \(\left(m^{\prime}, w\right)\);
```

ner is called the man-optimal (woman-pessimal) matching and denoted by $M_{0}$. Similarly, the woman-optimal (man-pessimal) matching is denoted by $M_{Z}$. A stable matching $M_{i}$ is said to dominate another stable matching $M_{j}$, denoted by $M_{i} \preceq M_{j}$, if every man prefers their partners in $M_{i}$ to the ones in $M_{j}$ or indifferent between them. The man-optimal matching $M_{0}$ and the woman-optimal matching $M_{Z}$ represent the minimum and maximum elements of this lattice because $M_{0}$ dominates all other stable matchings and $M_{Z}$ is dominated by all others. In Figure 2.10, we give the lattice of all stable matchings of the SM instance given in Table 2.1.

The size of the lattice of stable matchings can be exponential in the number of the people involved ( $n$ ), as the number of all stable matchings can be exponential in $n$ [IL86b]. Pittel proves that the average number of stable matchings when the preference lists are similar is $O(n \operatorname{logn})$ [Pit89]. Although it is known that the number of stable matchings of a given SM instance can be exponential


Figure 2.10: The lattice of all stable matchings corresponding to the instance given in Table 2.1.
in $n$, finding the maximum number of stable matchings an instance can have is an open question proposed by Donald Knuth [Knu76]. Irving and Leather constructed a family of instances that has been shown to contain at least $\Omega\left(2.28^{n}\right)$ stable matchings [IL86b]. On the other hand, the best known asymptotic upper bound is $O\left(\frac{3}{4} n!\right)$ [DBS13]. The number of stable matchings is also studied on the three-dimensional version of the SM, and proven by Escamoher and O'Sullivan that it is exponential in the instance size [EO18]. For more details on the number of stable matchings, the reader is referred to the two recent studies [Man13, KGW17].

It is important to note here a remarkable result on the stable pairs from Gusfield's work in Theorem 2.

Theorem 2 (Theorem 1.4.2 [GI89]) In a Stable Marriage instance that allows unacceptable partners, the men and the women are each partitioned into two sets - those that have partners in all stable matchings and those that have partners in none.

From this theorem, it is known that the same set of men/women are assigned in all stable matchings. This result is also known as the "Rural Hospitals Theorem" [Man13]. If a person has a partner in a stable matching, then he/she has a partner in all possible stable matchings of the same instance.

Let $M$ be a stable matching of a given SM instance $\mathcal{I}$. Given any man $m_{i} \in U$ in $\mathcal{I}$, let $s_{M}\left(m_{i}\right)$ denote the most-preferred woman $w_{j}$ on $m_{i}$ 's list such that $w_{j} \in W$ and $w_{j}$ prefers $m_{i}$ to $p_{M}\left(w_{j}\right)$. Also, let $\operatorname{next}_{M}\left(m_{i}\right)$ denote $p_{M}\left(s_{M}\left(m_{i}\right)\right)$. A rotation $\rho=\left(m_{0}, w_{0}\right),\left(m_{1}, w_{1}\right), \ldots,\left(m_{l-1}, w_{l-1}\right)$ (where $\left.l \in \mathbb{N}^{*}\right)$ is an ordered list of pairs that is said to be exposed in $M$ such that for each $i, 0 \leq i \leq l-1$, $m_{i+1}=\operatorname{next}_{M}\left(m_{i}\right)$, where the addition operation is modulo $l$. For each pair $\left(m_{i}, w_{j}\right) \in \rho$, we say $m_{i}$ ( or $w_{j}$ ) is involved in $\rho$ or $\rho$ includes $m_{i}$ (or $w_{j}$ ).

It is important to see that a pair cannot be involved in more than one rotation. Corollary 1 shows this property.

Corollary 1 (Corollary 3.2.1 [GI89]) Every man-woman pair $(m, w)$ is in at most one rotation. Hence there are at most $n(n-1) / 2$ rotations in an instance of the Stable Marriage problem of size $n$.

The elimination of $\rho$ from the matching $M$ that it is exposed in results in another stable matching denoted by $M / \rho$. The matching $M / \rho$ is defined as: $M / \rho=$ $\left(M \backslash\left\{\left(m_{i}, w_{i}\right): 0 \leq i \leq l-1\right\}\right) \cup\left\{\left(m_{i}, w_{i+1}\right): 0 \leq i \leq l-1\right\}$. In Figure 2.10,
there exists a vertex for each stable matching of the instance and each vertex is contains two vectors for representing the partners. The first vector represents the set of men and the second vector represents the partner of each man in the matching. Each edge $e=\left(M^{\prime}, M\right)$ on the lattice is labelled with the rotation $\rho$, and should be read as: $\rho$ is exposed on $M^{\prime}$ and $M=M^{\prime} / \rho$.

There exists a partial order for rotations as shown by Gusfield and Irving [GI89]. A rotation $\rho^{\prime}$ is said to precede another rotation $\rho$ (denoted by $\rho^{\prime} \prec \rho$ ), if $\rho^{\prime}$ is eliminated in every sequence of eliminations that starts at $M_{0}$ and ends at a stable matching in which $\rho$ is exposed. Note that this relation is transitive, that is, $\rho^{\prime \prime} \prec \rho^{\prime} \wedge \rho^{\prime} \prec \rho \Longrightarrow \rho^{\prime \prime} \prec \rho$. The structure that represents all rotations and their partial order is a directed graph called rotation poset denoted by $\Pi=(\mathcal{V}, E)$. Each rotation in $\Pi$ corresponds to a vertex in $\mathcal{V}$ and there exists a directed edge from $\rho^{\prime}$ to $\rho$ if $\rho^{\prime}$ precedes $\rho$. The number of rotations is bounded by $n(n-1) / 2$, and hence, the size of the rotation poset is $O\left(n^{2}\right)$ [GI89].

There are two different edge types in a rotation poset: Type 1 and Type 2. Suppose that a pair $\left(m_{i}, w_{j}\right)$ is in a rotation $\rho$. If $\rho^{\prime}$ is the unique rotation that moves $m_{i}$ to $w_{j}$ then $\left(\rho^{\prime}, \rho\right) \in E$ and $\rho^{\prime}$ is called a Type 1 predecessor of $\rho$. Suppose now that a pair $\left(m_{i}, w_{j}\right)$ is not involved in any rotations. If $\rho$ moves $m_{i}$ below $w_{j}$, and $\rho^{\prime} \neq \rho$ is the unique rotation that moves $w_{j}$ above $m_{i}$, then $\left(\rho^{\prime}, \rho\right) \in E$ and $\rho^{\prime}$ is called a Type 2 predecessor of $\rho$.

If a rotation $\rho^{\prime}$ precedes another, $\rho$, we say $\rho^{\prime}$ is the predecessor of $\rho$. Similarly, $\rho$ is called the successor of $\rho^{\prime}$. Additionally, given two rotations $\rho$ and $\rho^{\prime}$, we say that $\rho^{\prime}$ is an immediate predecessor of $\rho$ if $\rho^{\prime} \prec \rho$ and there is no rotation $\rho^{\prime \prime}$ such that $\rho^{\prime} \prec \rho^{\prime \prime} \prec \rho$. Similarly $\rho$ is an immediate successor of $\rho^{\prime}$ if $\rho^{\prime}$ is an immediate predecessor of $\rho$. Immediate predecessors of a rotation $\rho$ in a rotation poset are denoted by $N^{-}(\rho)$ and immediate successors are denoted by $N^{+}(\rho)$. Later, we shall need transitivity. Therefore, we denote by $N_{t}^{-}(\rho)$ (respectively $N_{t}^{+}(\rho)$ ) the predecessors (respectively successors) of a rotation $\rho$ including transitivity. Using the terms defined in Section 2.1.2, two rotations are said to be comparable if one precedes the other. Similarly, they are said to be incomparable if one does not precede the other.

Gusfield and Irving present an algorithm for the construction of $\Pi$, which runs in $O\left(n^{2}\right)$. In order to exploit this structure and to find all rotations, Gusfield and Irving proposed an algorithm based on traversing a maximal chain in the lattice of stable matchings from $M_{0}$ to $M_{Z}$. All rotations are exploited when traversing this chain. Once a rotation is exposed in the current stable matching

```
Algorithm 3 Implementation of Algorithm minimal-differences [GI89]
    procedure MINIMAL-DIFFERENCES()
        find \(M_{0}\) and \(M_{Z}\), and create the \(G S\)-lists using the Algorithm 2 ,
        \(i:=0\)
        set up an empty stack
        \(x:=1\)
        while \(x \leq n\) do
            if stack empty then
                while \(\left(p_{M_{i}}(x)=p_{M_{z}}(x)\right)\) and \((x \leq n)\) do
                \(x:=x+1\)
                if \(x \leq n\) then
                    push \(x\) onto stack
            if stack not empty then
                \(m:=\) man on top of stack
                \(m:=\operatorname{next}_{M_{i}}(m)\)
                while \(m\) not in stack do
                    push \(m\) onto stack
                    \(m:=\operatorname{next}_{M_{i}}(m)\)
                \(m^{\prime}:=\) top of stack
                pop stack
                set up list \(\rho_{i}\) containing the pair \(\left(m^{\prime}, p_{M_{i}}\left(m^{\prime}\right)\right)\)
                while \(m \neq m^{\prime}\) do
                    \(m^{\prime}:=\) top of stack
                pop stack
                add the pair \(\left(m^{\prime}, p_{M_{i}}\left(m^{\prime}\right)\right)\) to the head of \(\rho_{i}\)
                output \(\rho_{i}\)
                \(M_{i+1}:=M_{i} / \rho_{i}\)
                \(i:=i+1\)
                update reduced preference lists
```

$M$, it is eliminated from $M$. Then the next rotation exposed in $M / \rho$ is found and the algorithm continues searching for rotations until the woman-optimal matching $M_{Z}$ is obtained. Their algorithm called minimal-differences is given in Algorithm 3. Note that, this algorithm runs in $O\left(n^{2}\right)$ time.

All the rotations associated with the instance given in Figure 2.10 respecting the precedence relations are given in Figure 2.11. This figure represents the rotation poset of this instance.

A closed subset $S$ is a set of rotations such that for any rotation $\rho$ in $S$, if there exists a rotation $\rho^{\prime} \in \mathcal{V}$ that is a predecessor of $\rho$, then $\rho^{\prime}$ is also in $S$. Given a $\rho=\left(m_{0}, w_{0}\right),\left(m_{1}, w_{1}\right), \ldots,\left(m_{l-1}, w_{l-1}\right)$, the set of men $\left\{m_{0}, m_{1}, \ldots, m_{l-1}\right\}$ in $\rho$ is referred by $x(\rho)$ and the set of women $\left\{w_{0}, w_{1}, \ldots, w_{l-1}\right\}$ by $y(\rho)$. Additionally,


Figure 2.11: Rotation poset of the instance given in Table 2.1.
we denote by $X(S)$ the set of men that are included in at least one of the rotations in $S$. More formally, $X(S)=\bigcup_{\rho \in S} x(\rho)$. Gusfield and Irving showed the relationship between closed subsets and the stable matchings of an instance, presented in Theorem 3, stating that each closed subset in the rotation poset has a corresponding stable matching.

Theorem 3 (Theorem 2.5.7 [GI89]) i) There is a one-one correspondence between the closed subsets of $\Pi$ and the stable matchings of $\mathscr{M}$.
ii) S is the closed subset of rotations of $\Pi$ corresponding to a stable matching $M$ if and only if $S$ is the (unique) set of rotations on every $M_{0}$-chain in $\mathscr{M}$ ending at $M$. Further, $M$ can be generated from $M_{0}$ by eliminating the rotations in their order along any of these paths, and these are the only ways to generate $M$ by rotation eliminations starting from $M_{0}$.
iii) If $S$ and $S^{\prime}$ are the unique sets of rotations corresponding to distinct stable matchings $M$ and $M^{\prime}$, then $M$ dominates $M^{\prime}$ if and only if $S \subset S^{\prime}$.

By way of example, in Figure 2.10, the closed subset $S_{0}$ of the man-optimal matching $M_{0}$ corresponds to the empty set $S=\emptyset$. Similarly, for the matching $M_{3}$, the closed subset $S_{3}=\left\{\rho_{0}, \rho_{1}, \rho_{4}\right\}$ and $X\left(S_{3}\right)=\{0,1,2,5,6\}$. For the woman-optimal matching $M_{Z}=M_{10}$ the closed subset is $S_{10}=\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}\right.$, $\left.\rho_{5}\right\}$ and $X\left(S_{10}\right)=\{0,1,2,3,4,5,6\}$.

### 2.4.2 Stable Roommates Problem

The Stable Roommates problem (SR) is a generalization of the Stable Marriage problem, where the sex factor is eliminated. It was proposed by Irving in

1985 [Irv85]. In the following year, Gusfield and Irving included a detailed chapter on SR in their famous book [GI89]. Unless stated otherwise, we refer to Gusfield and Irving's book for definitions in this section.

An instance of SR admits a set of $n$ agents regardless of their gender, where each person expresses a ranking over all other people in the set in order of preference. Most of the definitions for the SM also hold for the SR. Let $P=$ $\left\{p_{1}, p_{2}, \ldots, p_{n}\right\}$ denote the set of people in any given SR instance, where $n=$ $2 \times k, k \geq 0$. A matching corresponds to a partition of $P$ into disjoint pairs (or sets of partners). If there does not exist any two persons $\left\{p_{i}, p_{j}\right\}$ in the set $P$ that are not partners in matching $M$ but they prefer each other to their partners in $M$, then $M$ is said to be a stable matching. If any such pair exists, it is called a blocking pair. If a pair $\left\{p_{i}, p_{j}\right\}$ appears in at least one stable matching, then the pair is called a stable pair. If a pair appears in all stable matchings of the underlying instance, then the pair is a fixed pair. Any pair that is stable and not fixed is a non-fixed pair. Additionally, we refer to each of the persons appearing in a fixed pair as a fixed person, and appearing in a non-fixed pair as a non-fixed person. It should be noted that, the pairs are denoted by $\left\{p_{i}, p_{j}\right\}$ in the SR , in contrast to the SM, where a pair is $\left(m_{i}, w_{j}\right)$. This is because the pairs in SR are unordered, whereas the pairs in SM are ordered by the gender as a man followed by a woman.

Gusfield and Irving show in Lemma 1 that given any SM instance, a corresponding $S R$ instance can be created.

Lemma 1 (Lemma 4.1.1 [GI89]) Given an instance of the stable marriage problem involving $n$ men and $n$ women, there is an instance (in fact there are many instances) of the stable roommates problem involving those $2 n$ persons such that the stable roommates matchings are precisely the stable matchings for the original stable marriage instance.

The method they use is by padding. For each person $p$, the idea is to pad all the people of the same gender to the end of the preference list of $p$ in any order. This method removes the gender factor. A sample of how this padding works can be found in Table 2.2. By this conversion, any SM instance has a corresponding SR instance with the exact same stable matchings. Hence, the number of stable matchings in the SR instances also grows exponentially with respect to $n$.

Table 2.2 shows an instance of SM that admits three men $U=\left\{m_{1}, m_{2}, m_{3}\right\}$

Table 2.2: A sample SM instance (left) and its corresponding SR instance (right).

| $\boldsymbol{p}_{\boldsymbol{i}}$ | Preference List of $\boldsymbol{p}_{\boldsymbol{i}}$ |
| :--- | :--- |
| $m_{1}$ | 231 |
| $m_{2}$ | 312 |
| $m_{3}$ | 231 |
| $\boldsymbol{w}_{\boldsymbol{i}}$ | Preference List of $\boldsymbol{w}_{\boldsymbol{i}}$ |
| $w_{1}$ | 231 |
| $w_{2}$ | 123 |
| $w_{3}$ | 132 |


| $\boldsymbol{p}_{\boldsymbol{i}}$ | Preference List of $\boldsymbol{p}_{\boldsymbol{i}}$ |
| :--- | :--- |
| $p_{1}$ | 46523 |
| $p_{2}$ | 64513 |
| $p_{3}$ | 56412 |
| $p_{4}$ | 23156 |
| $p_{5}$ | 12346 |
| $p_{6}$ | 13245 |

and three women $W=\left\{w_{1}, w_{2}, w_{3}\right\}$ on the left, and its corresponding SR instance that admits six people $P=\left\{p_{1}, p_{2}, p_{3}, p_{4}, p_{5}, p_{6}\right\}$ on the right. Observe the relationship between the men/women and the persons in those instances as: $p_{1}=m_{1}, p_{2}=m_{2}, p_{3}=m_{3}, p_{4}=w_{1}, p_{5}=w_{2}, p_{6}=w_{3}$. We used the lexicographic order when applying the padding. We also used $i$ to denote $m_{i}, w_{i}$ or $p_{i}$ in the preference lists for enhancing the readability depending on the type of the problem. There exist two stable matchings for the SM instance: $M_{1}=\left\{\left(m_{1}, w_{1}\right),\left(m_{2}, w_{3}\right),\left(m_{3}, w_{2}\right)\right\}$ and $M_{2}=\left\{\left(m_{1}, w_{3}\right),\left(m_{2}, w_{1}\right),\left(m_{3}, w_{2}\right)\right\}$. Note that, there exists one and only one fixed pair $\left(m_{3}, w_{2}\right)$. For the corresponding SR instance, there also exist exactly two stable matchings as $M_{1}=$ $\left\{\left\{p_{1}, p_{4}\right\},\left\{p_{2}, p_{6}\right\},\left\{p_{3}, p_{5}\right\}\right\}$ and $M_{2}=\left\{\left\{p_{1}, p_{6}\right\},\left\{p_{2}, p_{4}\right\},\left\{p_{3}, p_{5}\right\}\right\}$, where the pair $\left\{p_{3}, p_{5}\right\}$ is a fixed-pair.

One of the most important differences between an SM and an SR instance is that although any SM instance can be shown to have at least one stable matching, an SR instance may contain no stable matchings at all. Any SR instance that admits at least one stable matching is said to be solvable and the latter case is unsolvable.

There exists an $O\left(n^{2}\right)$ algorithm to find a stable matching to a given SR instance or report if none exists. The algorithm works in two phases: Phase 1 and Phase 2. Let us define some important concepts before discussing the algorithm. Given the set of people $P$, the set consisting of each persons preference list is called a preference table, denoted by $T$. The preference tables are modified during the execution of the algorithm; the modified ones correspond to stable tables. A preference table $T$ is called stable if it satisfies the following properties:

1. $p_{i}=f_{T}\left(p_{j}\right)$ if and only if $p_{j}=l_{T}\left(p_{i}\right)$;
2. pair $\left\{p_{i}, p_{j}\right\}$ is absent if and only if $p$ prefers $l_{T}\left(p_{i}\right)$ to $p_{j}$ or $p_{j}$ prefers $l_{T}\left(p_{j}\right)$

## to $p_{i}$;

3. no person's list in $T$ is empty.

A pair is said to belong to a table $T$, if the persons in the pair appear in their preference lists in $T$. A pair is said to be deleted from a table $T$, if they are deleted from each other's preference lists in $T$. For a given table $T$ and a person $p_{i}$, the notations $f_{T}\left(p_{i}\right), s_{T}\left(p_{i}\right), l_{T}\left(p_{i}\right)$ denote, if any, the first, second and last entries in $p_{i}$ 's preference list in $T$, respectively.

Phase 1 is very similar to the Gale-Shapley algorithm proposed for solving the Stable Marriage problem (see Algorithm 2). It is based on each person proposing to the first available person on their lists. Any person that is currently not holding any proposals hold the first proposal they receive, and become semiengaged. Moreover, if a semi-engaged person receives a proposal from a more preferred person than he/she currently has, he/she becomes semi-engaged to the more preferred person and the previous person becomes free. If a person $p$ becomes semi-engaged to $p^{\prime}$, all pairs $\left(p^{\prime}, p^{*}\right)$ such that $p^{\prime}$ prefers $p$ to $p^{*}$ are deleted from the table. The details of the procedure is presented in Algorithm 4 , The table obtained after applying the Phase 1 algorithm is called the phase- 1 table and is denoted by $T_{0}$. If at any step of the algorithm, any of the preference lists become empty, then the instance is immediately reported as unsolvable.

Consider the SR instance involving six people, given in Table 2.3, as running example throughout this section. Applying Algorithm 4 on the SR instance given in Table 2.3 results in the Phase-1 table given in Table 2.4 .

In $T_{0}$, if each person's list contain exactly one entry, $T_{0}$ corresponds to a unique stable match, where each person is matched with the single entry in their preference lists. However, if at least two of the preference lists in $T_{0}$ contain more than one entry, the second phase of the SR algorithm is performed. The main idea behind the Phase 2 is to identify rotations exposed and eliminating them

Table 2.3: A sample SR instance of six people.

| $\boldsymbol{p}_{\boldsymbol{i}}$ | Preference List of $\boldsymbol{p}_{\boldsymbol{i}}$ |
| :--- | :--- |
| $p_{1}$ | 45236 |
| $p_{2}$ | 61453 |
| $p_{3}$ | 21654 |
| $p_{4}$ | 25631 |
| $p_{5}$ | 34126 |
| $p_{6}$ | 15324 |

```
Algorithm 4 Phase 1 of the SR algorithm
    assign each person to be free
    while some free person \(x\) has a nonempty list do
        \(y \leftarrow\) first person on \(x\) 's list
        if some person \(z\) is semi-engaged to \(y\) then
            assign \(z\) to be free
        assign \(x\) to be semi-engaged to \(y\)
        for each successor \(x^{\prime}\) of \(x\) on \(y^{\prime} z\) list do
            delete the pair \(\left(x^{\prime}, y\right)\) from the preference table.
```

Table 2.4: Phase-1 table of the SR instance given in Table 2.3 .

| $\boldsymbol{p}_{\boldsymbol{i}}$ | Preference List of $\boldsymbol{p}_{\boldsymbol{i}}$ |
| :--- | :--- |
| $p_{1}$ | 4523 |
| $p_{2}$ | 614 |
| $p_{3}$ | 165 |
| $p_{4}$ | 251 |
| $p_{5}$ | 3416 |
| $p_{6}$ | 532 |

starting from $T_{0}$ until the final table contains one entry at each list or empty. The general algorithm for the Phase 2 is given in Algorithm 5. The overall algorithm for SR takes $O\left(n^{2}\right)$ time.

The rotations in SR are represented as ordered lists of pairs and they are defined relative to the tables, and are analogous to the minimal differences described for Stable Marriage problem discussed in Algorithm 3, Page 43. A rotation $\rho$ is denoted as $\rho=\left(x_{0}, y_{0}\right),\left(x_{1}, y_{1}\right), \ldots,\left(x_{r-1}, y_{r-1}\right)$, where all $x_{i}, y_{j} \in P$. Each rotation sequence has the property that $y_{i}=f_{T}\left(x_{i}\right)$ and $y_{i+1}=s_{T}\left(x_{i}\right)$ for all $i$, $0 \leq i \leq r-1$, where $\mathrm{i}+1$ is taken modulo $r$ in table $T$. In this case, the rotation $\rho$ is said to be exposed in table $T$. The set $\left\{x_{0}, \ldots, x_{r-1}\right\}$ of persons is called the $X$-set of $\rho$, denoted by $X(\rho)$. Similarly, $\left\{y_{0}, \ldots, y_{r-1}\right\}$ is called the $Y$-set, denoted

```
Algorithm 5 Phase 2 of the SR algorithm
    \(T \leftarrow T_{0}\)
    while (some list in \(T\) has more than one entry) and (no list in \(T\) is empty)
    do
        find a rotation \(\rho\) exposed in \(T\)
        \(T \leftarrow T / \rho \quad \triangleright\) eliminate \(\rho\)
        if some list in \(T\) is empty then
                report instance unsolvable
        else
        output \(T \quad \triangleright T\) is a stable matching
```

by $Y(\rho)$. The X-set (or Y-set) of a set of rotations refers to the union of X-sets (or Y-sets) of all rotations in the rotation set. For any two rotations $\rho_{i}$ and $\rho_{j}$, the X-sets of $\rho_{i}, \rho_{j}$ are disjoint, as are their Y-sets. The positions of $x_{i}$ and $y_{i}$ in their respective lists are characterized in Lemma 2 .

Lemma 2 (Lemma 4.2.7 [GI89]) Let $\rho=\left(x_{0}, y_{0}\right),\left(x_{1}, y_{1}\right), \ldots,\left(x_{r-1}, y_{r-1}\right)$ be a rotation exposed in table T. Then, if $T / \rho$ contains no empty lists,
i) $f_{T / \rho}\left(x_{i}\right)=y_{i+1}$ for each $i, 0 \leq i \leq r-1$;
ii) $l_{T / \rho}\left(y_{i}\right)=x_{i-1}$ for each $i, 0 \leq i \leq r-1$;
iii) $f_{T / \rho}(x)=f_{T}(x)$ for each $x$ not in the $X$-set of $\rho$, and $l_{T / \rho}(y)=l_{T}(y)$ for each $y$ not in the $Y$-set of $\rho$.

Given a table $T$ and a rotation $\rho$ exposed in $T$, eliminating $\rho$ from $T$ means that for each pair $\left(x_{i}, y_{i}\right) \in \rho$, the deletion of $y_{i}$ from $x_{i}$ 's list and also the deletion of all pairs $\left\{y_{i}, z\right\}$ such that $y_{i}$ prefers $x_{i-1}$ to z from $T$. The table after eliminating $\rho$ from $T$ is denoted by $T / \rho$. The rotation $\rho$ is said to move $x_{i}$ down from $y_{i}$ to $y_{i+1}$, and move $y_{i}$ up from $x_{i}$ to $x_{i-1}$ when $\rho$ is eliminated from $T$ and does not produce any empty lists.

There are two types of rotations: singular and non-singular. A rotation $\rho=$ $\left(x_{0}, y_{0}\right),\left(x_{1}, y_{1}\right), \ldots,\left(x_{r-1}, y_{r-1}\right)$ is called a non-singular rotation if $\bar{\rho}=\left(y_{1}, x_{0}\right)$, $\left(y_{2}, x_{1}\right), \ldots,\left(y_{0}, x_{r-1}\right)$ is also a rotation. In this case, $\rho$ and $\bar{\rho}$ are called duals of each other. If a rotation does not have a dual, then it is a singular rotation.

Gusfield and Irving characterize the pairs with respect to the tables and rotations as presented in Lemma 3 .

Lemma 3 (Lemma 4.4.1 [GI89]) In a solvable roommates instance,
i) $\{x, y\}$ is a fixed pair if and only if $x$ 's list in the reduced Phase- 1 table contains only $y$ and $y$ 's contains only $x$;
ii) otherwise, $\{x, y\}$ is a stable pair if and only if the pair $(x, y)$, or the pair $(y, x)$, is in a nonsingular rotation.

Now, we demonstrate Algorithm 5 on the Phase- 1 table presented in Table 2.4 . There are two rotations exposed in table $T_{0}$. These rotations are $\rho_{0}=(1,4)$, $(6,5),(5,3)$ and $\rho_{1}=(2,6),(3,1)$. Eliminating both $\rho_{0}$ and $\rho_{1}$ results in the table $T^{\prime}$ given in Table 2.5. On table $T^{\prime}$, there is one more rotation exposed: $\rho_{2}=(1,5),(4,2)$. Note that, eliminating $\rho_{2}$ from $T^{\prime}$ results in reducing all lists to one entry and, therefore, corresponds to the stable matching

Table 2.5: Table $T^{\prime}$ after elimination of the rotations $\rho_{0}$ and $\rho_{1}$.

| $\boldsymbol{p}_{\boldsymbol{i}}$ | Preference List of $\boldsymbol{p}_{\boldsymbol{i}}$ |
| :--- | :--- |
| $p_{1}$ | 52 |
| $p_{2}$ | 14 |
| $p_{3}$ | 6 |
| $p_{4}$ | 25 |
| $p_{5}$ | 41 |
| $p_{6}$ | 3 |

$$
M=\left\{\left\{p_{1}, p_{2}\right\},\left\{p_{3}, p_{6}\right\},\left\{p_{4}, p_{5}\right\}\right\} .
$$

The next step is to identify which rotations are singular, which ones are nonsingular and to create duals of the non-singular ones accordingly. The test for deciding the type of a rotation $\rho$ can be done by applying Algorithm 5, starting from $T_{0}$, eliminating a set of the exposed rotations without eliminating $\rho$. If a solution can be found without eliminating $\rho$, it means that $\bar{\rho}$ exists. This test is a brute force approach and, therefore, needs to be repeated for each individual rotation. Applying this test on the rotations found for the instance given in Table 2.3, we find out that $\rho_{0}$ is a singular rotation and $\rho_{1}, \rho_{2}$ are both nonsingular rotations. Additionally, the duals of $\rho_{1}$ and $\rho_{2}$ are found as follows: $\bar{\rho}_{1}=(1,2),(6,3)$ and $\overline{\rho_{2}}=(2,1),(5,4)$. Therefore, our instance contains five rotations in total, $\rho_{0}, \rho_{1}, \rho_{2}, \bar{\rho}_{1}$, and $\overline{\rho_{2}}$.

Similar to the definition of rotation posets in SM, the set of both singular and non-singular rotations under $\prec$ defines the roommates rotation poset. A rotation $\pi$ is a predecessor of a rotation $\rho$, denoted by $\pi \prec \rho$, if, whenever $T$ is a table in which $\rho$ is exposed and $T=T_{0} / Z, \pi$ belongs to the set of rotations $Z$. We refer to any two rotations $\rho, \sigma$ in $\Pi$ such that $\sigma \neq \bar{\rho}$ as incomparable if none of them precede the other one, comparable otherwise. For two rotations exposed in a table, if the rotations are not duals, then the order of eliminating them does not matter (see Lemma 4).

Lemma 4 (Lemma 4.3.2 [GI89]) If $\rho$ and $\sigma$ are rotations exposed in a table T, and $\sigma \neq \bar{\rho}$, then $(T / \rho) / \sigma=(T / \sigma) / \rho$.

A subset of the rotations in the roommates rotation poset such that the set contains at least one of each dual rotations is called a complete subset. Furthermore, for each rotation in this subset, if all predecessors of the rotation is also in the subset, then it is called a complete closed subset. The set of only non-singular rotations under $\prec$ also forms a partially ordered set and is called the reduced rotation poset denoted by $\Pi$.

Gusfield and Irving showed that there exists a one-one correspondence between the complete closed subsets of the reduced rotation poset and the stable matchings of the underlying instance [GI89]. They also provided a characterization for the singular and non-singular rotations, including the precedence relation between them, as presented in Lemma 5. This characterization points out to three properties of rotations. The first one states that given two non-singular rotations, where one of them is the dual of the other one, these two rotations are always incomparable. Second, given two comparable rotations $\rho$ and $\sigma$, where $\rho$ precedes $\sigma$, their duals are also comparable and $\bar{\sigma}$ precedes $\bar{\rho}$. Finally, the last property states that all rotations that precede a singular rotation are also singular.

Lemma 5 (Lemma 4.3.7 [GI89]) If $\rho, \sigma$ are non-singular and $\pi$ is a singular rotation, then
i) $\rho \nprec \bar{\rho}$
ii) $\rho \prec \sigma \Longleftrightarrow \bar{\sigma} \prec \bar{\rho}$
iii) $\tau \prec \pi \Longrightarrow \tau$ is singular; i.e. a predecessor of a singular rotation is also singular.

Any stable matching can be obtained by eliminating all singular rotations followed by one of each of the dual rotations from the Phase- 1 table $T_{0}$. We denote by $T_{S}$ the table where all singular rotations are eliminated from $T_{0}$. The construction of $\Pi$ can be achieved in $O\left(n^{2}\right)$ time analogously to the construction of the SM rotation poset, once all the non-singular rotations are found. The overall complexity then is $O\left(n^{4}\right)$. This time can be further reduced to $O\left(n^{3} \log n\right)$ by using a more subtle algorithm, but we use the brute force approach.

Recall that we identified each rotation for the SR instance given in Table 2.3 . The roommates rotation poset for this instance with rotation set $\left\{\rho_{0}, \rho_{1}, \rho_{2}, \bar{\rho}_{1}\right.$, $\left.\bar{\rho}_{2}\right\}$ (left), and also the reduced rotation poset of the same instance with the rotation set $\left\{\rho_{1}, \rho_{2}, \overline{\rho_{1}}, \overline{\rho_{2}}\right\}$ (right) are given in Figure 2.12 .

There exist two different complete closed subsets in the reduced rotation graph $\Pi$ given in Figure 2.12, namely $S_{1}=\left\{\rho_{1}, \overline{\rho_{2}}\right\}$ and $S_{2}=\left\{\bar{\rho}_{1}, \rho_{2}\right\}$. These two complete closed subsets correspond to the two stable matchings of the underlying instance. Applying all the singular rotations and each of the rotations in the given subset starting from $T_{0}$ results in those stable matchings, which are $M_{1}=\left\{\left\{p_{1}, p_{5}\right\},\left\{p_{2}, p_{4}\right\},\left\{p_{3}, p_{6}\right\}\right\}$ and $M_{2}=\left\{\left\{p_{1}, p_{3}\right\},\left\{p_{2}, p_{6}\right\},\left\{p_{4}, p_{5}\right\}\right\}$ corre-
sponding to the $S_{1}$ and $S_{2}$, respectively.


Figure 2.12: The roommates rotation poset (left) and the reduced rotation poset (right) for the instance given in Table 2.3 .

### 2.5 Robust Optimization

Robust Optimization (RO) is a very broad area that dates back to 1970s [Soy73]. We start with a motivational example followed by the general view of the area and then narrow our focus down to a specific field.

We start with motivating the robustness in the context of a flight scheduling problem. It is well-known that the airlines lose huge amounts of money by rescheduling their flights due to unexpected events [SSDS02, Yua09]. Therefore, it is desirable to find schedules such that if an emergency landing must be made, a crew member cannot attend a flight, a flight is cancelled, etc., then an alternative arrangement can be found at a minimum cost or requiring a limited number, if any, additional changes.

Examples of the most active robust optimization fields can be broadly listed as planning, scheduling, logistics, finance, etc [GMT14]. The need for robustness in optimization arises because many problems, especially in the real-world, are usually sensitive to perturbations such as measurement mistakes, errors in data, or they are lacking a clear objective [IS16]. Some recent comprehensive reviews of robust optimization [GMT14, ST16, BBC11] and a textbook [BTGN09] are available in the literature.

In general, in a robust optimization model, uncertain parameters that are derived from noisy, incomplete, or erroneous data are handled as random variables with discrete distributions [XHQC09]. One main issue in RO is that the term robustness has many different definitions. These different definitions do not only appear between different fields but also different robustness notions
exist within the same field or problem. Some of these fields that include ambiguous definitions can be listed as: scheduling and timetabling [SBI12], CP models [BS15], machine learning [XCM09], economics [Woo06].

We give some concrete examples on some different robustness notions below. For example, in stochastic constraint programming, a robust solution is one that is consistent with similar decisions made in different scenarios [TMW06]. On the other hand, in robust sensor network design, different levels of uncertainty are defined to evaluate the robustness of a network that is not effected by node failures or some other technical errors [BNR08, KBG08, KBG07]. Another approach to robustness is to find solutions that are robust to changes and can be repaired by minor changes. This notion of robustness motivated by providing small repairs, sometimes also referred as fault-tolerance, was founded by Ginsberg by $(a, b)$-supermodels in SAT and also extended to CP by Hebrard et al. under the name $(a, b)$-super solutions [GPR98, HHOW05, HHW04a]. Models that take into account robustness are generally obtained by choosing the parameters of the solution such that the performance of the solution is less influenced by negative effects of the uncertainty [SAFP14].

The robustness notions presented in Boolean satisfiability and constraint programming frameworks are the main inspirations to the robustness notion we introduce in matching problems. Therefore, we focus on the robustness notions being used in these fields.

## CP and SAT

Robustness in SAT and CP form one of the branches of the general RO field. The need for robustness in CP emerged due to the need to provide robust solutions that are not brittle to changes in the environment, or uncertainty and noise in data [HS96]. A solution that is not robust may not remain a solution in the case of an error or it may require many modifications if an unexpected event occurs and/or it might be costly to compute a new solution within the required number of maximum changes [RvBW06].

There exist a variety of definitions within the context of CP and SAT [BS15]. We exclude the robust SAT/CSP solvers or their search strategies in this review. Robustness in the context of solvers refers to having ability to solve a variety of instances within a specified time frame [GN07, FH00, MH12]. Our focus is on the ability of an individual solution that is produced to withstand particular
events of change.
There is some research in the area that considers robustness as: " $a$ robust solution has a high probability to remain solution after changes in the environment" [CWSB14, BS15]. This is the most common use of the term robustness. Another definition that exists defines a solution as robust if "there exists another solution that can be found through a small number of modifications to the current solution" [GPR98, HHW04b, HHW04a, HO04]. The Handbook of Constraint programming also considers the robustness as "solutions that are likely to remain solutions even after the change has occurred, or to need only minor repairs". However, some research characterize this notion of repairs as faulttolerance [Heb07] or recoverability [DSOI05].

In Section 2.5.1 and Section 2.5.2, we look into details of some models that use the robustness as "there exists another solution that can be found through a small number of modifications to the current solution".

### 2.5.1 (a,b)-supermodels

In 1998, Ginsberg, Parkes and Roy introduced $(a, b)$-supermodels as a measure of robustness in the SAT framework [GPR98, Roy01]. Ginsberg et al. also proved that determining whether a formula has an $(a, b)$-supermodel is $\mathcal{N} \mathcal{P}$-complete [GPR98]. In Ginsberg's work the $(a, b)$-supermodels are referred as robust solutions. However, later on Roy denotes them by $\gamma$-models, and referring to them as robust solutions as an approach to fault-tolerance in his work [Roy06]. The formal definitions for both of these concepts are given in Definition 5 and Definition 6.

Definition 5 [GPR98] An $(a, b)$-supermodel is a model such that if we modify the values taken by the variables in a set of size at most a (breakage), another model can be obtained by modifying the values of the variables in a disjoint set of size at most b (repair).

Definition 6 [Roy01] A $\gamma$-model of a boolean formula $F$ is a satisfying assignment $\alpha$ of $F, F(\alpha)=1$, such that for every $i$, if we negate the ith bit of $\alpha$, there is another bit $j \neq i$ of $\alpha$ which we an negate to get another satisfying assignment.

Example. We demonstrate $(a, b)$-supermodels on the following formula that contains three literals $x_{1}, x_{2}$, and $x_{3}$ :

$$
\begin{equation*}
\left(x_{1} \vee x_{2} \vee x_{3}\right) \wedge\left(\overline{x_{1}} \vee x_{2} \vee \overline{x_{3}}\right) \tag{2.1}
\end{equation*}
$$

There exists 6 different assignments for those literals that satisfy the formula. These assignments, referred as $A_{i}, i \in[1,6]$, are listed in Table 2.6.

Let us first demonstrate the concept of $(1, b)$-supermodels using the assignment $A_{1}=(0,0,1)$. If $x_{1}$ loses its value, $(1,0,1)$ is not a satisfying assignment but changing one other literals value such as $x_{2}$, a satisfying assignment $A_{6}=(1,1,1)$ can be obtained. Similarly, if $x_{2}$ loses its value, $(0,1,1)$ is a satisfying assignment and no repairs are required. Lastly, if $x_{3}$ loses its value, $(0,0,0)$ is not a satisfying assignment but by changing one other, such as $x_{1}, A_{4}=(1,0,0)$ can be found as a satisfying assignment. Therefore, the assignment $A_{1}$ is a $(1,1)$-supermodel because the loss of a value for any single variable ( $a=1$ ) may require, in the worst case, one other variable to change its value to obtain another satisfying assignment. On the other hand, by following the same reasoning, we conclude that $A_{5}=(1,1,0)$ is a $(1,0)$-supermodel because, for each possible break, each of $(0,1,0),(1,0,0),(1,1,1)$ are satisfying assignments.

Next, we demonstrate ( $2, b$ )-supermodels on the same model. This time, all size 2 combinations of literals must be checked for a value loss. For $A_{1}$, if any of the pairs $\left\{x_{1}, x_{2}\right\},\left\{x_{1}, x_{3}\right\}$, or $\left\{x_{2}, x_{3}\right\}$ lose their values at the same time, no further repairs are required as $(1,1,1),(1,0,0)$ and $(0,1,0)$ are all satisfying assignments. Thus, $A_{1}$ is also a (2,0)-supermodel. On the other hand, $A_{3}$ is a $(2,1)$-supermodel because if $x_{2}, x_{3}$ lose their value at the same time, $x_{1}$ must be changed to provide a repair. Additionally, if $x_{1}, x_{2}$ lose their value, $x_{3}$ must be changed. However, no repairs are required if $x_{1}, x_{3}$ lose their value.

Table 2.6: Satisfying assignments of the sample SAT formula given in Equation 2.1 .

| $\boldsymbol{A}_{\boldsymbol{i}}$ | $\boldsymbol{x}_{\mathbf{1}}$ | $\boldsymbol{x}_{\boldsymbol{2}}$ | $\boldsymbol{x}_{\boldsymbol{3}}$ |
| :---: | :---: | :---: | :---: |
| $A_{1}$ | 0 | 0 | 1 |
| $A_{2}$ | 0 | 1 | 0 |
| $A_{3}$ | 0 | 1 | 1 |
| $A_{4}$ | 1 | 0 | 0 |
| $A_{5}$ | 1 | 1 | 0 |
| $A_{6}$ | 1 | 1 | 1 |

### 2.5.2 (a,b)-super solutions

The $(a, b)$-super solutions framework is an extended version of $(a, b)$-supermodels to the constraint programming setting [HHW04b, HHW04a, Heb07, HW05]. Hebrard et al. define $(a, b)$-super solutions as a generalization of both fault-tolerant solutions in CP and $(a, b)$-supermodels. An $(a, b)$-super solution is a solution which if any $a$ variables break, the solution can be repaired by providing repair by changing a maximum of $b$ other variables. They use a notion of distance denoted by $\Delta_{A}(f, g)$ for two assignments $f$ and $g$ on a set $A$. Then, they define repairability of a solution as:

Definition 7 A breakage set $A$ is a subset of variables $(A \subset X)$. A b-repair of a breakage $A$ for a solution $f$ is a solution $g$ such that $\Delta_{A}(f, g)=|A|$ and $\Delta(f, g) \leq$ $|A|+b$.

They also show that the $\mathcal{N} \mathcal{P}$-completeness of $(a, b)$-supermodels lifts to $(a, b)$ super solutions, and that finding $(a, b)$-super solutions is also $\mathcal{N} \mathcal{P}$-complete. Their main focus, however, is on finding $(1, b)$-super solutions.

As a related term, $h$-recoverability is defined by Barber and Salido as an $(h, 0)$ super solution (i.e. $a=h, b=0$ ) [BS15]. They point out the difference being only as the variables to be repaired are consecutive over time for $h$ recoverability, but in ( $h, 0$ )-super solutions, they are not consecutive. Hebrard et al. remark that it is rare for problems in general to have solutions where all possible breaks are repairable. Therefore, they look for the most robust solution, which maximizes the number of repairable variables by also minimizing the repair costs [Heb07].

Policella, in her thesis, mentions one of the main disadvantages of using ( $a, b$ )super solutions as considering only the number of changes and not their magnitudes [Pol05]. At the same time, Holland and O'Sullivan extend the notion of ( $a, b$ )-super solutions to weighted super solutions (WSS), and also use them for finding robust solutions to combinatorial auctions or job shop scheduling [HO04, HO05b, HO05a]. Bofill et al. also work on the robustness of solutions in combinatorial auctions mostly using the $(a, b)$-supermodels [BBV03]. Holland and O'Sullivan define a solution as robust if there exists an alternative repair solution should some assignments break. Their main contributions are to use a probabilistic approach to model which assignments are more likely to break and also a a notion of repair cost. They define a static and a dynamic version of weighted super solutions as follows.

Definition 8 (Static WSS) A solution to a CSP is a static weighted super solution, or $(\alpha, \beta)$-static WSS, if any set of variables whose probability of losing their current assignments is greater than or equal to $\alpha$, can be repaired by reassigning other values to these and other variables with a repair cost of at most $\beta$.

Definition 9 (Dynamic WSS) A solution to a CSP is a dynamic weighted super solution, or $(\alpha, \beta, \tau)$-dynamic WSS, if any set of variables whose probability of losing their current assignments is greater than or equal to $\alpha$ before time $\tau$, can be repaired by reassigning other values to these and other variables with a repair cost of at most $\beta$.

Considering that the ( $a, b$ )-super solutions are defined within the CP networks, the proposed algorithms for finding robust solutions are mainly based on MAC (Maintaining Arc Consistency algorithm) [SF94] by using backtracking methods.

### 2.5.3 Discussion on (a,b) models

As discussed throughout Section 2.5, there exist many different notions of robustness in RO. Following the definitions given above, let us re-write two commonly used definitions below.

Definition 10 A solution is robust, if it still remains as a solution in the case of erroneous input, unexpected failures, etc.

Definition 11 A solution is fault-tolerant, if it is guaranteed to find another solution by applying small modifications in the case of unexpected events.

Now, let us partition ( $a, b$ )-supermodels and $(a, b)$-super solutions (we shall refer them as ( $a, b$ ) models for simplicity) into two, where one of the cases is when $b=0$ and the other one is when $b \geq 1$. Using the Definitions 10 and 11 , one can characterize the $(a, b)$ models as either defining robustness or fault-tolerance (or recoverability). More specifically, the ( $a, b$ )-supermodels and $\gamma$-models can be referred as fault-tolerant or recoverable when $b \geq 1$. On the other hand, ( $a, 0$ )supermodels provide robust solutions because they do not require any further modification/repairs. In the overall, the models above (referred as $(a, b)$ models) define a general notion of robustness by also using fault-tolerance framework.

### 2.5.4 Robustness Notions in Matching Problems

Robustness in matching problems is a new and active area. Considering that matching problems is a true interdisciplinary area, the first appearance of robustness dates back to 2011 studied in economics, within the context of Matching Markets by Kojima [Koj11]. Kojima's robustness notion is motivated by the students misreporting their preferences to manipulate the matchings in the central assignment systems such as assignment of students to schools.

These kind of preference manipulations in the literature have been studied under the notion of strategy-proofness. In this context, a market is defined by the set of agents and their preferences. A mechanism defines a function over the preferences to the set of all matchings. A mechanism is stable, if no two agents, one from each side of the market, prefer each other over the partners with whom they are matched [AG15]. It is strategy-proof if no individual student has an incentive to misreport his/her preference [Afa12]. Then, a mechanism is defined by Kojima as robustly stable if it is stable, strategy-proof, and also immune to a combined manipulation, where a student first misrepresents his or her preferences and then blocks the matching that is produced by the centralized mechanism. Afacan extended the concept of robust stability proposed by Kojima, to group robust stability, where a group of students misrepresent their choices for a manipulation [Afa12].

Later on, some researchers focused on including robustness for stable matchings when uncertainty in the preferences is present. In 2013, Drummond and Boutilier proposed to use minimax regret as a measure of robustness of stable matchings for the Stable Marriage problem [DB13]. Their work is motivated by the incomplete information provided by agents. The use of minimax regret provides robustness by minimizing the worst-case loss.

A recent study from Menon and Larson focuses on finding "good" solutions (i.e. a matching with the least number of blocking pairs in expectation) and refer to a good solution as a robust one [ML18]. They mostly focus on providing algorithms to find such matchings.

Aziz et al. considered different models to study this problem and mostly focused on the complexity of the problem [ $\left.\mathrm{ABG}^{+} 16\right]$. They define a stability probability as the probability of a matching being stable. Then, they model a number of problems related to stability probability using the uncertainty and provide rich complexity results, showing some of those problems are $\mathcal{N} \mathcal{P}$-hard, $\mathcal{N} \mathcal{P}$ -
complete or \#P-complete, also leaving some open problems.
One of the most recent robustness notions has been proposed by Jacobovic on the Stable Marriage problem, where the main idea is to use a probability model and a social cost function to measure robustness [Jac16]. They are motivated by some agents leaving the stable matching after it has been constructed. For instance, a student changes his/her decision to go to the college that he/she has been assigned to. They propose their version as perturbation robust stable matching, by introducing a probabilistic model that finds the possibility of agents to leave, or the probabilities are assumed to be known. They focus on the case in which only one agent is allowed to leave the stable matching at a time and show that $v$-perturbation robust stable matching is solvable in polynomial-time by reducing the problem to a max-flow problem.

Mai and Vazirani also work on a robust version of SM [MV18]. Their robustness notion is defined over the errors in the input. These errors are defined by swaps or shifts. A swap occurs in the preference lists of a person, where the positions of two adjacent people in the list are swapped. A shift occurs if a person wants to move up a person's position in his/her list and shift all the remaining people accordingly. They provide a polynomial-time solution based on finding "nearby" instances by using the lattice structures. The problem they solve is to finding a stable matching for a given Stable Marriage instance that maximizes the probability of being stable for the nearby instance obtained after introduction of an error. Their work is also allowing only one error at a time.

Mai and Vazirani discuss our work on robustness in matching problems as a misnomer in their work [MV18]. They suggest that "fault-tolerance" is a more appropriate term for the robustness notion that we proposed. However, we use the robustness definition that appears in the Handbook of Constraint Programming, defined at the beginning of Section 2.5. As we discussed in Section 2.5, $(a, b)$-supermatches (the formal definition is given in Definition 12 in Chapter 3, Page 64) define a notion of robustness for matching problems.

Note that, most of the papers investigated in this section have been published as e-prints. To the best of our knowledge, there do not exist any formally peer-reviewed versions for the associated publications [ML18, $\mathrm{ABG}^{+} 16, \mathrm{Jac} 16$, MV18] at the time this thesis being written. Although the two research papers; one of them by Jacobovic, and the other one by Mai and Vazirani contain overlapping aspects with our research, our notion of robustness is completely different as can be seen in Chapter 3.

### 2.6 Chapter Summary

This chapter reviews the definitions and notation relevant to this dissertation. Two mathematical structures: graphs and partially ordered sets have been introduced as they are being widely used in the technical chapters. A formal definition for optimization problems has been given and a detailed information of the field including complexity, modelling and search techniques have been presented. Subsequently, formal definitions of the two matching problems, namely the Stable Marriage and the Stable Roommates problems have been presented in detail. The chapter is concluded by discussing the Robust Optimization by mainly focusing on the different robustness notions in optimization problems. We also provide a discussion of these notions in the context of $(a, b)$-supermodels and $(a, b)$-super solutions. Subsequent chapters will introduce new notation and definitions that are specific to the work presented in this dissertation at the beginning of the relevant chapters.

## Chapter 3

## Robust Stable Marriage


#### Abstract

In this chapter, we propose a notion of robustness for the stable matching problems called $(a, b)$-supermatches. We first formulate the problem on the Stable Marriage framework. We refer to the problem of finding ( $a, b$ )-supermatches for Stable Marriage problem as the Robust Stable Marriage problem (RSM). Then, we present a formulation, based on finding independent sets, for finding the $(1,1)$ supermatches of the underlying instance. We prove the $\mathcal{N} \mathcal{P}$-completeness of deciding if there exists a $(1,1)$-supermatch to a given Stable Marriage instance by showing a reduction based on a special case of SAT, which we also prove is $\mathcal{N} \mathcal{P}$-complete. We conclude the chapter by identifying some cases of RSM that are in $\mathcal{P}$ and $\mathcal{N} \mathcal{P}$-hard.


### 3.1 Introduction

The Stable Marriage problem (SM) is one of the most popular variants of the stable matching problems with an active history of more than fifty years [Man13]. The SM provides an interesting and rich framework to study new concepts mostly because all SM instances have at least one stable matching and their structural properties are well studied.

In Section 1.1, we provided motivation for the need of a notion of robustness for the Hospital/Residents (HR) problem, a generalization of the SM. If men (or women) in SM are abstracted as the residents, and women (or men) as the hospitals, then with the restriction of having the capacities of each hospital
set to one, we obtain a Hospital/Residents instance. In that example, we mentioned about the robustness as a relocation cost for a number of pairs. In the context of SM, the robustness investigates the number of break-up requests of man-woman pairs by considering the cost of finding new partners to the broken pairs.

### 3.2 Notation and Definitions

In this section, we characterize and formally define the notion of robustness we propose for stable matching problems and also formulate our notation. We use the Stable Marriage problem as the framework to define our notion.

Informally, an ( $a, b$ )-supermatch is a stable matching such that if any $a$ men in the matching break-up from their current partners, it is possible to find another stable matching by changing the partners of those $a$ men and also changing the currently assigned partners of at most $b$ other men. Note that, the term "men" can be replaced by "women", or "pairs" in the definition of $(a, b)$-supermatches without loss of meaning. Although we use a man-oriented language in this work (for example, we say that the "man" wishes to break-up), there is no sexist meanings to it. Also note that, each man or woman in a stable matching refers to a unique pair. Therefore, the break-up of a man/woman can also be considered as losing the pair in which the specified man/woman is involved.

Let us first define the terminology to be used throughout this dissertation. Given a stable matching $M$ and a set of pairs $\Psi \in M$, when searching for another stable matching $M^{\prime}$, where none of the pairs in $\Psi$ are in $M^{\prime}$, we say that the pairs in $\Psi$ wish to break-up. We also say that any pair $\left(m_{i}, w_{j}\right) \in \Psi$ is a breakage, or $m_{i}$ wishes to break-up, interchangeably. Subsequently, the men in $\Psi \in M$ are said to lose their partners to obtain $M^{\prime}$.

Let $M_{i}, M_{j}$ and $M_{k}$ be three different stable matchings. We measure the distance between two stable matchings, denoted by $d\left(M_{i}, M_{j}\right)$, as the number of men that have different partners between $M_{i}$ and $M_{j}$. Considering the discussion above, this distance can also be computed as the number of pairs in $M_{i}$ that are not in $M_{j}$ (or vice versa). Note that, this notion is analogous with the Hamming distance. Then, we can infer that $M_{j}$ is closer to $M_{i}$ than $M_{k}$ if $d\left(M_{i}, M_{j}\right)<d\left(M_{i}, M_{k}\right)$. We say that a repair matching for the breakage of $\Psi$ in $M$ is a stable matching $M^{\prime}$ that minimizes the value of $d\left(M, M^{*}\right)$ taken over
every other stable matching $M^{*}$ such that $M^{*} \cap \Psi=\emptyset$. The repair cost in this context is the value $d\left(M, M^{\prime}\right)-|\Psi|$.

The work presented in this chapter is mostly based on the rotations and structural properties of the rotation posets of the SM. Recall briefly a few concepts. A rotation $\rho=\left(\left(m_{k_{0}}, w_{k_{0}}\right),\left(m_{k_{1}}, w_{k_{1}}\right), \ldots,\left(m_{k_{l-1}}, w_{k_{l-1}}\right)\right)$, where $l \in \mathbb{N}^{*}$, is an ordered list of pairs in a stable matching $M$ such that changing the partner of each man $m_{k_{i}}$ to the partner of the next man $m_{k_{i+1}}$ (the operation +1 is modulo $l$ ) in the list $\rho$ leads to a stable matching denoted by $M / \rho$. The latter is said to be obtained after eliminating $\rho$ from $M$. In this case, we say that ( $m_{l_{i}}, w_{l_{i}}$ ) is eliminated by $\rho$, whereas ( $m_{l_{i}}, w_{l_{i+1}}$ ) is produced by $\rho$, and that $\rho$ is exposed in $M$. All stable matchings of an instance form a lattice, and there exists a partial order for the rotations. If a pair appears in at least two stable matchings, it is a non-fixed pair; otherwise a fixed-pair.

A set of rotations is called a closed subset $S$, if for each rotation $\rho \in S$, all predecessors of $\rho$ are also in $S$. Then, let $\mathbf{L}(S)$ be the set of rotations that are the sink nodes of the graph induced by the rotations in a given closed subset $S$. Similarly, let $\mathbf{N}(S)$ be the set of the rotations that are not included in $S$ that either have no incoming edges or have all their predecessors in $S$.

Consider the rotation poset $\Pi$ presented in Figure 2.11 (Page 44) and a closed subset $S=\left\{\rho_{0}, \rho_{1}, \rho_{2}\right\}$ on it. These sets for $S$ are identified as $\mathbf{L}(S)=\left\{\rho_{2}\right\}$ and $\mathbf{N}(S)=\left\{\rho_{3}, \rho_{4}\right\}$. Formally, for each $\rho \in \mathbf{N}(S)$ either $d_{i n}(\rho)=0$ or for all $\rho^{\prime} \prec \rho, \rho^{\prime} \in S$. This can be illustrated as having a cut in a given graph $\Pi$, where the cut divides $\Pi$ into two sub-graphs, namely $\Pi_{1}$ and $\Pi_{2}$. If there are any comparable nodes between $\Pi_{1}$ and $\Pi_{2}$, let $\Pi_{1}$ be the part that contains the preceding rotations. Eventually, $\Pi_{1}$ corresponds to the closed subset $S, \mathbf{L}(S)$ corresponds to the sink nodes of $\Pi_{1}$. Additionally, $\mathbf{N}(S)$ corresponds to the source nodes of $\Pi_{2}$. We refer to the rotations in $\mathbf{L}(S)$ as the sink rotations of $S$ and rotations in $\mathbf{N}(S)$ as the neighbour rotations of $\boldsymbol{S}$. Figure 3.1 illustrates a cut on the $\Pi$ in Figure 2.11, and the two sub-graphs, where the sets of interests are highlighted.

Observe that, each rotation in the rotation poset contains a minimum of two pairs. We introduce a function $\boldsymbol{R}^{*}(\boldsymbol{V})$ that takes a set of rotations denoted by $V$ as input, and returns only the rotations that are of size 2 (i.e. has 2 pairs) in this set.

Additionally, in order to avoid repetition, we use a notation for stable match-


Figure 3.1: A closed subset $S=\left\{\rho_{0}, \rho_{1}, \rho_{2}\right\}$ in $\Pi$, the sub-graphs $\Pi_{1}, \Pi_{2}$ after the cut, and the sets $\mathbf{L}(S)=\left\{\rho_{2}\right\}$, and $\mathbf{N}(S)=\left\{\rho_{3}, \rho_{4}\right\}$ highlighted in $\Pi_{1}$ and $\Pi_{2}$, respectively.
ings and their corresponding closed subsets such that if a stable matching is identified using some superscripts or subscripts, then its corresponding closed subset contains them as well (i.e. the closed subset of $M_{i}^{j}$ is denoted by $S_{i}^{j}$ ).

## 3.3 (a,b)-supermatches

In this section, we first formally define the problem of finding an $(a, b)$-supermatch, and then discuss in practice, how one can be found. We give in Definition 12 a formal definition for $(a, b)$-supermatches.

Definition 12 ((a,b)-supermatch) Given an SM instance $\mathcal{I}$, a stable matching $M$ of $\mathcal{I}$ is said to be an $(a, b)$-supermatch if for any set $\Psi \subseteq M$ of non-fixed stable pairs, where $|\Psi|=a$, there exists a stable matching $M^{\prime}$ such that $M^{\prime} \cap \Psi=\emptyset$ and $d\left(M, M^{\prime}\right) \leq b+a$, where $a, b \in \mathbb{N}$.

We refer to the problem of deciding, and eventually finding, if there exists an ( $a, b$ )-supermatch to a given Stable Marriage instance as the Robust Stable Marriage problem (RSM).

Recall that, due to the Rural Hospitals Theorem (see Theorem 2, Page 41), the same set of agents are assigned in all stable matchings. Therefore, within the context of RSM, if any $a$ men who are matched in $M$ lose their partners, we cannot expect to find another stable matching without those $a$ men becoming matched to a partner again.

Let us give an insight into the identification of $(a, b)$-supermatches. Table 3.1 is a list of all the stable matchings given in Figure 2.10, Page 40.

Table 3.1: The list of all stable matchings given in Figure 2.10

| Stable Matching | Pairs |
| :--- | :--- |
| $M_{0}$ | $\{(0,5),(1,4),(2,6),(3,3),(4,1),(5,0),(6,2)\}$ |
| $M_{1}=M_{0} / \rho_{0}$ | $\{(0,2),(1,4),(2,6),(3,3),(4,1),(5,0),(6,5)\}$ |
| $M_{2}=M_{1} / \rho_{1}$ | $\{(0,2),(1,5),(2,6),(3,3),(4,1),(5,4),(6,0)\}$ |
| $M_{3}=M_{2} / \rho_{4}$ | $\{(0,2),(1,5),(2,0),(3,3),(4,1),(5,4),(6,6)\}$ |
| $M_{4}=M_{3} / \rho_{5}$ | $\{(0,2),(1,3),(2,0),(3,5),(4,1),(5,4),(6,6)\}$ |
| $M_{5}=M_{2} / \rho_{2}$ | $\{(0,4),(1,5),(2,6),(3,3),(4,1),(5,2),(6,0)\}$ |
| $M_{6}=M_{5} / \rho_{4}=M_{3} / \rho_{2}$ | $\{(0,4),(1,5),(2,0),(3,3),(4,1),(5,2),(6,6)\}$ |
| $M_{7}=M_{4} / \rho_{2}=M_{6} / \rho_{5}$ | $\{(0,4),(1,3),(2,0),(3,5),(4,1),(5,2),(6,6)\}$ |
| $M_{8}=M_{5} / \rho_{3}$ | $\{(0,1),(1,5),(2,6),(3,3),(4,4),(5,2),(6,0)\}$ |
| $M_{9}=M_{6} / \rho_{3}=M_{8} / \rho_{4}$ | $\{(0,1),(1,5),(2,0),(3,3),(4,4),(5,2),(6,6)\}$ |
| $M_{10}=M_{7} / \rho_{3}=M_{9} / \rho_{5}$ | $\{(0,1),(1,3),(2,0),(3,5),(4,4),(5,2),(6,6)\}$ |

We give the basic intuition behind determining the robustness of a stable matching in the context of a $(1, b)$-supermatch on a stable matching in this list, namely $M_{2}$. In order to find the value of $b$ for $M_{2}$, where $a=1$, one can simply compute the distance from $M_{2}$ to every other stable matching $M$ of the underlying instance (listed in Table 3.1) to find the closest stable matching $M^{\prime}$ in case of the breakage of each pair $\left(m_{i}, w_{j}\right) \in M_{2}$. Then, the stable matching $M^{\prime}$ that minimizes the distance $d\left(M_{2}, M^{\prime}\right)$ is reported as the repair stable matching for the breakage of $\left(m_{i}, w_{j}\right)$.

- $\left(m_{0}, w_{2}\right) \rightarrow M^{\prime}=M_{5}, d\left(M_{2}, M_{5}\right)=2$
- $\left(m_{1}, w_{5}\right) \rightarrow M^{\prime}=M_{1}, d\left(M_{2}, M_{1}\right)=3$
- $\left(m_{2}, w_{6}\right) \rightarrow M^{\prime}=M_{3}, d\left(M_{2}, M_{3}\right)=2$
- $\left(m_{3}, w_{3}\right) \rightarrow M^{\prime}=M_{4}, d\left(M_{2}, M_{4}\right)=4$
- $\left(m_{4}, w_{1}\right) \rightarrow M^{\prime}=M_{8}, d\left(M_{2}, M_{8}\right)=3$
- $\left(m_{5}, w_{4}\right) \rightarrow M^{\prime}=M_{5}, d\left(M_{2}, M_{5}\right)=2$
- $\left(m_{6}, w_{0}\right) \rightarrow M^{\prime}=M_{3}, d\left(M_{2}, M_{3}\right)=2$

Considering that $a=1$, the $b$ values are computed by subtracting 1 from all the computed distance values (see Definition 12). Because, the value of $b$ represents the maximum value of the additional number of break-ups required to obtain another stable matching. Then, one can infer that if any of the men from the following set $\left\{m_{0}, m_{2}, m_{5}, m_{6}\right\}$ wishes to break-up, a repair matching at a repair cost of 1 can be found. On the other hand, for $m_{1}$ and $m_{4}$ the cost is 2 and for $m_{3}$ the cost is 3 . Hence, $M_{2}$ is a (1,3)-supermatch can be read as: "if any of
the men loses his current partner in $M_{2}$, an alternative stable matching can be found by changing at most three other men's partners". Similarly, the reader can verify that stable matching $M_{6}$ is a (1,1)-supermatch by following the same procedure. It is left as an exercise to the reader.

Furthermore, in order to check if a stable matching $M$ is a $(2, b)$-supermatch, all combinations of two different pairs $\left(m_{i}, w_{j}\right),\left(m_{k}, w_{l}\right) \in M$ must be considered for break-up. The $M$ is compared with all the other stable matchings $M^{\prime}$, where $\left(m_{i}, w_{j}\right),\left(m_{k}, w_{l}\right) \notin M^{\prime}$. Any such $M^{\prime}$ that minimizes the distance with $M$ represents the repair stable matching for the break-up of those two men. Then, the maximum repair cost for all combinations of two pairs indicates the robustness of $M$.

An important remark is that there is a one-to-one correspondence between the stable matchings in $\mathcal{I}$ and the sets of incomparable rotations in $\mathcal{V}$ as shown in Proposition 1. Note that, a closed subset is defined by adding all predecessors of each node in the subset to the subset. Equivalently, if all rotations that precede some other rotations in $S$ are removed from $S$, the resulting set corresponds to a set of incomparable nodes, namely the sink rotations as $\mathbf{L}(S)$.

Proposition 1 There is a one-to-one correspondence between the incomparable rotations and the stable matchings in the underlying instance.

Proof. $\Rightarrow$ Let $V_{I}$ denote a set of incomparable rotations in the rotation poset of the underlying instance. By adding all the predecessors of the rotations in set $V_{I}$, we obtain a closed subset. The latter defines a stable matching.
$\Leftarrow$ Let $M$ be a stable matching and let $S$ be its closed subset. The set of sink rotations of $S$ corresponds (by definition) to a set of incomparable rotations.

We do not study $(1,0)$-supermatches because, in the case of the SM these do not exist as shown in Proposition 2. Therefore, the first interesting general case is when $a=1$ and $b=1$. In the rest of this chapter, we work on the ( 1,1 )-supermatches.

Proposition $2(1,0)$-supermatches does not exist.
Proof. The proof is quite straightforward by Theorem2, Page 41. Given a stable matching $M$, if a pair $\left(m_{i}, w_{j}\right) \in M$ is to break-up, the agents $m_{i}$ and $w_{j}$ must be matched to other people. This means that at least one other couple has to break-up to provide a repair to each break-up.

## 3.4 (1,1)-supermatches

Finding a ( 1,1 )-supermatch is a special case of the general case of finding $(a, b)$ supermatches, since it allows breaking-up of only one pair and guarantees a repair stable matching by breaking-up at most one other pair. In this section, we first discuss how to characterize a (1,1)-supermatch and then discuss a model for finding if there exists one in a given SM instance.

Given a stable matching $M$ and its corresponding closed subset $S$, in order to decide if $M$ is a $(1,1)$-supermatch, all possible breakages for each pair must be considered. We refer to each pair by the man involved in that pair, i.e. ( $m_{i}, w_{j}$ ) is referred by $m_{i}$. The idea is that, the breakage of a man $m_{i}$ can only be repaired at a cost of 1 if one of the following holds:
i) If there exists a sink rotation $\rho$ of $S$, where $|\rho|=2$ and $\rho$ involves $m_{i}$;
ii) If there exists a neighbour rotation $\rho$ of $S$, where $|\rho|=2$ and $\rho$ involves $m_{i}$.

Note that the sink rotations of a closed subset $S$ can be removed from the $S$ without requiring that any additional rotations are removed (the successors) to obtain another closed subset. Because, by definition, none of the successors of the sink rotation are in the $S$. Similarly, the neighbour rotations of an $S$ can be added to $S$ without requiring that any other rotations (the predecessors) are added to obtain another closed subset. Because, by definition, all predecessors of a neighbour rotation are already in the $S$. Recall that, given a set of rotations $V$, the function $X(V)$ returns the set of all men involved in the rotations in $V$. In addition, the function $R^{*}(V)$ returns all the rotations $\rho \in V$, where $|\rho|=2$. Proposition 3 presents a characterization for the ( 1,1 )-supermatches by using their corresponding closed subsets.

Proposition 3 Let $M$ be a stable matching and $S$ be its closed subset. $M$ is a $(1,1)$-supermatch if and only if every non-fixed men of the instance are included in a neighbour or sink rotation of $S$ of size 2, i.e. $\left|X\left(R^{*}(\boldsymbol{L}(S) \cup N(S))\right)\right|=n$, where $n$ is the number of non-fixed men.

Proof. $\Rightarrow$ Suppose for contradiction that $\left|X\left(R^{*}(\mathbf{L}(S) \cup \mathbf{N}(S))\right)\right| \neq n$. Take a (non-fixed) man $m$ that is not in $X\left(R^{*}(\mathbf{L}(S) \cup \mathbf{N}(S))\right)$. In order to repair $M$ when $m$ breaks-up with his partner, one needs to remove, or add, a rotation of size at least 3 or a set of rotations where at least 2 other men are modified. Therefore, by contradiction, $M$ cannot be a $(1,1)$-supermatch.
$\Leftarrow$ If $\left|X\left(R^{*}(\mathbf{L}(S) \cup \mathbf{N}(S))\right)\right|=n$, then there exists a repair for the breakage of every man by either adding or removing a single rotation of size 2 to/from $S$. Therefore, $M$ corresponds to a ( 1,1 )-supermatch.

### 3.4.1 A Model Using Independent Sets

We describe a representation for the problem of finding ( 1,1 )-supermatches to a given SM instance. Our representation is based on finding independent sets with additional constraints. Independent sets have been used previously to find stable matchings in the Stable Roommates problem (SR) [GI89]. For SR, Gusfield and Irving show that each maximal independent set on an undirected graph derived from its rotation poset is in one-to-one correspondence with the stable matchings of the underlying SR instance. However, for the Robust Stable Marriage problem, we show that the additional robustness constraints change the structure of the problem, and therefore the approach is different.

An independent set $I$ in an undirected graph $G$ is defined as a set of vertices such that no two vertices from the set $I$ share an edge in $G$. Consider a Stable Marriage instance $\mathcal{I}$ and let $\Pi=(\mathcal{V}, E)$ be its rotation poset. We use $\Pi_{u}=$ $\left(\mathcal{V}, E_{u}\right)$ to denote the undirected representation of the rotation poset $\Pi$ with transitivity. It is important to observe that, every independent set defined in $\Pi_{u}$ consists of incomparable rotations. Because $\Pi_{u}$ contains transitive edges, meaning that if a rotation $\rho^{\prime}$ is preceding another rotation $\rho$, there exists an edge $\left(\rho^{\prime}, \rho\right) \in E_{u}$, and therefore the rotations $\rho^{\prime}$ and $\rho$ together cannot be members of any independent sets of $\Pi_{u}$. Using Proposition 1 and the observation, it is correct to state that there exists a one-to-one correspondence between the independent sets of $\Pi_{u}$ and the stable matchings of the underlying instance.

Given a set of nodes $I$ in $\mathcal{V}$, let $P_{I}$ be the set of vertices that corresponds to rotations that precede a rotation from $I$. We use $\Pi_{\text {sub }}^{I}=\left(\mathcal{V}_{\text {sub }}^{I}, E_{\text {sub }}\right)$ to denote the subgraph induced by $\Pi$ where the set of vertices is $\mathcal{V}_{\text {sub }}^{I}=\mathcal{V} \backslash\left(P_{I} \cup I\right)$. We also define a function $\operatorname{source}(G)$ that takes a directed graph $G$ as input and returns the vertices in $G$ that do not have any predecessors. Theorem 4 gives a formulation of the problem of finding $(1,1)$-supermatches. It is immediate from the Propositions 1 and 3 .

Theorem 4 There exists a one-to-one correspondence between the ( 1,1 )-supermatches and the set of the independent sets $\mathcal{S}$ that satisfies $I \in \mathcal{S}$ if and only if the rotations of size 2 in the independent set I together with the source rotations
in $\Pi_{\text {sub }}^{I}$ cover all the non-fixed men (i.e. $\left|X\left(R^{*}\left(I \cup \operatorname{source}\left(\Pi_{\text {sub }}^{I}\right)\right)\right)\right|=n$ ), where $n$ is the number of non-fixed men.

Proof. By construction.

Example. For illustration, consider the case of the Stable Marriage instance of Table 2.1 (Page 38) and its rotation poset $\Pi$ given in Table 2.11 (Page 44). The version of $\Pi$, where the transitive edges are included (denoted by $\Pi_{u}$ ) is illustrated in Figure 3.2,

A sample independent set on $\Pi_{u}$ can be given as $I_{i}=\left\{\rho_{2}, \rho_{4}\right\}$ as they do not share any edge. The rotations of size 2 in this set are $R^{*}\left(I_{i}\right)=I_{i}$ as all the rotations in $I_{i}$ are of size 2 . The sub-graph $\Pi_{\text {sub }}^{I_{i}}$ contains only the vertices $\rho_{3}$ and $\rho_{5}$ and an empty set of edges. The source nodes of $\Pi_{\text {sub }}^{I_{i}}$ are therefore $\left\{\rho_{3}, \rho_{5}\right\}$ and they are both of size 2 . The set of men included in these rotations all together $\left\{\rho_{2}, \rho_{4}, \rho_{3}, \rho_{5}\right\}$ corresponds to $X\left(R^{*}\left(I_{i} \cup \operatorname{source}\left(\Pi_{\text {sub }}^{I_{i}}\right)\right)\right)=\{0,1,2,3,4,5,6\}$. It can be verified that the size of this set is 7, i.e. the number of non-fixed men $n$ in the problem. Hence, we say that there is a repair for the breakage of each man at a cost of 1 . Therefore, according to Theorem 4, the independent set $I_{i}$ corresponds to a $(1,1)$-supermatch.

Then, the closed subset $S_{i}$ that corresponds to $I_{i}$ is obtained by starting from $S_{i}=I_{i}$, and adding all the predecessors $P_{I_{i}}$ of the rotations in $I_{i}$ to $S_{i}$. Considering that $P_{I}=\left\{\rho_{0}, \rho_{1}\right\}$, the corresponding closed subset $S_{i}$ yields in $S_{i}=\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{4}\right\}$. The closed subset $S_{i}$, and the corresponding stable matching $M_{i}$ can be verified from the Table 3.1 as $M_{6}$. It can be used as the proof for


Figure 3.2: Undirected graph representation with transitive edges included of the rotation poset given in Figure 2.11.
the example left to the reader that $M_{6}$ is a $(1,1)$-supermatch.
A second illustration on the same graph is with the independent set $I_{j}=\left\{\rho_{0}\right\}$, corresponding to stable matching $M_{1}$ in Table 3.1. The rotation set $R^{*}\left(I_{j}\right)=$ $I_{j}$, and $\Pi_{\text {sub }}^{I_{j}}$ consists of the rotations $\left\{\rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right\}$. Since $\rho_{1}$ is the only source node of $\Pi_{\text {sub }}^{I_{j}}$ with size 3, we have $R^{*}\left(I_{j} \cup\left(\operatorname{source}\left(\Pi_{\text {sub }}^{I_{j}}\right)\right)=\left\{\rho_{0}\right\}\right.$. Then, $X\left(R^{*}\left(I_{j} \cup\left(\operatorname{source}\left(\Pi_{\text {sub }}^{I_{j}}\right)\right)\right)=\{0,6\}\right.$ and the size of this set is 2 . Due to $2<n$, where $n=7$, being true, the stable matching corresponding to the closed subset $\left\{\rho_{0}\right\}$ (i.e. $M_{1}$ ) is not a ( 1,1 )-supermatch.

Although we provide a model for identifying the ( 1,1 )-supermatches, we do not have a polynomial-time method to decide if a ( 1,1 )-supermatch exists for a given instance using this model. This model can lead to an elegant proof for the complexity of RSM. However, in order to prove the complexity, we make use of a special SAT formulation as discussed in Section 3.5.

### 3.5 Complexity of Finding (1,1)-supermatches

This section corresponds to the most technical part of this dissertation. We provide formal definitions for the RSM and some of its sub-problems. Then, we define a special case of SAT, that is shown to be $\mathcal{N} \mathcal{P}$-complete by Schaefer's Dichotomy Theorem. Then we use this formulation to prove that our problem, RSM, is $\mathcal{N} \mathcal{P}$-hard. We categorize some sub-problems as $\mathcal{N} \mathcal{P}$-complete, $\mathcal{N} \mathcal{P}$ hard or polynomial-time solvable as well as identifying some open problems.

We start by defining the general case of the RSM in Definition 13 .
Definition $13\left(\pi_{a b}\right)$ Decision problem for ( $a, b$ )-supermatch.
InPUT: $a, b \in \mathbb{N}$, and a Stable Marriage instance $\mathcal{I}$.
Question: Is there an $(a, b)$-supermatch for $\mathcal{I}$ ?
The main purpose of this section is to decide to which complexity class $\pi_{a b}$ belongs. We work on the complexity of the $\pi_{a b}$ by breaking it into its subcases such as the decision problem for $(1, b)$-supermatches, $(1,1)$-supermatches, etc. Next, we show the $\mathcal{N} \mathcal{P}$-completeness of deciding if there exists a $(1,1)$ supermatch for a given Stable Marriage instance. In order to achieve this, in Section 3.5.1, we begin by defining a specific family of SM instances. The motivation for studying this family is that finding $(1,1)$-supermatches using the rotation posets of the underlying instances from this family has very specific con-
straints that can easily be modelled. Therefore, considering these constraints, we introduce in Section 3.5.2 a specific Boolean Satisfiability (SAT) problem with many specific rules capturing these constraints. This SAT problem is actually a SAT formulation of the problem of finding a $(1,1)$-supermatch on this restricted family of SM instances. After defining the SAT formulation, in Section 3.5 .3 we show using the Schaefer's Dichotomy Theorem (defined in Section 2.3.1) that this SAT formulation is $\mathcal{N} \mathcal{P}$-complete. Subsequently, we state our complexity result for RSM by showing the equivalence between this special SAT formulation and the problem of deciding if there exists a $(1,1)$-supermatch for the restricted family of instances. We also provide examples for the reader to understand the steps in the rest of the section better.

### 3.5.1 A Specific Problem Family F

We characterize a specific, restricted family F of Stable Marriage instances with four properties, where $\Pi_{\mathrm{F}}=\left(\mathcal{V}_{\mathrm{F}}, E_{\mathrm{F}}\right)$ represents their generic rotation poset. Before introducing the properties, recall that, given a pair $\left(m_{i}, w_{j}\right)$ in a rotation $\rho$, if $\rho^{\prime}$ is the unique rotation that moves $m_{i}$ to $w_{j}$ then there exists an edge $\left(\rho^{\prime}, \rho\right)$ in the poset, and $\rho^{\prime}$ is called a Type 1 predecessor of $\rho$. We call the edge $\left(\rho^{\prime}, \rho\right)$ as a Type 1 edge. The following are the four properties of family F :

Prop. (1) Each rotation $\rho_{i} \in \mathcal{V}_{F}$, contains exactly 2 pairs $\rho_{i}=\left(\left(m_{i 1}, w_{i 1}\right)\right.$, $\left.\left(m_{i 2}, w_{i 2}\right)\right)$.

Prop. (2) Each rotation $\rho_{i} \in \mathcal{V}_{F}$, has at most 2 immediate predecessors and at most 2 immediate successors.

Prop. (3) Each edge $e_{i} \in E_{F}$, is a Type 1 edge.
Prop. (4) For each man $m_{i}, i \in[1, n], m_{i}$ is involved in at least 2 rotations.
Figure 3.3 illustrates some cases respecting these properties. In this figure, we denote each pair $\left(m_{i}, w_{j}\right)$ by $(i, j)$ to make it easier to read. The different cases in the figure emphasize Property (2), where a rotation has exactly: one predecessor and one successor (A,B); one predecessor and two successors, which is also similar to having one successor and two predecessors (C); two predecessors and two successors (D). It can be verified that Properties (1) and (3) are satisfied in all of the cases. However, Property (4) is not satisfied as this is not a complete example. Observe that, the ordering of the pairs is not important as there exist only two pairs in each rotation.

(A)

(C)

( $k, b$ ), (m, d)
(B)

(i, d), (m, e)
(k, b), (n, f)
(D)

Figure 3.3: Illustrations of different cases for the men and women included in the rotations in $\Pi$ of SM instances in F.

We would like to emphasize the difference between Case A and Case B in Figure 3.3. Due to Property (3), any two rotations that have an edge between them contain a man and a woman in common. When the case is generalized to three rotations $\rho_{p 1}-\rho-\rho_{s 1}$, it should be noted that those three rotations either contain the same man $m_{i}$ but contain different women, $w_{b}$ between $\rho_{p 1}$ and $\rho$, but $w_{c}$ between $\rho$ and $\rho_{s 1}$, as in Case A; or the same woman $w_{b}$ in all three rotations but different men $m_{i}$ between $\rho_{p 1}$ and $\rho$, but $m_{k}$ between $\rho$ and $\rho_{s 1}$, as in the Case B.

This family of instances is very restricted as it does not allow any of the rotations to contain more than 2 pairs. Additionally, due to the bound on the number of successors and predecessors of a rotation, the rotation posets of these instances have very specific structures. Later in Section 4.7.2, we identify a set of instances that is in F. The number of stable matchings for each instance in this set is exponential with respect to the size $n$.

Lemma 6 is a characterization for all the SM instances and can easily be observed on the family F .

Lemma 6 For every two different paths $P_{1}$ and $P_{2}$ defined on the rotation poset $\Pi_{\mathrm{F}}$ of an instance of family F , where both start at rotation $\rho_{s}$, end at $\rho_{t}$, and the pair $\left(m_{e}, w_{f}\right) \in \rho_{s}$, if all rotations on $P_{1}$ (respectively $P_{2}$ ) contain $m_{e}$, at least one of the rotations on $P_{2}$ (respectively $P_{1}$ ) does not contain $w_{f}$.

Proof. Suppose for contradiction that man $m_{e}$ is involved in all rotations on $P_{1}$, and $w_{f}$ is involved in all rotations on $P_{2}$. This scenario is likely to occur on F as Property (3) indicates that all edges are of Type 1 (i.e. a rotation and its immediate successor involves the same man, or woman), which is also easy to observe in Figure 3.3, where any two rotations connected by an edge in the rotation poset always contain a man and a woman in common. In this case, because of the supposition, namely that $m_{e}$ and $w_{f}$ are carried on to the rotation $\rho_{t}$, the pair ( $m_{e}, w_{f}$ ) is reproduced. In other words, exposing $\rho_{t}$ on a stable matching produces the pair $\left(m_{e}, w_{f}\right)$. However, this pair is already eliminated by $\rho_{s}$, meaning this couple is already produced. The supposition contradicts the fact that exposing rotations on stable matchings causes men to be matched with their less preferred partners, and if a couple is eliminated once, it cannot be produced again.

In Table 3.2 we provide a sample SM instance $\mathcal{I}$ from family F. The instance contains 6 men and 6 women. Figure 3.4 illustrates the rotation poset of this instance. It can be easily verified that Properties (1), (2), (3), and (4) apply to the rotation poset.

Note that in Section 3.5.2, we use this instance as a look-up example. We give a complete example in the sense that we first introduce a sample SM instance, then we show how to construct this instance by starting from a special SAT formulation, without knowing anything about the SM instance. Let us first define some sub-problems of $\boldsymbol{\pi}_{a b}$ below.

Table 3.2: An SM instance from family $F$ of 6 men and 6 women.

| $m_{1}$ | 1 | 2 | 6 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $m_{2}$ | 2 | 1 | 4 | 3 | 5 | 6 |
| $m_{3}$ | 3 | 4 | 1 | 2 | 5 | 6 |
| $m_{4}$ | 4 | 3 | 5 | 1 | 2 | 6 |
| $m_{5}$ | 5 | 3 | 2 | 1 | 4 | 6 |
| $m_{6}$ | 6 | 2 | 3 | 1 | 4 | 5 |


| $w_{1}$ | 3 | 2 | 1 | 4 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $w_{2}$ | 5 | 6 | 1 | 2 | 3 |



Figure 3.4: Final version of the rotation poset constructed from the sample in Table 3.3.

Definition $14\left(\pi_{1 b}\right)$ A particular case of $\pi_{a b}$. Decision problem for $(1, b)$-supermatch.
Input: $b \in \mathbb{N}$, and a Stable Marriage instance $\mathcal{I}$.
Question: Is there a $(1, b)$-supermatch for $\mathcal{I}$ ?
Definition $15\left(\pi_{11}\right)$ A particular case of $\pi_{1 b}$. Decision problem for ( 1,1 )-supermatch.
Input: A Stable Marriage instance $\mathcal{I}$.
Question: Is there a $(1,1)$-supermatch for $\mathcal{I}$ ?
Definition $16\left(\pi_{11}^{F}\right)$ A particular case of $\pi_{11}$. Decision problem for $(1,1)$-supermatch for problem family F.
Input: A Stable Marriage instance $\mathcal{I} \in \mathrm{F}$.
Question: Is there a $(1,1)$-supermatch for $\mathcal{I}$ ?
Our aim is to first prove the complexity of $\pi_{1 b}$ as it is a more specific case of $\pi_{a b}$. We construct the proof for showing the problem $\pi_{1 b}$ is $\mathcal{N} \mathcal{P}$-complete by first showing that its restricted version $\pi_{11}$ is $\mathcal{N} \mathcal{P}$-complete. In order to do this, we work on the specific family of Stable Marriage instances F, proving $\mathcal{N} \mathcal{P}$-completeness for $\pi_{11}^{\mathrm{F}}$. Then we generalize the results.

### 3.5.2 The Definition of SAT-SM

In this section, we define a special, restricted case of SAT that takes additional inputs. As motivated before, this SAT formulation is inspired by the specific family F defined earlier in Section 3.5.1. Please note that this definition is long as we include examples in the definition to make it more understandable. The formulation requires some rules and conditions to be applied on the input of the problem. The intuition behind imposing these rules and conditions is to reflect the specified properties (Prop. (1), (2), (3), and (4)) of the family F. This
special SAT formulation is actually equivalent to finding $(1,1)$-supermatches to any instance in F , which we prove later in Section 3.5.3. However, for the moment, we would like to give some insight to the reader about why we need all the conditions and the rules in the definition of this formulation to make the definition easier to follow.

All the Boolean and integer variables in the input of the problem are inspired by the rotations. First, we give an abstraction of the use of these variables. The set of integers corresponds to the set of rotations in the rotation poset of a Stable Marriage instance $\mathcal{I}$. Assume that a matching $M$ ( $S$ is $M$ 's corresponding closed subset) is a $(1,1)$-supermatch to $\mathcal{I}$. The Boolean variables then correspond to the status of the rotations with respect to $S$. More specifically, for each rotation identified by a unique integer $e$, each Boolean variable $y_{e}$ represents if the corresponding rotation $e$ is a sink rotation in $S$, each $s_{e}$ represents if $e$ is included in $S, p_{e}$ represents if all parents of $e$ are in $S$ but $e \notin S$ (i.e. a neighbour rotation).

Second, the conditions on the lists reflect the properties of F. Rule 1 captures the property of the problem defined in Lemma 6. Recall that, our motivation is to show that an SM instance can be constructed from this SAT formulation. Considering this, if Rule 1 is not satisfied, then previously broken pairs might be re-matched in the constructed SM instance, which is not allowed in the SM [GI89].

Finally, the conditions on the clauses model the problem $\pi_{11}^{\mathrm{F}}$. In what is presented below, the purpose of the clauses in (A) ensure each man is included either in a sink rotation in $S$ or all of its parents are in $S$. Clauses in (B) ensure the result corresponds to a closed subset. Clauses in © define how a rotation can be identified as a sink rotation. Additionally, clauses in (D) define how a rotation can be identified as having its parents in $S$ but not itself.

The reason for including all these clauses and rules should become more clear to the reader when we are constructing a Stable Marriage instance from an instance of SAT-SM later in the proof of Theorem 6 .

We now begin our definition for the special case of SAT, namely SAT-SM.
Input: SAT-SM takes as input the following:

- A set of integers: $\boldsymbol{\chi}=[1,|\boldsymbol{\chi}|]$,
- A set of $n$ lists: $l_{1}, l_{2}, \ldots, l_{n}$, where each list is an ordered list of integers

$$
\text { of } \chi
$$

- A set of disjoint Boolean variables: $Y=\left\{y_{e} \mid e \in \boldsymbol{\chi}\right\}$,
- Another set of disjoint Boolean variables: $S=\left\{s_{e} \mid e \in \boldsymbol{\chi}\right\}$,
- Another set of disjoint Boolean variables: $\left.P=\left\{p_{e} \mid e \in \boldsymbol{\chi}\right\}\right\}$.

Conditions on the Lists: The lists $l_{1}, \ldots, l_{n}$ are subject to the following constraints.

- Each list $\forall a \in[1, n], l_{a}=\left(\chi_{1}^{a}, \ldots, \chi_{k_{l}}^{a}\right)$, where $k_{l_{a}}=\left|l_{a}\right| \geq 2$.
- Each element of $\chi$ appears in exactly two different lists.

Example. For illustration, the set $\chi$ represents the indexes of rotations and a list $l_{a}$ represents the index of each rotation containing the man $m_{a}$. The order in $l_{a}$ specifies the path in the rotation poset from the first rotation to the last one for a man $m_{a}$. The requirement for having each index in two different lists is related to Property (1) of F. In addition to those two conditions, we have the following rule over the lists:
[Rule 1] For any $\chi_{i}^{m}$ and $\chi_{j}^{m}$ from the same list $l_{m}$ where $m \in[1, n]$ and $j>i$, there does not exist any sequence $S$ that starts at $\chi_{i}^{m}$ and ends at $\chi_{j}^{m}$ constructed by iterating the two consecutive rules below:
$\alpha$ ) given $\chi_{e}^{a} \in S$, the next element in $S$ is $\chi_{e+1}^{a}$, where $e+1 \leq k_{l_{a}}$.
$\beta$ ) given $\chi_{e}^{a} \in S$, the next element in $S$ is $\chi_{f}^{b}$, where $\chi_{e}^{a}=\chi_{f}^{b}, a \neq b \in[1, n]$, and $1 \leq f \leq k_{l_{b}}$.

Example. Before continuing to the conditions on the clauses, we would like to present an example where Rule 1 is not satisfied. Consider three lists defined over $\boldsymbol{\chi}=\{1,2,3\}$ as: $l_{1}=(1,3), l_{2}=(1,2), l_{3}=(2,3)$. We use the properties $\alpha$ and $\beta$ to construct a sequence that is not allowed by the rule. Let the pair $\left\langle i, l_{k}\right\rangle$ denote the element $i$ in list $l_{k}$, and we use $\rightarrow_{p}$ to show the property $p$ that is applied to move from one pair to the other one in the sequence. For elements 1 and 3 in from the same list $l_{1}$, consider the sequence $S=\left\langle 1, l_{1}\right\rangle \rightarrow_{\beta}\left\langle 1, l_{2}\right\rangle \rightarrow_{\alpha}$ $\left\langle 2, l_{2}\right\rangle \rightarrow_{\beta}\left\langle 2, l_{3}\right\rangle \rightarrow_{\alpha}\left\langle 3, l_{3}\right\rangle \rightarrow_{\beta}\left\langle 3, l_{1}\right\rangle$. This sequence starts and ends at the same list $l_{1}$, where 1 appears before 3 in $l_{1}$. The existence of this sequence causes the given three lists to be excluded from the SAT-SM.

Conditions on the clauses. The CNF that defines SAT-SM is a conjunction of four groups of clauses: (A), (B), (C) and (D). The groups are subject to the following
conditions:
(A): For any list $l_{a}=\left(\chi_{1}^{a}, \ldots, \chi_{k_{l}}^{a}\right)$, we have a disjunction between the $Y$ elements and the $P$-elements as $\bigvee_{i=1}^{k_{l}}\left(y_{\chi_{i}^{a}} \vee p_{\chi_{i}^{a}}\right)$.

$$
\begin{equation*}
\text { (A) is defined by } \bigwedge_{a=1}^{n}\left(\bigvee_{i=1}^{k_{l} a}\left(y_{\chi_{i}^{a}} \vee p_{\chi_{i}^{a}}\right)\right) . \tag{3.1}
\end{equation*}
$$

(B): For any list $l_{a}=\left(\chi_{1}^{a}, \ldots, \chi_{k l_{a}}^{a}\right)$, we have a conjunction of disjunctions between two $S$-elements with consecutive indexes as $\wedge_{i=1}^{k_{l a}-1}\left(s_{\chi_{i}^{a}} \vee \neg s_{\chi_{i+1}^{a}}\right)$.

$$
\begin{equation*}
\text { (B) is defined by } \bigwedge_{a=1}^{n} \bigwedge_{i=1}^{k_{l}-1}\left(s_{X_{i}^{a}} \vee \neg s_{X_{i+1}^{a}}\right) \text {. } \tag{3.2}
\end{equation*}
$$

(c): This group of clauses is split in two. For any list $l_{a}=\left(\chi_{1}^{a}, \ldots, \chi_{k_{l_{a}}}^{a}\right)$, the first sub-group $C_{1}$ contains all the clauses defined by the logic formula $\bigwedge_{i=1}^{k_{l a}-1} y_{\chi_{i}^{a}} \rightarrow$ $\left(s_{\chi_{i}^{a}} \wedge \neg s_{\chi_{i+1}^{a}}\right)$. In CNF notation it leads to $\bigwedge_{i=1}^{k_{l a}-1}\left(\neg y_{\chi_{i}^{a}} \vee s_{\chi_{i}^{\alpha}}\right) \wedge\left(\neg y_{\chi_{i}^{a}} \vee \neg s_{x_{i+1}^{a}}\right)$. Note that, $C_{1}$ also covers the special case, when $i=k_{l_{a}}$.

$$
\begin{equation*}
C_{1} \text { is defined by } \bigwedge_{a=1}^{n}\left(\bigwedge_{i=1}^{k_{l_{a}}}\left(\neg y_{\chi_{i}^{a}} \vee s_{\chi_{i}^{a}}\right) \wedge \bigwedge_{i=1}^{k_{l_{a}}-1}\left(\neg y_{\chi_{i}^{a}} \vee \neg s_{\chi_{i+1}^{a}}\right)\right) . \tag{3.3}
\end{equation*}
$$

The second sub-group $C_{2}$ has three specific cases according to the position of elements in the ordered lists. As fixed above, each element of $\chi$ appears in exactly two different lists. Thus, for any $e \in \mathcal{\chi}$, there exists two lists $l_{a}$ and $l_{b}$ such that $\chi_{i}^{a}=\chi_{j}^{b}=e$, where $i \in\left[1, k_{l_{a}}\right]$ and $j \in\left[1, k_{k_{b}}\right]$. For each couple of elements of $\chi$ denoted by ( $\chi_{i}^{a}, \chi_{j}^{b}$ ) that are equal to the same value $e$, we define a clause with these elements and the next elements in their lists respecting the ordering: $s_{\chi_{i}^{a}} \rightarrow\left(y_{\chi_{i}^{a}} \vee s_{\chi_{i+1}^{a}} \vee s_{\chi_{j+1}^{b}}\right)$. With a CNF notation it leads to: $\left(\neg s_{i}^{a} \vee y_{\chi_{i}^{a}} \vee s_{\chi_{i+1}^{a}} \vee s_{\chi_{j+1}^{b}}\right)$.
We add the two specific cases where $\chi_{i}^{a}$ or $\chi_{j}^{b}$, or both are the last elements of their ordered lists. The complete formula for the set of clauses $C_{2}$ for each two
element $\left(\chi_{i}^{a}, \chi_{j}^{b}\right)$ s.t. $\chi_{i}^{a}=\chi_{j}^{b}$ is:

$$
C_{2}\left[\begin{array}{cl}
\bigwedge_{i \neq k_{l_{a}}, j \neq k_{l_{b}}} & \neg s_{\chi_{i}^{a}} \vee y_{\chi_{i}^{a}} \vee s_{\chi_{i+1}^{a}} \vee s_{\chi_{j+1}^{b}}  \tag{3.4}\\
\bigwedge_{i \neq k_{l_{a}}, j=k_{l_{b}}} & \neg s_{\chi_{i}^{a}} \vee \boldsymbol{y}_{\chi_{i}^{a}} \vee s_{\chi_{i+1}^{a}} \\
\bigwedge_{i=k_{l_{a}}, j=k_{l_{b}}} & \neg s_{\chi_{k_{l_{a}}}^{a}} \vee \boldsymbol{y}_{\chi_{k_{l_{a}}}^{a}}
\end{array}\right.
$$

(D): Similar to $C_{2}$, for each couple of elements of $\chi$ denoted by ( $\chi_{i}^{a}, \chi_{j}^{b}$ ) equal to the same value $e$, there exists a clause with these elements and the previous elements in their lists respecting the ordering: $p_{\chi_{i}^{a}} \leftrightarrow\left(\neg \delta_{\chi_{i}^{a}} \wedge s_{\chi_{i-1}^{a}} \wedge s_{\chi_{j-1}^{b}}\right)$. In CNF notation, it leads to: $\left(\neg p_{\chi_{i}^{a}} \vee \neg s \chi_{i}^{a}\right) \wedge\left(\neg \chi_{\chi_{i}^{a}} \vee s_{\chi_{i-1}^{a}}\right) \wedge\left(\neg p_{\chi_{i}^{a}} \vee s_{\chi_{j-1}^{b}}\right) \wedge\left(s_{\chi_{i}^{a}} \vee\right.$ $\left.\neg s_{\chi_{i-1}^{a}} \vee \neg s_{\chi_{j-1}^{b}} \vee p_{\chi_{i}^{a}}\right)$.
By generalizing the formula for any couple, and by adding the two cases where $\chi_{i}^{l_{a}}$, or $\chi_{j}^{l_{b}}$, or both are the first elements of their respective lists, the complete formula (D) for each two element $\left(\chi_{i}^{a}, \chi_{j}^{b}\right)$ s.t. $\chi_{i}^{a}=\chi_{j}^{b}=e$ is described by:

$$
\text { (D) }\left[\begin{array}{ll}
\wedge_{i \neq 1, j \neq 1}^{\wedge}\left(\neg p_{\chi_{i}^{a}} \vee s_{\chi_{i-1}^{a}}\right) \wedge\left(\neg p_{\chi_{j}^{b}} \vee s_{\chi_{j-1}^{b}}\right) \wedge  \tag{3.5}\\
\left(s_{\chi_{i}^{a}} \vee \neg s_{\chi_{i-1}^{a}} \vee \neg s_{\chi_{j-1}^{b}} \vee p_{\chi_{i}^{a}}\right)
\end{array} \quad \begin{array}{l}
\wedge_{i=1, j \neq 1}\left(\neg p_{\chi_{j}^{b}} \vee s_{\chi_{j-1}^{b}}\right) \wedge\left(s_{\chi_{i}^{a}} \vee \neg s_{\chi_{j-1}^{a}} \vee p_{\chi_{i}^{a}}\right) \\
\wedge_{i=1, j=1}^{\wedge}\left(s_{\chi_{1}^{a}} \vee p_{\chi_{1}^{a}}\right) \\
\wedge
\end{array}\left(\neg p_{e} \vee \neg s_{e}\right) . .\right.
$$

To conclude the definition:
The full CNF formula of SAT-SM: © $\AA \wedge$ (B) $\wedge C_{1} \wedge C_{2} \wedge$ (D).

We introduce a sample SAT-SM instance as an example to demonstrate the methods described in the rest of this section. Table 3.3 introduces a SAT-SM instance consisting of 6 lists and a set of 6 integers $\boldsymbol{\chi}=\{1,2,3,4,5,6\}$. Note that, these lists are constructed using the set $\chi$ by following the conditions on the lists described on Page 76 defined for SAT-SM and Rule 1.

Each list can be seen as corresponding to a man involved in the constructed

Table 3.3: An instance of SAT-SM of 6 lists and 6 integers.

| List | Elements |
| :---: | :---: |
| $l_{1}$ | $(1,2)$ |
| $l_{2}$ | $(1,4)$ |
| $l_{3}$ | $(3,4)$ |
| $l_{4}$ | $(3,5)$ |
| $l_{5}$ | $(5,6)$ |
| $l_{6}$ | $(2,6)$ |

Table 3.4: Clauses of the SAT-SM instance given in Table 3.3 .

| list | (A) | (B) | $C_{1}$ |
| :---: | :---: | :---: | :---: |
| $l_{1}$ | $\left(y_{1} \vee y_{2} \vee p_{1} \vee p_{2}\right)$ | $\left(s_{1} \vee \neg s_{2}\right)$ | $\left(\neg y_{1} \vee s_{1}\right) \wedge\left(\neg y_{2} \vee s_{2}\right) \wedge\left(\neg y_{1} \vee \neg s_{2}\right)$ |
| $l_{2}$ | $\left(y_{1} \vee y_{4} \vee p_{1} \vee p_{4}\right)$ | $\left(s_{1} \vee \neg s_{4}\right)$ | $\left(\neg y_{1} \vee s_{1}\right) \wedge\left(\neg y_{4} \vee s_{4}\right) \wedge\left(\neg y_{1} \vee \neg s_{4}\right)$ |
| $l_{3}$ | $\left(y_{3} \vee y_{4} \vee p_{3} \vee p_{4}\right)$ | $\left(s_{3} \vee \neg s_{4}\right)$ | $\left(\neg y_{3} \vee s_{3}\right) \wedge\left(\neg y_{4} \vee s_{4}\right) \wedge\left(\neg y_{3} \vee \neg s_{4}\right)$ |
| $l_{4}$ | $\left(y_{3} \vee y_{5} \vee p_{3} \vee p_{5}\right)$ | $\left(s_{3} \vee \neg \neg s_{5}\right)$ | $\left(\neg y_{3} \vee s_{3}\right) \wedge\left(\neg y_{5} \vee s_{5}\right) \wedge\left(\neg y_{3} \vee \neg s_{5}\right)$ |
| $l_{5}$ | $\left(y_{5} \vee y_{6} \vee p_{5} \vee p_{6}\right)$ | $\left(s_{5} \vee \neg \neg s_{6}\right)$ | $\left(\neg y_{5} \vee s_{5}\right) \wedge\left(\neg y_{6} \vee s_{6}\right) \wedge\left(\neg y_{5} \vee \neg s_{6}\right)$ |
| $l_{6}$ | $\left(y_{2} \vee y_{6} \vee p_{2} \vee p_{6}\right)$ | $\left(s_{2} \vee \neg s_{6}\right)$ | $\left(\neg y_{2} \vee s_{2}\right) \wedge\left(\neg y_{6} \vee s_{6}\right) \wedge\left(\neg y_{2} \vee \neg s_{6}\right)$ |
| $\boldsymbol{\chi}$ | $C_{2}$ | (D) |  |
| 1 | $\left(\neg s_{1} \vee y_{1} \vee s_{2} \vee s_{4}\right)$ | $\left(\neg p_{1} \vee \neg s_{1}\right) \wedge\left(s_{1} \vee p_{1}\right)$ |  |
| 2 | $\left(\neg s_{2} \vee y_{2} \vee s_{6}\right)$ | $\left(\neg p_{2} \vee \neg s_{2}\right) \wedge\left(\neg p_{2} \vee s_{1}\right) \wedge\left(s_{2} \vee \neg s_{1} \vee p_{2}\right)$ |  |
| 3 | $\left(\neg s_{3} \vee y_{3} \vee s_{4} \vee s_{5}\right)$ | $\left(\neg p_{3} \vee \neg s_{3}\right) \wedge\left(s_{3} \vee p_{3}\right)$ |  |
| 4 | $\left(\neg s_{4} \vee y_{4}\right)$ | $\left(\neg p_{4} \vee \neg s_{4}\right) \wedge\left(\neg p_{4} \vee s_{1}\right) \wedge\left(\neg p_{4} \vee s_{3}\right) \wedge$ |  |
| 5 | $\left(\neg s_{5} \vee y_{5} \vee s_{6}\right)$ | $\left(\neg p_{5} \vee \neg s_{5}\right) \wedge\left(\neg p_{5} \vee \neg s_{3} \vee \vee s_{4}\right) \wedge\left(s_{5} \vee \neg s_{3} \vee p_{5}\right)$ |  |
| 6 | $\left(\neg s_{6} \vee y_{6}\right)$ | $\left(\neg p_{6} \vee \neg s_{6}\right) \wedge\left(\neg p_{6} \vee s_{5}\right) \wedge\left(\neg p_{6} \vee s_{2}\right) \wedge$ |  |
| $\left(s_{6} \vee \neg \neg s_{5} \vee \neg s_{2} \vee p_{6}\right)$ |  |  |  |

Stable Marriage instance $\mathcal{I}$. For instance, $l_{1}$ corresponds to $m_{1}, l_{2}$ corresponds to $m_{2}$, etc. Then, each element can be seen as a rotation in the rotation poset of $\mathcal{I}$, i.e. 1 corresponds to $\rho_{1}, 2$ corresponds to $\rho_{2}$, and so on. Then, this table describes which rotations involve which men. For example, $m_{1}$ is included in rotations $\rho_{1}, \rho_{2}$, and none of the other rotations contain $m_{1}$. Recall the rotation poset of the SM instance given in Figure 3.4. Observe that the lists capture the men in the rotations in this poset.

Then, using the lists given in Table 3.3, clauses of the model can easily be derived by following the conditions on the clauses described on Page 76. The complete list of clauses are detailed in Table 3.4. Note that, although it is not specified on the table for making it easy to read, the SAT-SM instance is a conjunction of all the clauses in each group (i.e. © $A \wedge$ (B) $\wedge C_{1} \wedge C_{2} \wedge$ (D). Also note that, this example instance is one of the smallest that can be created by respecting the rules of the SAT-SM.

### 3.5.3 The Complexity of SAT-SM

We show some properties of the SAT-SM in this section to be used in our theorem.

Lemma 7 There always exist clauses of minimum length 4 that are defined over positive literals in (A).

Proof. For any list of ordered elements $l_{a} \in\left\{l_{1}, l_{2}, \ldots, l_{n}\right\}$, the length of each list is defined as $k_{l_{a}} \geq 2$ in SAT-SM, which results in (A) having $n$ clauses that have at least 4 positive literals in each.

Lemma 8 There always exist clauses of length 2 that are defined over two negative literals in (c).

Proof. The clauses in (C) consists of $C_{1}$ and $C_{2}$. The clauses in $C_{1}$ are defined over the list of ordered elements. For any two consecutive elements in a list $l_{a} \in\left\{l_{1}, l_{2}, \ldots, l_{n}\right\}$, there exists one clause in $C_{1}: \bigwedge_{i=1}^{k_{a}-1}\left(\neg \chi_{\chi_{i}^{a}} \vee \neg x_{\chi_{i+1}^{a}}\right)$. By definition, the minimum length of an ordered list $l_{a}$ is $k_{l_{a}}=2$ and therefore the formula contains at least $n$ clauses defined over two negative literals.

Lemma 9 Any clause defined over only positive literals of size at least two is not affine.

Proof. Any clause C of the given form with $k$ positive literals has $2^{k}-1$ valid assignments. The cardinality of an affine relation is always a power of 2 [Sch78]. Thus, C is not affine.

The SAT-SM problem is the question of finding an assignment of the Boolean variables that satisfies the above CNF formula.

Theorem 5 The SAT-SM problem is $\mathcal{N} \mathcal{P}$-complete.
Proof. We use Schaefer's Dichotomy Theorem (see Theorem 1, Page 18) to prove that SAT-SM is $\mathcal{N P}$-complete [Sch78]. Schaefer identifies six cases, where if any one of them is valid the SAT problem is solved in polynomial time. Any SAT formula that does not satisfy any of those six is $\mathcal{N} \mathcal{P}$-complete.

It is easy to see the properties $b, c$, and $f$ in Schaefer's Dichotomy Theorem do not apply to SAT-SM due to Lemma 7. Similarly, properties $a$ and $d$ are not satisfiable because of Lemma 8. The clauses in (A) are defined as clauses over positive literals and it is known that they always exist by Lemma-7. By applying Lemma 9 on the clauses in (A), we infer that property $e$ is not applicable either.

Hence, SAT-SM is $\mathcal{N} \mathcal{P}$-complete.
Having proved that SAT-SM is $\mathcal{N} \mathcal{P}$-complete, we now present in Theorem6 the main result of this section, which is the $\mathcal{N} \mathcal{P}$-completeness of $\pi_{11}^{\mathrm{F}}$.

Theorem 6 The decision problem $\pi_{11}^{\mathrm{F}}$ is $\mathcal{N P}$-complete.
Proof. The witness is known to be polynomial-time decidable [GSOS17a]. Therefore, $\pi_{11}^{\mathrm{F}}$ is in $\mathcal{N P}$. We discuss this polynomial-time witness in Section 4.1 in detail. We show that $\pi_{11}^{\mathrm{F}}$ is $\mathcal{N} \mathcal{P}$-complete by presenting a polynomial reduction from the SAT-SM problem to $\pi_{11}^{\mathrm{F}}$. Note that this proof is long. We first discuss how to construct an SM instance from the given SAT-SM instance, and then conclude the proof by showing the equivalency between SAT-SM and $\pi_{11}^{\mathrm{F}}$. Therefore, let us divide this section into sub-sections for the construction of the SM instance, and showing the equivalency.

Construction of the rotation poset $\Pi_{\mathrm{F}}$. From an instance $\mathcal{I}_{S S M}$ of SAT-SM, we construct in polynomial-time an instance $\mathcal{I}$ of $\pi_{11}^{\mathrm{F}}$. This means the construction of the rotation poset $\Pi_{\mathrm{F}}=\left(\mathcal{V}_{\mathrm{F}}, E_{\mathrm{F}}\right)$ with all stable pairs in the rotations, and the preference lists. We begin by constructing the set of rotations $\mathcal{V}_{\mathrm{F}}$ and then proceed by deciding which man is a part of which stable pair in which rotation. First, for each integer in the input, i.e. $\forall e \in \boldsymbol{\chi}$, we have a corresponding rotation $\rho_{e}$. Initially, each rotation contains two "empty" pairs.

Second, for each integer $i$ appears in a list $l_{a}$, we add the $i$ as the man in the first empty pair to rotation $\rho_{a}$. More formally, $\forall l_{a}, a \in[1, n], \forall \chi_{i}^{a} \in\left[1, k_{l_{a}}\right]$, we insert $m_{a}$ as the man to the first empty pair in rotation $\rho_{\chi_{i}}$. Since $k_{l_{a}} \geq 2$ from Lemma 7 , each man of $\pi_{11}^{\mathrm{F}}$ is involved in at least two rotations (satisfying Property (4) of the family F).

Illustration. For the SAT-SM formula presented in Table 3.3, the rotations are constructed as: $\rho_{1}=((1,-),(2,-)), \rho_{2}=((1,-),(6,-)), \rho_{3}=((3,-),(4,-))$, $\rho_{4}=((2,-),(3,-)), \rho_{5}=((4,-),(5,-))$, and $\rho_{6}=((5,-),(6,-))$. Note that, we use - instead of the women in the pairs as we do not know which woman is involved in which rotation, yet.

As each $\chi_{i}^{a}$ appears in exactly two different lists $l_{a}$ and $l_{b}$, each rotation is guaranteed to contain exactly two pairs involving different men $m_{a}, m_{b}$ (satisfying Property (1) of F), and to possess at most two immediate predecessors and two immediate successors in $\Pi_{\mathrm{F}}$ (satisfying Property (2) of F).


Figure 3.5: Initial version of the rotation poset constructed from the sample in Table 3.3.

For the construction of the set of edges $E_{\mathrm{F}}$, for each couple of elements of $\chi$ denoted by $\left(\chi_{i}^{a}, \chi_{i+1}^{a}\right), a \in[1, n], \forall i \in\left[1, k_{l_{a}}-1\right]$, we add an edge from $\rho_{\chi_{i}^{a}}$ to $\rho_{\chi_{i+1}}$. The shape of the rotation poset of the example SAT-SM given in Table 3.3 after the vertices and edges are created is shown in Figure 3.5. Recall that, the labelling of the vertices (or rotations) come from the integers in $\chi$.

It is important to observe that this construction yields each edge in $E_{\mathrm{F}}$ representing a Type 1 relationship (satisfying Property (3) and (4) of F). This can easily be seen as each edge links two rotations, where exactly one of the men is involved in both rotations. Now, in order to complete the rotation poset $\Pi_{F}$, the women involved in rotations must also be added. The following procedure is used to complete the rotations in the rotation poset:

1. For each element $\chi_{1}^{a} \in \chi$, with $a \in[1, n]$, let $\rho_{\chi_{1}^{a}}$ be the rotation that involves man $m_{a}$. In this case, the partner of $m_{a}$ in $\rho_{\chi_{1}^{a}}$ is completed by inserting woman $w_{a}$, so that the resulting rotation contains the stable pair $\left(m_{a}, w_{a}\right) \in \rho_{\chi_{1}^{a}}$.
2. We perform a breadth-first search on the rotation poset from the completed rotations. For each complete rotation $\rho=\left(\left(m_{i}, w_{b}\right),\left(m_{k}, w_{d}\right)\right) \in \mathcal{V}_{\mathrm{F}}$, if the immediate successor of $\rho$ involves $m_{i}$ (resp. $m_{k}$ ), let $\rho_{s 1}$ (resp. $\rho_{s 2}$ ) be the immediate successor of $\rho$ that modifies $m_{i}$ (resp. $m_{k}$ ). If $\rho_{s 1}$ exists, then we insert the woman $w_{d}$ in $\rho_{s 1}$ as the partner of man $m_{i}$. In the same manner, if $\rho_{s 2}$ exists, we insert the woman $w_{b}$ in $\rho_{s 2}$ as the partner of man $m_{k}$. The procedure creates at most two stable pairs $\left(m_{i}, w_{d}\right)$ and $\left(m_{k}, w_{b}\right)$. We can observe that the completed rotations follow the same behaviour as the rotation poset illustrated in Figure 3.3 (D), Page 72 .

Remark. We now show that none of the constructed paths in the rotation poset cause a pair that was eliminated before by a rotation to be re-matched. Rule 1 imposed on the SAT-SM ensures that there does not exist more than one path
between any two rotations. Therefore, by imposing Rule 1, we can conclude that Lemma 6 is satisfied and none of the pairs that is eliminated by a preceding rotation is re-matched.

Throughout the construction we showed that all the properties required to have a valid rotation poset from the family F are satisfied. Using this process we are adding an equal number of women and men into the rotation poset. We can observe that after adding all the women in Figure 3.5 (Page 82) by using the procedure defined above, we end up with the rotation poset illustrated at the very beginning of this section in Figure 3.4 (Page 74).

Construction of the SM instance $\mathcal{I}$ from $\Pi_{\mathrm{F}}$. Having constructed the rotation poset, the last step to obtain an instance $\mathcal{I}$ of $\pi_{11}^{\mathrm{F}}$ by constructing the preference lists. Recall that $\Pi_{\mathrm{F}}=\left(\mathcal{V}_{\mathrm{F}}, E_{\mathrm{F}}\right)$ is the rotation poset that we are building. By using the rotation poset $\Pi_{\mathrm{F}}$ created above, we can construct incomplete preference lists for the men and women. Gusfield et al. have previously defined a procedure to show that every finite poset corresponds to a Stable Marriage instance [GILS87]. They describe a method to create the preference lists using the rotation poset. We use a similar approach for creating the lists as detailed below:

- Apply topological sort on $\mathcal{V}_{\mathrm{F}}$.
- For each man $m_{i} \in[1, n]$, insert woman $w_{i}$ as the most preferred to $m_{i}$ 's preference list.
- For each woman $w_{i} \in[1, n]$, insert man $m_{i}$ as the least preferred to $w_{i}$ 's preference list.
- For each rotation $\rho \in \mathcal{V}_{\mathrm{F}}$ in the ordered set, for each pair ( $m_{i}, w_{j}$ ) produced by $\rho$, insert $w_{j}$ to the man $m_{i}$ 's list in decreasing order of preference ranking. Similarly, place $m_{i}$ to $w_{j}$ 's list in increasing order of preference ranking.

Lemma 6 on our rotation poset clearly imposes that each preference list contains each member of the opposite sex at most once. To finish, one can observe that the instance obtained $\mathcal{I}$ respects the Stable Marriage requirements, and the specific properties from problem family F .

Illustration. Applying the procedure above, the preference lists of the men and women are found as shown in Table 3.5. The integers in the preference list of

Table 3.5: The incomplete preference lists derived from the rotation poset in Figure 3.4.

| $m_{1}$ | 1 | 2 | 6 |
| :--- | :--- | :--- | :--- | :--- |
| $m_{2}$ | 2 | 1 | 4 |
| $m_{3}$ | 3 | 4 | 1 |
| $m_{4}$ | 4 | 3 | 5 |
| $m_{5}$ | 5 | 3 | 2 |
| $m_{6}$ | 6 | 2 | 3 |


| $w_{1}$ | 3 | 2 | 1 |
| :--- | :--- | :--- | :--- |
| $w_{2}$ | 5 | 6 | 1 | 2

a man $m_{i}$ denote the index of women. For instance, man $m_{1}$ prefers $w_{1}$ over $w_{2}$ and his least preferred partner is $w_{6}$. It is also similar for the preference lists of the women. Observe that, the lists obtained after the procedure correspond to the preference lists provided in Table 3.2, where the non-stable pairs are removed.

Equivalency between SAT-SM and $\pi_{11}^{F}$. Having seen the construction of an SM instance $\mathcal{I}$ of $\pi_{11}^{F}$ from a given instance $\mathcal{I}_{S S M}$ of SAT-SM we now present the equivalence between the two decision problems: $\pi_{11}^{F}$ and SAT-SM.
$\Rightarrow$ Suppose that there exists a solution to an instance $\mathcal{I}$ of the decision problem $\boldsymbol{\pi}_{11}^{\mathrm{F}}$. Then we have a $(1,1)$-supermatch and its corresponding closed subset $S$. As defined at the beginning of this chapter, $\mathbf{L}(S)$ is the set of sink vertices of the graph induced by the rotations in $S, \mathbf{N}(S)$ the set of vertices such that all their predecessors (if any) are in $S$ but not themselves. From these two sets, we can assign all the literals in $\mathcal{I}_{S S M}$ as follows:

- For each rotation $\rho_{i} \in \mathbf{L}(S)$, set $y_{i}=$ true. Otherwise, set $y_{i}=$ false.
- For each rotation $\rho_{i} \in S$, set $s_{i}=$ true. Otherwise, set $s_{i}=$ false.
- For each rotation $\rho_{i} \in \mathbf{N}(S)$, set $p_{i}=$ true. Otherwise, set $p_{i}=$ false.

If $S$ represents a $(1,1)$-supermatch, that means by removing only one rotation present in $\mathbf{L}(S)$ or by only adding one rotation from $\mathbf{N}(S)$, any pair of the corresponding stable matching can be repaired with no additional modifications. Thus every men must be contained in a sink or a neighbour vertex. This leads to having for each man one of the literals assigned to true in his list in SAT-SM. Therefore every clause in (A) in Equation 3.1 are satisfied.

For the clauses in © in Equation 3.2, for any man's list the clauses are forcing each $s_{i}$ literal to be true if the next one $s_{i+1}$ is. From the definition of a closed
subset, from any sink vertex of $S$, all the preceding rotations (integers in the lists) must be in $S$. And thus every clause in (B) is satisfied.

As the clauses in (C) altogether capture the definition of being a sink vertex of the graph induced by the rotations in $S$, they are all satisfied by $\mathbf{L}(S)$. At last, for the clauses in (D), it is also easy to see that any rotation being in $\mathbf{N}(S)$ is equivalent to not being in the solution and having predecessors in. Thus all the clauses are satisfied. Thus we can conclude that this assignment satisfies the SAT formula of $\mathcal{I}_{S S M}$.
$\Leftarrow$ Suppose that there exists a solution to an instance $\mathcal{I}_{S S M}$ of the decision problem SAT-SM. Thus we have a valid assignment to satisfy the SAT formula of $\mathcal{I}_{S S M}$. We construct a closed subset $S$ to solve $\mathcal{I}$. As previously, we use the sets $\mathbf{L}(S)$ and $\mathbf{N}(S)$, then for each literal $y_{i}$ assigned to true, we put the rotation $\rho_{i}$ in $\mathbf{L}(S)$. We do the same for $p_{i}$ and $s_{i}$ as above.

The clauses in (B) enforce the belonging to $S$ of all rotations preceding any element of $S$, thus the elements in $S$ form a closed subset. To obtain a ( 1,1 )supermatch, we have to be sure we can repair any couple by removing only one rotation present in $\mathbf{L}(S)$ or by only adding one rotation from $\mathbf{N}(S)$. The clauses in (c) enforce the rotations in $\mathbf{L}(S)$ to be without successors in $S$. And in the same way the clauses in (D) enforce the rotations in $\mathbf{N}(S)$ to not be in $S$ but have their predecessors in the solution.

Now we just have to check that all the men are contained in at least one rotation from $\mathbf{L}(S) \cup \mathbf{N}(S)$. From the clauses from (A), we know that at least one $y_{e}$ or $p_{e}$ for any man $m_{i}$ is assigned to true. Thus from this closed subset $S$, we can repair any couple $\left(m_{i}, w_{j}\right)$ using one modification by removing/adding the rotation having $m_{i}$. Since there exists a $1-1$ equivalence between a stable matching and the closed subset in the rotation poset, we have a $(1,1)$-supermatch.

Illustration. In terms of example, a satisfying assignment for the look-up example SAT-SM instance $\mathcal{I}_{S S M}$ in Table 3.3 is presented in Table 3.6. One should read Table 3.6 as: $S=\left\{\rho_{1}, \rho_{2}, \rho_{3}\right\}$. It can be observed in Figure 3.4 that $\rho_{2}$ and $\rho_{3}$ are the sink rotations of $S$. Additionally, $\rho_{4}$ and $\rho_{5}$ are not in $S$, but all their predecessors are in, i.e. they are neighbour rotations. The $S$ corresponds to one

Table 3.6: Solution transformation from $\mathcal{I}_{S S M}$ to $\mathcal{I}$.

| true | false |
| :---: | :---: |
| $s_{1}, s_{2}, s_{3}, y_{2}, y_{3}, p_{4}, p_{5}$ | $s_{4}, s_{5}, s_{6}, y_{1}, y_{4}, y_{5}, y_{6}, p_{1}, p_{2}, p_{3}, p_{6}$ |

of the $(1,1)$-supermatches to the $S M$ instance $\mathcal{I}$ constructed from $\mathcal{I}_{S S M}$.
Corollary 2 Both decision problems $\pi_{11}$ and $\pi_{1 b}$ are $\mathcal{N} \mathcal{P}$-complete.
Note that, we cannot generalize our results to the general case $\pi_{a b}$. Because there is no known polynomial-time witness for $(a, b)$-supermatches for $a>1$.

### 3.6 Threshold and Polynomial Cases

We present a family of instances for which a $(1,1)$-supermatch can be found in polynomial time. Then, we show that ( 2,0 )-supermatches do not exist. Last, we discuss the existence of ( $a, 0$ )-supermatches.

### 3.6.1 Polynomial Cases

In order to show a polynomial-time solvable SM family for $(1,1)$-supermatches, we first introduce a labelling for rotations in the rotation poset. We assume that the label of each source vertex of the rotation poset is 1 , and for every other rotation, the rotations label is calculated by the number of edges to its furthest predecessor summed by the predecessor's label. Note that the furthest predecessor is always a source vertex due to having a poset, and therefore not having any cycles.

We often encounter with these instances when trying to create SM instances that have many stable matchings. Thus, these instances are interesting in the sense that some "large" SM instances often contain a ( 1,1 )-supermatch and finding one is easy despite the size of the problem.

Formally, the label of $\rho \in \mathcal{V}$, denoted by $l(\rho)$, is defined recursively as: $l(\rho)=1$ if $\rho$ is a source node, and $l(\rho)=1+\max _{\rho^{\prime} \in N^{-}(\rho)}\left(l\left(\rho^{\prime}\right)\right)$ otherwise. The set of vertices that have the same label $l$ defines a level, referred as Level $l$. The purpose of the labelling process is to be able to find some levels in the rotation poset such that every level corresponds to a unique stable matching.

Lemma 10 All rotations that have the same label are incomparable.
Proof. The proof is derived from the definition of the labelling function. If one rotation precedes another, i.e. they are comparable, the successors label must
be larger than the label of the predecessor. Therefore, if two rotations have the same label then they are incomparable.

Using the intuition of the levels, we define a family of SM instances called $\mathrm{F}_{w}$. Each SM instance in this family is identified by having a Level $l$ such that the set of all rotations of size 2 in Level $l$ combined with the rotations in the Level $l+1$ involve all the non-fixed men of the underlying instance. Then, we show that all SM instances in this family have a ( 1,1 )-supermatch and we can find this $(1,1)$-supermatch by a polynomial-time algorithm. In Definition 17, we give a formal definition of $\mathrm{F}_{w}$.

Definition $17 \mathrm{~F}_{w}$ is a family of Stable Marriage instances such that each instance has a stable matching $M$, where the $M$ and its corresponding closed subset $S$ have the two following properties:

1) All the sink rotations of size 2 in $S$ have the same label;
2) The rotations of size 2 contained in the union of the sink rotations and neighbour rotations of $S$, cover all the non-fixed men (i.e. $\left|X\left(R^{*}(\boldsymbol{L}(S) \cup N(S))\right)\right|=n$, where $n$ denotes the number of non-fixed men).

The first observation on this family is given in Lemma 11 .
Lemma 11 All instances of $\mathrm{F}_{w}$ admit a (1,1)-supermatch.
Proof. Proposition 3 (Page 67) and Property 2 from Definition 17 lead directly to this result.

Lemma 12 There exists a (1,1)-supermatch $M$ in any instance $\mathcal{I}$ of $\mathrm{F}_{w}$ such that in M's closed subset $S$ all the sink nodes of size 2 have the same label $l$ and all the nodes in Level $l$ are in $S$.

Proof. Let $M$ be such a $(1,1)$-supermatch for $\mathcal{I}$. Let $L$ be the set of sink rotations of $S$. Assume there exists a set of rotations $L^{*}$, where $L \subseteq L^{*}$ such that all the rotations in $L^{*}$ have the label $l$. Then, the closed subset $S^{*}$ defined with $L \cup L^{*}$ as sink rotations corresponds to a (1,1)-supermatch. The proof is quite straightforward. We know from Proposition 3 that $\left|X\left(R^{*}(\mathbf{L}(S) \cup \mathbf{N}(S))\right)\right|=n$ (where $n$ is the number of non-fixed men). Moreover, we have $R^{*}\left(\mathbf{L}\left(S^{*}\right) \cup\right.$ $\left.\mathbf{N}\left(S^{*}\right)\right)$ is a superset of $R^{*}(\mathbf{L}(S) \cup \mathbf{N}(S))$. Hence, $\left|X\left(R^{*}\left(\mathbf{L}\left(S^{*}\right) \cup \mathbf{N}\left(S^{*}\right)\right)\right)\right|=$ $n$ and by Proposition 3, the stable matching corresponding to $S^{*}$ is a $(1,1)$ supermatch.

In short, if a subset of rotations in a level corresponds to a $(1,1)$-supermatch with the given properties, the closed subset that covers all the rotations in that
level also corresponds to a $(1,1)$-supermatch. Thus, in order to find a $(1,1)$ supermatch for $\mathcal{I}$, it is sufficient to look for the closed subset whose set of sink rotations contains all the rotations in a level.

Definition $18\left(\pi_{11}^{w}\right)$ A particular case of $\boldsymbol{\pi}_{11}$ for problem family $\mathrm{F}_{w}$.
Input: A Stable Marriage instance $\mathcal{I} \in \mathrm{F}_{w}$.
Output: Find a $(1,1)$-supermatch for $\mathcal{I}$ ?
We now state our tractability result.
Theorem $7 \pi_{11}^{w}$ is solvable in $O(|\mathcal{V}|+|E|)$ time.
Proof. Consider an instance $\mathcal{I}$ in $\mathrm{F}_{w}$. The principle of our polynomial-time procedure for any instance of $\mathrm{F}_{w}$ is to first identify the different levels, then to look for the closed subset whose set of sink rotations contains all the rotations in every level to see if it corresponds to a ( 1,1 )-supermatch (until one is found). The levels in the rotation poset can be identified by applying topological sort on the rotation poset first and then by calculating the labels of rotations in the sorted list. Topological sorting results in a list of rotations such that if rotation $\rho^{\prime}$ is preceding rotation $\rho$ in $\Pi$, then $\rho^{\prime}$ appears before $\rho$ in the sorted list. The running time of topological sort is $O(|\mathcal{V}|+|E|)$.

Let $N_{l}$ denote the set of all rotations at Level $l$, and $N_{l+1}$ denote the ones at level $l+1$. Then, for any Level $l$, if the union set of all rotations of size 2 in Level $l$ and Level $l+1$ contains all the non-fixed men, i.e. $\left|X\left(R^{*}\left(N_{l} \cup N_{l+1}\right)\right)\right|=n$, then $l$ corresponds to a $(1,1)$-supermatch. The corresponding stable matching is constructed by adding all predecessors of all the rotations at Level $l$, including the rotations themselves into the closed subset. Note that, the last Level $l$ corresponds to a $(1,1)$-supermatch only if $\left|X\left(R^{*}\left(N_{l}\right)\right)\right|=n$.

Let $m<|V|$ be the number of levels in the poset. The check at a level to see if it contains all the men can be done in constant time, and construction of the corresponding stable matching is $O(|\mathcal{V}|)$, which is computed only once at the end. Therefore, the running time of the overall algorithm is $O(|\mathcal{V}|+|E|)$ due to the Topological sorting.

Also, observe that the number of stable matchings this algorithm creates is bounded by the number of levels, where the number of levels is equal to the maximum number of edges in a path between a source vertex and a sink vertex.

Note that, although the algorithm described in the proof of Theorem 7 is com-

Table 3.7: Preference lists for men (left) and women (right) for a Stable Marriage instance $\mathcal{I}_{\mathrm{F}}$ of size 8 .

| $m_{1}$ | 86251473 |
| :--- | :--- | :--- | :--- |
| $m_{2}$ | 57821436 |
| $m_{3}$ | 21756834 |
| $m_{4}$ | 43267581 |
| $m_{5}$ | 41652783 |
| $m_{6}$ | 51843276 |
| $m_{7}$ | 72384561 |
| $m_{8}$ | 35742168 |
| $w_{1}$ | 48761523 |
| $w_{2}$ | 42715386 |
| $w_{3}$ | 21537648 |
| $w_{4}$ | 84365721 |
| $w_{5}$ | 42678153 |
| $w_{6}$ | 74138562 |
| $w_{7}$ | 54136782 |
| $w_{8}$ | 38514267 |



Figure 3.6: Rotation poset of the instance $\mathcal{I}_{\mathrm{F}}$ given in Table 3.7 .
plete for the family $\mathrm{F}_{w}$, it does not guarantee a solution to instances that are not in $\mathrm{F}_{w}$. In Table 3.7 we give an example of a Stable Marriage instance $\mathcal{I}_{\mathrm{F}}$ of size 8 , that is not in $\mathrm{F}_{w}$. Figure 3.6 is the rotation poset that represents this instance, respectively. Note that, $\mathcal{I}_{\mathrm{F}}$ has a $(1,1)$-supermatch. For any such $\mathcal{I}_{\mathrm{F}}$, using the notion of levels of a rotation poset fails to find a (1, 1)-supermatch.

Recall that, if a man has the same partner in all stable matchings of the underlying instance, then the man is said to be fixed. However, if he has at least one alternative partner, then the man is non-fixed. The instance $\mathcal{I}_{\mathrm{F}}$ contains two fixed men ( $m_{2}$ and $m_{6}$ ) and 12 stable matchings in total. Only one stable matching, namely $M=\{(1,8),(2,5),(3,6),(4,3),(5,7),(6,1),(7,2),(8,4)\}$, is a $(1,1)$-supermatch. The closed subset corresponding to $M$ is $S=\left\{\rho_{0}, \rho_{1}, \rho_{3}\right\}$. Let $N_{i}$ denote a level identified by the algorithm described earlier as follows: $N_{1}=\left\{\rho_{0}, \rho_{3}\right\}, N_{2}=\left\{\rho_{1}, \rho_{4}\right\}, N_{3}=\left\{\rho_{2}\right\}$, and $N_{4}=\left\{\rho_{5}\right\}$. Additionally, the corresponding closed subsets for each level is as follows: $S_{N_{1}}=\left\{\rho_{0}, \rho_{3}\right\}$, $S_{N_{2}}=\left\{\rho_{0}, \rho_{3}, \rho_{1}, \rho_{4}\right\}, S_{N_{3}}=\left\{\rho_{0}, \rho_{1}, \rho_{2}\right\}, S_{N_{4}}=\left\{\rho_{0}, \rho_{3}, \rho_{1}, \rho_{4}, \rho_{2}, \rho_{5}\right\} . \mathrm{We}$
can calculate the $(1, b)$-robustness of each stable matching corresponding to these levels. The stable matching of the sets $S_{N_{1}}, S_{N_{2}}$, and $S_{N_{3}}$ are all (1,2)supermatches, whereas the stable matching of $S_{N_{4}}$ is a (1,3)-supermatch.

### 3.6.2 Finding an (a,0)-supermatch

We consider the case of finding an ( $a, 0$ )-supermatch and show that $(2,0)$ supermatches do not exist for the Stable Marriage instances. Let $\boldsymbol{\pi}_{a 0}$ denote the problem of finding an $(a, 0)$-supermatch.

Definition $19\left(\boldsymbol{\pi}_{a 0}\right)$ A particular case of $\boldsymbol{\pi}_{a b}$. Decision problem for ( $a, 0$ )-supermatch.
Input: A Stable Marriage instance $\mathcal{I}$.
Question: Is there an ( $a, 0$ )-supermatch for $\mathcal{I}$ ?
Firstly note that $(1,0)$-supermatches do not exist because in order to find new partners for a couple, at least one other couple must break up. We next show that $(2,0)$-supermatches need not exist in general and then discuss the generic method for solving $\pi_{a 0}$.

Theorem 8 Given any Stable Marriage instance where the number of non-fixed men $n$ is at least 3, there do not exist any (2,0)-supermatches.

Proof. Suppose that a (2,0)-supermatch $M$ exists and let $S$ be its closed subset. We argue that the only way to repair $M$ (if two couples decide to break up) is to obtain a closed subset by either adding a rotation of size 2 to $S$ or to remove a rotation of size 2 from $S$. Let $m_{1}, m_{2}, m_{3}$ be three distinct non-fixed men (recall that $n>2$ ). For every pair of men $\left\{m_{1}, m_{2}\right\},\left\{m_{2}, m_{3}\right\},\left\{m_{1}, m_{3}\right\}$, there exists a rotation $\rho$ of size 2 that involves both men such that $\rho \in \mathbf{L}(S)$ or $\rho \in \mathbf{N}(S)$. Therefore, there necessarily exists a man $m \in\left\{m_{1}, m_{2}, m_{3}\right\}$ that is involved in two rotations $\rho_{1}$ and $\rho_{2}$ that are both in $\mathbf{L}(S)$ or both in $\mathbf{N}(S)$. Since $\rho_{1}$ and $\rho_{2}$ involve $m$, then they are comparable. This contradicts the fact that $\mathbf{L}(S)$ (respectively $\mathbf{N}(S)$ ) contains rotations that are incomparable. Therefore, $(2,0)$-supermatches need not exist in general.

We make the following observation regarding the general case of $(a, 0)$-supermatches. Let $n$ denote the number of non-fixed men in a stable marriage instance $\mathcal{I}$ such that $2<a \leq n$. Also, for a given stable matching $M$ and a number of pairs in $M$ to break-up, the repair matching denotes the closest stable matching to $M$, where the pairs that wish to break-up do not exist in the


Figure 3.7: Illustration of the complexity hierarchy between the different cases of RSM.
repair matching. Suppose that $M$ is a $(a, 0)$-supermatch for $\mathcal{I}$. This means that it is possible to find a repair stable matching to $M$ for a breakage involving every combination of non-fixed men of size $a$. Considering Theorem 8, we have the intuition that $(a, 0)$-supermatches need not exist in general. However, if they exist, we suspect they exist in instances that have many number of stable matchings.

Conclusion. Figure 3.7 summarizes our findings in this chapter by also emphasizing the hierarchy between different cases of finding an $(a, b)$-supermatch. We do not know about the complexity class of finding ( $a, 0$ )-supermatches, yet. However, we suspect they do not exist. If one can find a polynomial-time witness for $(a, b)$-supermatches or ( $a, 1$ )-supermatches, these two problems can also be shown as $\mathcal{N} \mathcal{P}$-complete. In fact, we suspect that the complexity of finding $(a, b)$-supermatches is $\Sigma_{3}^{P}$-complete as discussed in Chapter 6 in greater detail.

### 3.7 Chapter Summary

In this chapter, we introduced a novel robustness notion called $(a, b)$-supermatches for the matching problems under ordinal preferences. We studied in depth the decision problem of a sub-case of RSM, i.e. the $(1,1)$-supermatches. We first provided a characterization for $(1,1)$-supermatches. Then, we provided a model based on finding the independent sets on the rotation posets of the underlying SM instances.

In order to prove the $\mathcal{N} \mathcal{P}$-completeness of deciding if there exists a $(1,1)$ supermatch to a given SM instance, we first defined a special SAT formulation. By using Schaefer's Dichotomy Theorem, we proved that this special formula is $\mathcal{N} \mathcal{P}$-complete. Then, we showed equivalency between the two problems. We also showed that the $\mathcal{N} \mathcal{P}$-completeness lifts up to $(1, b)$-supermatches. Currently, there is no polynomial-time witnesses for $(a, b)$-supermatches. Similarly, we cannot yet generalize our findings on the $\mathcal{N} \mathcal{P}$-completeness to the $(a, 1)$ supermatches. Therefore, we cannot generalize the complexity result. However, as another sub-problem, we showed that ( 2,0 )-supermatches do not exist for the SM. However, there is no generalization of this result to the $(a, 0)$-case, yet.

## Chapter 4

## Methods for Finding (1,b)-supermatches in RSM


#### Abstract

We define a polynomial-time procedure to decide if a given stable matching is a $(1, b)$-supermatch using the rotation poset of the underlying Stable Marriage instance. Then, we propose one complete, and three meta-heuristic models that are based on this polynomial-time procedure for solving the optimization problem of finding a $(1, b)$-supermatch that minimizes the value of $b$. These four models are: CP, local search, genetic algorithm, and a hybrid of both the local search and the genetic algorithm procedures. Subsequently, we perform experiments on two different datasets. One of them consists of uniformly random SM instances, and the other one consists of SM instances that contain many stable matchings (referred as MANY). We first report the performance comparison of the four models on the random RSM instances. Finally, we report how these models perform on Many.


### 4.1 Notation and Definitions

We present a polynomial-time algorithm based on rotations to verify if a given stable matching is a $(1, b)$-supermatch. We use some of the notation defined for RSM in Section 3.2, and also introduce below a few others for this chapter. Notice that, for an SM instance that contains at least two different stable matchings, each stable matching $M$ of the instance has a value $b$ such that $M$
is a $(1, b)$-supermatch. We define the most robust stable matching of a given SM instance as a $(1, b)$-supermatch that has the minimum $b$ value among all the $(1, b)$-supermatches of the underlying instance. We suppose that $M$ is a given stable matching, $S$ its corresponding closed subset, and $\left(m_{i}, w_{j}\right)$ is the non-fixed pair in $M$ that wishes to break-up. In order to avoid repetition, we use a notation for stable matchings and their corresponding closed subsets such that if a stable matching is identified using some superscripts or subscripts, then its corresponding closed subset contains them as well (i.e. the closed subset of $M_{i}^{j}$ is denoted by $S_{i}^{j}$ ).

Recall the definitions of elimination and production rotations introduced in Section 3.2. Our work in this section is mostly based on these two special rotations. Given a rotation $\rho$ exposed on a stable matching $M$ and a pair $\left(m_{i}, w_{j}\right) \in \rho$, the stable matching $M / \rho$ is said to be obtained after eliminating $\rho$ from $M$. In this case, we say that the pair $\left(m_{k}, w_{k}\right), 0 \leq k \leq|\rho|$, is eliminated by $\rho$ and $\left(m_{k}, w_{k+1}\right)$ is produced by $\rho$. Suppose that there is a stable matching $M$, and rotation $\rho=\left(m_{0}, w_{0}\right),\left(m_{1}, w_{1}\right), \ldots,\left(m_{l-1}, w_{l-1}\right)$ is exposed on the $M$. Then $\rho$ is the elimination rotation for the pairs: $\left(m_{0}, w_{0}\right),\left(m_{1}, w_{1}\right), \ldots,\left(m_{l-1}, w_{l-1}\right)$, and it is the production rotation for the pairs: $\left(m_{0}, w_{1}\right),\left(m_{1}, w_{2}\right), \ldots,\left(m_{l-1}, w_{0}\right)$.

For each pair $\left(m_{i}, w_{j}\right)$ that appears in some stable matching $M$, the pair ( $m_{i}, w_{j}$ ) $\notin M_{0}$, and $M \neq M_{0}$, there exists a unique production rotation $\rho_{p_{i, j}}$ that produces $\left(m_{i}, w_{j}\right)$. Similarly, if $\left(m_{i}, w_{j}\right) \notin M_{Z}$ and $M \neq M_{Z}$, then there exists a unique elimination rotation $\boldsymbol{\rho}_{e_{i, j}}$ that eliminates $\left(m_{i}, w_{j}\right)$. Recall that it is always the case that $M$ strictly dominates $M / \rho$ and the addition operations ( +1 ) on rotations are modulo $|\rho|$.

We identify four different cases below to make it easier to show the existence of the production and elimination rotations. These four different cases are listed based on the existence of a stable pair $\left(m_{i}, w_{j}\right)$ in the man-optimal and the woman-optimal stable matchings ( $M_{0}$ and $M_{Z}$, respectively) as follows:
(1) $\left(m_{i}, w_{j}\right) \in M_{0}$ and $\left(m_{i}, w_{j}\right) \in M_{Z}$, or;
(2) $\left(m_{i}, w_{j}\right) \in M_{0}$ and $\left(m_{i}, w_{j}\right) \notin M_{Z}$, or;
(3) $\left(m_{i}, w_{j}\right) \notin M_{0}$ and $\left(m_{i}, w_{j}\right) \in M_{Z}$, or;
(4) $\left(m_{i}, w_{j}\right) \notin M_{0}$ and $\left(m_{i}, w_{j}\right) \notin M_{Z}$.

Case (1) refers to the case in which $\left(m_{i}, w_{j}\right)$ is a fixed pair. For Case (2), the $w_{j}$ is the most preferred stable partner for $m_{i}$, but $m_{i}$ also has alternative, less
preferred, partner(s) than $w_{j}$. For Case (3), $w_{j}$ is the least preferred stable partner for $m_{i}$ and he has better alternative(s). The last case, Case (4), applies when $m_{i}$ has more alternatives than $w_{j}$, where he can be partners with a more preferred woman (women) or less preferred ones.

If there is a stable matching $M$, and it includes the pair $\left(m_{i}, w_{j}\right) \in M$, then we can observe the production and elimination rotations of that pair as:

- If Case (1), then there do not exist a production or elimination rotation for the ( $m_{i}, w_{j}$ );
- If Case (2), then there exists a rotation that eliminates the $\left(m_{i}, w_{j}\right)$;
- If Case (3), then there exists a rotation that produces the $\left(m_{i}, w_{j}\right)$;
- If Case (4), then there exists a rotation that produces the ( $m_{i}, w_{j}$ ) and there exists another one that eliminates it.

Suppose that a pair $\left(m_{i}, w_{j}\right) \in M$ wishes to break-up. Let $M^{\prime}$ denote the closest stable matching to $M$ that does not include $\left(m_{i}, w_{j}\right)$. Recall that the stable matching $M^{\prime}$ is said to be the repair matching for $M$ for pair $\left(m_{i}, w_{j}\right)$. The $M^{\prime}$ can either be a stable matching that dominates $M$ in the lattice of stable matchings, it can be a stable matching that is dominated by $M$, or it can be incomparable to $M$. As an illustration, in the case of $M_{0} \preceq M^{\prime} \preceq M$, it means that there exists a rotation $\rho$ that is in the closed subset of $M$ and not in the closed subset of $M^{\prime}$ (i.e. $\rho \in S$ and $\rho \notin S^{\prime}$ ). This rotation is the rotation that produces the pair $\left(m_{i}, w_{j}\right)$ in $M$. However, if $M \preceq M^{\prime} \preceq M_{Z}$, then there exists a rotation $\rho$ that eliminates the pair in $M$. Hence, when it is included in a closed subset, we see a different partner for $m_{i}$ than $w_{j}$. In this case, $\rho \notin S$ and $\rho \in S^{\prime} \cdot{ }^{1}$ Considering the above-mentioned cases based on precedence, we identify two different sets for each stable matching $M$. For any pair $\left(m_{i}, w_{j}\right) \in M$, if the production rotation $\rho_{p_{i, j}}$ exists, then there exists a set of stable matchings $S_{u}$, where each of them dominates $M$ and does not include the ( $m_{i}, w_{j}$ ). Similarly, if there exists the elimination rotation $\rho_{e_{i, j}}$, then there exists a set of stable matchings $S_{d}$, where each of the stable matchings in $S_{d}$ is dominated by $M$ and none of them include the pair $\left(m_{i}, w_{j}\right)$.

[^0]
### 4.2 Methodology for verifying a (1,b)-supermatch

In this section, our motivation is to find a procedure that verifies if a given stable matching is a $(1, b)$-supermatch, or not. Considering that there may be exponential number of stable matchings to the instance, enumerating all stable matchings may be impractical for some cases. We present here a procedure that decides if a given stable matching is a $(1, b)$-supermatch in polynomial-time.

The intuition of this procedure is due to the lattice structure of all stable matchings. In order to find if a stable matching $M$ is a $(1, b)$-supermatch, one needs to find all the closest stable matchings to $M$ for the break-up of each pair. We discuss below a procedure that shows how to find the closest stable matching $M^{\prime}$ to $M$ given a pair in $\left(m_{i}, w_{j}\right) \in M$ and $\left(m_{i}, w_{j}\right) \notin M^{\prime}$. We first show that the stable matching $M^{\prime}$ is either $M^{\prime} \preceq M$ or $M \preceq M^{\prime}$ in the lattice. We begin by showing how to construct both of these two stable matchings, then prove that one of them is the closest to $M$.

Recall that each man in a stable matching refers to a unique pair. We identify for each pair $\left(m_{i}, w_{j}\right) \in M$, for $m_{i}$, two stable matchings $M_{\mathrm{UP}}^{* i}$ and $M_{\mathrm{DOWN}}^{* i}$. The $M_{\mathrm{UP}}^{* i}$ represents a stable matching that dominates $M$ and does not include the pair $\left(m_{i}, w_{j}\right)$. Similarly, $M_{\text {DOWN }}^{* i}$ represents a stable matching that is dominated by $M$ and does not include the pair $\left(m_{i}, w_{j}\right)$. It is important to note that $M_{\mathrm{UP}}^{* i}$ or $M_{\text {DOWN }}^{* i}$ need not exist. For instance, all of the dominating stable matchings of $M$ include the pair, it means that the pair is included in the man-optimal stable matching $M_{0}$ (Case (1) and Case (2)). In other words, $w_{j}$ is the best possible partner for $m_{i}$. Therefore, an $M_{\mathrm{UP}}^{* i}$ does not exist. Similarly, if there exist no dominated stable matchings that does not include the unwanted pair, it means that $w_{j}$ is the least preferred partner of $m_{i}$ (Case (1) and Case (3)). Therefore, there does not exist an $M_{\text {DOWN }}^{* i}$.

Let us define the closed subsets of the above-mentioned two stable matchings $M_{\mathrm{UP}}^{* i}$ and $M_{\text {DOWN }}^{* i}$, where $m_{i}$ wishes to break-up in our current stable matching $M$. We name their closed subsets as $S_{\mathrm{UP}}^{* i}$ and $S_{\mathrm{DOWN}}^{* i}$, respectively. Note that given $S_{u}$ as the set of all the dominating stable matchings of $M$, and $S_{d}$ as the dominated ones: $M_{\mathrm{UP}}^{* i} \in S_{u}$ and $M_{\text {DOWN }}^{* i} \in S_{d}$.

In Equation 4.1, we define the $S_{\mathrm{UP}}^{* i}$ as a closed subset that includes all the rotations in the corresponding closed subset $S$ of $M$, except the rotation that produced $\left(m_{i}, w_{j}\right)$, i.e. $\rho_{p_{i, j}}$, and all the successors of $\rho_{p_{i, j}}$ in $S$. More formally,
if $\left(m_{i}, w_{j}\right) \notin M_{0}$, we define a specific set of rotations $S_{\mathrm{UP}}^{* i}$ as follows $\stackrel{2}{2}^{2}$

$$
\begin{equation*}
S_{\mathrm{UP}}^{* i}=S \backslash\left(\left\{\rho_{p_{i, j}}\right\} \cup\left(N_{t}^{+}\left(\rho_{p_{i, j}}\right) \cap S\right)\right) . \tag{4.1}
\end{equation*}
$$

Subsequently, in Equation 4.2, we define $S_{\text {DOWN }}^{* i}$ as a closed subset that contains all the rotations in $S$ together with the rotation that eliminates $\left(m_{i}, w_{j}\right)$, i.e. $\rho_{e_{i, j}}$. Additionally, we need all the predecessors of the $\rho_{e_{i, j}}$ that are not in $S$ to make sure $S_{\text {Down }}^{* i}$ is a closed subset. Formally, if $\left(m_{i}, w_{j}\right) \notin M_{Z}$, we define a specific set of rotations $S_{\text {DOWN }}^{* i}$ as follows:

$$
\begin{equation*}
S_{\mathrm{DOWN}}^{* i}=S \cup\left\{\rho_{e_{i, j}}\right\} \cup\left(N_{t}^{-}\left(\rho_{e_{i, j}}\right) \backslash S\right) . \tag{4.2}
\end{equation*}
$$

In Figure 4.1 we illustrate for a closed subset $S$ and a pair $\left(m_{i}, w_{j}\right)$ that wishes to break-up in $M$ : the two sets $S_{\mathrm{UP}}^{* i}, S_{\mathrm{DOWN}}^{* i}$, and also the closed subset $\left(S_{k}\right)$ of an incomparable matching $M_{k}$ to be used later in this section.

Observe that the set $S_{\mathrm{UP}}^{* i}$ is obtained by removing the production rotation that produced the partner of $m_{i} \in M$ and all of its successors that are in $S$ (i.e. $\rho_{p_{i, j}}$


Figure 4.1: A set of closed subsets illustrated on a sample rotation poset.

[^1]and $\rho_{m}$ ). On the other hand, the set $S_{\text {DOWN }}^{* i}$ is obtained by adding the elimination rotation that eliminates the partner of $m_{i}$ in $M$ and also all its predecessors that are not in $S$ (i.e. $\rho_{e_{i, j}}$ and $\rho_{n}$ ). Observe that $S_{\mathrm{UP}}^{* i}$ and $S_{\text {DOWN }}^{* i}$ are in fact, closed subsets since $S$ is a closed subset.

For illustration, consider the stable matching $M_{5}$ in Figure 2.10 (Page 40), and its closed subset $S_{5}=\left\{\rho_{0}, \rho_{1}, \rho_{2}\right\}$, which can be verified in Table 3.1 (Page 65). Table 4.1 shows for the break-up of each man $\left(m_{i}, w_{j}\right)$ the closed subsets $S_{\mathrm{UP}}^{* i}$ and $S_{\text {DOWN }}^{* i}$, if one exists. If the closed subset does not exist, we denote it by the sign "-".

Table 4.2 shows the stable matchings corresponding to the closed subsets in Table 4.1 and the distances between the current stable matching $M_{5}$ to each one of them. The distances are denoted as $d_{u p}^{i}$ and $d_{\text {down }}^{i}$ in the table, where for each man $m_{i}, d_{u p}^{i}=d\left(M_{5}, M_{\mathrm{UP}}^{* i}\right)$ and $d_{\text {down }}^{i}=d\left(M_{5}, M_{\mathrm{DOWN}}^{* i}\right)$, respectively. If $M_{\mathrm{UP}}^{* i}$ does not exist for a man $m_{i}$, then $d_{u p}^{i}$ is set to $\infty$ (the same value is used when $M_{\text {DOWN }}^{* m}$ does not exist). Lastly, $b_{i}=\min \left(d_{\text {up }}^{i}, d_{\text {down }}^{i}\right)-1$ represents the repair cost of each man. The reason for subtraction of 1 is because we are considering only ( $1, b$ )-supermatches, hence $a=1$ (see Definition 12, Page 64).

Table 4.1: The closed subsets $S_{\mathrm{UP}}^{* i}$ and $S_{\mathrm{DOWN}}^{* i}$ for $M_{5}$.

| $\left(\boldsymbol{m}_{\boldsymbol{i}}, \boldsymbol{w}_{\boldsymbol{j}}\right)$ | $\boldsymbol{\rho}_{\boldsymbol{p}_{i, j}}$ | $\boldsymbol{\rho}_{e_{i, j}}$ | $\boldsymbol{S}_{\mathrm{UP}}^{* i}$ | $\boldsymbol{S}_{\text {DOWN }}^{* i}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\left(m_{0}, w_{4}\right)$ | $\rho_{2}$ | $\rho_{3}$ | $\left\{\rho_{0}, \rho_{1}\right\}$ | $\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{3}\right\}$ |
| $\left(m_{1}, w_{5}\right)$ | $\rho_{1}$ | $\rho_{5}$ | $\left\{\rho_{0}\right\}$ | $\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{4}, \rho_{5}\right\}$ |
| $\left(m_{2}, w_{6}\right)$ | - | $\rho_{4}$ | - | $\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{4}\right\}$ |
| $\left(m_{3}, w_{3}\right)$ | - | $\rho_{5}$ | - | $\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{4}, \rho_{5}\right\}$ |
| $\left(m_{4}, w_{1}\right)$ | - | $\rho_{3}$ | - | $\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{3}\right\}$ |
| $\left(m_{5}, w_{2}\right)$ | $\rho_{2}$ | - | $\left\{\rho_{0}, \rho_{1}\right\}$ | - |
| $\left(m_{6}, w_{0}\right)$ | $\rho_{1}$ | $\rho_{4}$ | $\left\{\rho_{0}\right\}$ | $\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{4}\right\}$ |

Table 4.2: The repair stable matchings $M_{\mathrm{UP}}^{* i}$ and $M_{\mathrm{DOWN}}^{* i}$ for each man in $M_{5}$ following the Table 4.1 and the distances between $M_{5}$ and the repair stable matchings.

| $\boldsymbol{M}_{\mathrm{UP}}^{* i}$ | $\boldsymbol{M}_{\text {DOWN }}^{* i}$ | $\boldsymbol{d}_{\text {up }}^{i}$ | $\boldsymbol{d}_{\text {down }}^{i}$ | $\boldsymbol{b}_{\boldsymbol{i}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $M_{2}$ | $M_{8}$ | 2 | 2 | 1 |
| $M_{1}$ | $M_{7}$ | 4 | 4 | 3 |
| - | $M_{6}$ | $\infty$ | 2 | 1 |
| - | $M_{7}$ | $\infty$ | 4 | 3 |
| - | $M_{8}$ | $\infty$ | 2 | 1 |
| $M_{2}$ | - | 2 | $\infty$ | 1 |
| $M_{1}$ | $M_{6}$ | 4 | 2 | 1 |

Table 4.3: The robustness values of all stable matchings for the sample given in Table 2.1 .

| $\boldsymbol{M}_{\boldsymbol{k}}$ | $\boldsymbol{S}_{\boldsymbol{k}}$ | $\mathbf{b}$ |
| :---: | :---: | :---: |
| $M_{0}$ | $\}$ | 5 |
| $M_{1}$ | $\left\{\rho_{0}\right\}$ | 4 |
| $M_{2}$ | $\left\{\rho_{0}, \rho_{1}\right\}$ | 3 |
| $M_{3}$ | $\left\{\rho_{0}, \rho_{1}, \rho_{4}\right\}$ | 2 |
| $M_{4}$ | $\left\{\rho_{0}, \rho_{1}, \rho_{4}, \rho_{5}\right\}$ | 3 |
| $M_{5}$ | $\left\{\rho_{0}, \rho_{1}, \rho_{2}\right\}$ | 3 |
| $M_{6}$ | $\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{4}\right\}$ | 1 |
| $M_{7}$ | $\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{4}, \rho_{5}\right\}$ | 3 |
| $M_{8}$ | $\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{3}\right\}$ | 3 |
| $M_{9}$ | $\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}\right\}$ | 2 |
| $M_{10}$ | $\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}\right\}$ | 3 |

The robustness of a stable matching is characterized by the repair cost of the non-fixed man that has the worst repair cost $b=\sum_{i \in\{1 \ldots n\}} \max \left(b_{i}\right)$. For instance, for the given example, $M_{5}$ is characterized as a (1,3)-supermatch as men $m_{1}$ and $m_{3}$ require at least 3 other men to change their partners. Moreover, Table 4.3 lists the $(1, b)$-robustness values for each stable matching for the SM instance in Figure 2.10 (Page 40). The most robust stable matching in this example is $M_{6}$ since it has the smallest value for $b$. Similarly, $M_{0}$ is the least robust stable matching.

We now show the correctness of our method. Recall that $X(\rho)$ denotes the set of men involved in the rotation $\rho$. Lemma 13 gives a main characterization for the incomparable rotations.

Lemma 13 Given two incomparable rotations $\rho$ and $\rho^{\prime}$, the set of men in $\rho$ and $\rho^{\prime}$ are disjoint (i.e. $X(\{\rho\}) \cap X\left(\left\{\rho^{\prime}\right\}\right)=\emptyset$ ).

Proof. By definition of incomparability, if two rotations are incomparable, it means that they modify a set of men who do not require modifications from the other first. Therefore the sets of men are distinct.

In Lemma 14 we characterize the distance relation between comparable stable matchings. We show that if two stable matchings are close in the lattice in terms of the length of the shortest path that connect them, they are also closer in terms of our distance function.

Lemma 14 Given three stable matchings $M_{x}, M_{y}$ and $M_{z}$ such that $M_{x} \preceq M_{y} \preceq$ $M_{z}$, then $M_{z}$ (or $M_{x}$ ) is closer to $M_{y}$ than $M_{x}$ (or $M_{z}$ ) i.e. $d\left(M_{y}, M_{z}\right) \leq d\left(M_{x}, M_{z}\right)$
and $d\left(M_{x}, M_{y}\right) \leq d\left(M_{x}, M_{z}\right)$.
Proof. Using the properties of domination and the closed subsets in Theorem 3 (Page 44), we can infer $S_{x} \subset S_{y} \subset S_{z}$.

Assume to the contrary that $d\left(M_{y}, M_{z}\right)>d\left(M_{x}, M_{z}\right)$. This situation occurs only if a set of pairs that are present in $M_{x}$ are eliminated to obtain $M_{y}$ and then re-matched with the same partners they had in $M_{x}$ to get $M_{z}$. However, this contradicts Corollary 1 (Page 41). For similar reasons, $d\left(M_{x}, M_{y}\right)<d\left(M_{x}, M_{z}\right)$.

Remark. Observe for Lemma 14 that the distance of a stable matching to two different stable matchings can be the same, i.e. $d\left(M_{x}, M_{y}\right)=d\left(M_{x}, M_{z}\right)$. This case occurs if the rotation set in the difference sets $S_{y} \backslash S_{x}, S_{z} \backslash S_{x}$, and $S_{z} \backslash S_{y}$ include the same set of men. We demonstrate this case on a Stable Marriage instance $\mathcal{I}$ of size 8 given in Manlove's book, Page 91 [Man13]. Figure 4.2 illustrates the lattice of the stable matchings of $\mathcal{I}$.

Consider the three stable matchings $M_{8} \preceq M_{15} \preceq M_{21}$ in this instance. The stable matchings can be identified by starting with the man-optimal matching (denoted by $M_{1}$ on the figure) and exposing each rotation one by one by respecting their order until the desired stable matching is reached. The rotations on the path from $M_{1}$ to a stable matching $M_{i}$ identifies the corresponding closed subset of $M_{i}$ (denoted by $S_{i}$ ). The pairs involved in these three matchings are as follows:

$$
\begin{aligned}
M_{8} & =\{(1,1),(2,3),(3,4),(4,8),(5,2),(6,5),(7,6),(8,7)\} \\
M_{15} & =\{(1,5),(2,4),(3,3),(4,6),(5,8),(6,7),(7,2),(8,1)\} \\
M_{21} & =\{(1,7),(2,8),(3,2),(4,1),(5,6),(6,4),(7,3),(8,5)\}
\end{aligned}
$$

The closed subsets corresponding to these three stable matchings are:

$$
\begin{aligned}
S_{8} & =\left\{\rho_{1}, \rho_{2}, \rho_{3}\right\} \\
S_{15} & =\left\{\rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}, \rho_{6}\right\} \\
S_{21} & =\left\{\rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}, \rho_{5}, \rho_{6}, \rho_{7}, \rho_{8}, \rho_{9}, \rho_{10}\right\}
\end{aligned}
$$



Figure 4.2: A sample Stable Marriage instance of 8 men and 8 women from Manlove [Man13].

The pairs involved in the rotations are presented below:

$$
\begin{array}{ll}
\rho_{1}=(1,3),(2,1), & \rho_{6}=(4,8),(7,6),(5,2), \\
\rho_{2}=(3,7),(5,4),(8,2), & \rho_{7}=(3,3),(8,1), \\
\rho_{3}=(4,5),(7,8),(6,6), & \rho_{8}=(2,4),(5,8),(6,7), \\
\rho_{4}=(1,1),(6,5),(8,7), & \rho_{9}=(1,5),(5,7),(8,3), \\
\rho_{5}=(2,3),(3,4), & \rho_{10}=(3,1),(7,2),(5,3)(4,6) .
\end{array}
$$

In this case, the difference sets are:

$$
\begin{aligned}
S_{15} \backslash S_{8} & =\{\rho 4, \rho 5, \rho 6\} \\
S_{21} \backslash S_{15} & =\{\rho 7, \rho 8, \rho 9, \rho 10\} \\
S_{21} \backslash S_{8} & =\{\rho 4, \rho 5, \rho 6, \rho 7, \rho 8, \rho 9, \rho 10\}
\end{aligned}
$$

Due to the fact that $X\left(S_{15} \backslash S_{8}\right)=X\left(S_{21} \backslash S_{15}\right)=X\left(S_{21} \backslash S_{8}\right)=$ $\{1,2,3,4,5,6,7,8\}$, all 8 men have different partners in all three stable matchings. In addition, the distances of all of them are equal to each other $d\left(M_{8}, M_{15}\right)=d\left(M_{15}, M_{21}\right)=d\left(M_{8}, M_{21}\right)=8$.

Having defined two stable matchings $M_{\mathrm{UP}}^{* i}$ and $M_{\text {Down }}^{* i}$ above, we now show that one of them is the closest stable matching to $M$ when $m_{i}$ wishes to break-up. As the first step, in Lemma 15 we show that $M_{\mathrm{UP}}^{* i}$ is the closest stable matchings to $M$ in the lattice when compared with all other dominating stable matchings in $S_{u}$. Subsequently, in Lemma 16 we show that $M_{\text {DOWN }}^{* i}$ is the closest to $M$ when compared with all other dominated stable matchings in $S_{d}$. The reader is referred to the illustration given in Figure 4.1 (Page 97), as it demonstrates the sets used in Lemma 15, 16, and 17 .

Lemma 15 If there exists a stable matching $M_{x}$ that: (a) does not contain $\left(m_{i}, w_{j}\right)$, (b) dominates $M$, and (c) different from $M_{\mathrm{UP}}^{* i}$, then $M_{x}$ dominates $M_{\mathrm{UP}}^{* i}$.

Proof. $M_{\mathrm{UP}}^{* i} \preceq M$ by definition. Suppose by contradiction that there exists an $M_{x}$ such that $\left(m_{i}, w_{j}\right) \notin M_{x}$ and $M_{\mathrm{UP}}^{* i} \preceq M_{x} \preceq M$. It implies that $S_{\mathrm{UP}}^{* i} \subset S_{x} \subset S$. In this case, the difference set ( $S_{x} \backslash S_{\mathrm{UP}}^{* i}$ ) contains the rotation that produced the pair and also all its successors is $S$. Formally, $\left(S_{x} \backslash S_{\mathrm{UP}}^{* *}\right) \subset\left\{\left\{\rho_{p_{i, j}}\right\} \cup\left\{N_{t}^{+}\left(\rho_{p_{i, j}}\right) \cap\right.\right.$ $S\}\}$. Adding any rotation from this set to $S_{x}$ results in a contradiction by either adding ( $m_{i}, w_{j}$ ) to the matching, thereby not breaking that couple, or because
the resulting set is not a closed subset.
Example. An example $M_{x}$ as discussed in Lemma 15 could be illustrated in Figure 4.1 as a $S_{k}$ that contains only the sink vertex of the rotation poset.

Lemma 16 If there exists an $M_{x}$ that: (a) does not contain ( $m_{i}, w_{j}$ ), (b) is dominated by $M$, (c) and different from $M_{\text {DOWN }}^{* i}$, then $M_{\text {DOWN }}^{* i}$ dominates $M_{x}$.

Proof. Similar to the proof above, suppose that there exists an $M_{x}$ such that $\left(m_{i}, w_{j}\right) \notin M_{x}$ and $M \preceq M_{x} \preceq M_{\text {DOWN }}^{* i}$. We have $S \subset S_{x} \subset S_{\text {DOWN }}^{* i}$. It implies that the difference set $\left(S_{x} \backslash S\right.$ ) contains the elimination rotation of the pair and its all preceding rotations that are not in $S$. More formally, $\left(S_{x} \backslash S\right) \subset$ $\left\{\left\{\rho_{e_{i, j}}\right\} \cup\left\{N_{t}^{-}\left(\rho_{e_{i, j}}\right) \backslash S\right\}\right\}$. In order to add $\rho_{e_{i, j}}$ all other rotations must be added to form a closed subset. If all rotations are added, $S=S_{\text {Down }}^{* i}$ which results in a contradiction.

Example. An example $M_{x}$ as discussed in Lemma 16 could be illustrated in Figure 4.1 as a $S_{k}$ that contains all the rotations in $S_{\text {DOWN }}^{* i}$ and the immediate successor of $\rho_{e_{i, j}}$.

Finally, we show in Lemma 17 that an incomparable stable matching to $M$ cannot be closer to $M$ than either $M_{\mathrm{UP}}^{* i}$ or $M_{\text {DOWN }}^{* i}$. Note that, an incomparable stable matching $M_{k}$ is already illustrated in Figure 4.1.

Lemma 17 For any stable matching $M_{k}$ incomparable with $M$ such that $M_{k}$ does not contain the pair $\left(m_{i}, w_{j}\right), M_{\mathrm{UP}}^{* i}$ is closer to $M$ than $M_{k}$.

Proof. Let $S_{k}$ be the closed subset corresponding to $M_{k}$, and $S$ be that corresponding to $M$. First, we consider the case in which $S_{k} \cap S=\emptyset$. If the closed subsets have no rotations in common the rotations in these sets are incomparable. Using Lemma 13, $X\left(S_{k}\right) \cap X(S)=\emptyset$. Therefore, $d\left(M_{k}, M\right)=\left|X\left(S_{k}\right)\right|+|X(S)|$, whereas $d\left(M_{\mathrm{UP}}^{* i}, M\right) \leq|X(S)|$.

Second, we consider the case in which $S_{k} \cap S \neq \emptyset$. Let $M_{c}$ be the closest dominating stable matching of both $M_{k}$ and $M_{\mathrm{UP}}^{* i}$, along with $S_{c}$ as its corresponding closed subset. Using Lemma 14 we know that $d\left(M_{\mathrm{UP}}^{* i}, M\right) \leq d\left(M_{c}, M\right)$, where $d\left(M_{c}, M\right)=\left|X\left(S \backslash S_{c}\right)\right|$.

Using Lemma 13 we know that $X\left(S_{k} \backslash S_{c}\right) \cap X\left(S \backslash S_{c}\right)=\emptyset$. Therefore, $d\left(M_{k}, M\right)=$ $\left|X\left(S_{k} \backslash S_{c}\right)\right|+\left|X\left(S \backslash S_{c}\right)\right|$. By substituting the formula above, $d\left(M_{k}, M\right) \geq$ $\left|X\left(S_{k} \backslash S_{c}\right)\right|+d\left(M_{\mathrm{UP}}^{* i}, M\right)$. Using the fact that $\left|X\left(S_{k} \backslash S_{c}\right)\right|>0$ from the definition of $M_{k}$, we can conclude that $d\left(M_{k}, M\right)>d\left(M_{\mathrm{UP}}^{* i}, M\right)$.

Theorem 9 is a direct consequence of Lemmas 15, 16, and 17, It concludes that the repair stable matching for $M$ for pair $\left(m_{i}, w_{j}\right)$ is one of the stable matchings we have identified.

Theorem 9 The closest stable matching of a stable matching $M$ given the unwanted pair $\left(m_{i}, w_{j}\right)$ is either $M_{\mathrm{UP}}^{* i}$ or $M_{\mathrm{DOWN}}^{* i}$.

Proof. The proof is immediate from Lemmas 15, 16, and 17 .
Lemma 18 identifies the stable matching in any SM instance that is brittle, i.e. it has the highest value of $b$.

Lemma 18 For any SM instance, either $M_{0}$ or $M_{Z}$ is the $(1, b)$-supermatch that has the largest b among all stable matchings of the underlying instance.

Proof. Suppose for contradiction that there exists a stable matching $M$, where $M \notin\left\{M_{0}, M_{Z}\right\}$, and $M$ has a larger $b$ value among those three stable matchings when their $(1, b)$-robustness is computed. Assume that this large value of $b$ of $M$ is due to the distance for $M$ to a repair matching $M^{\prime}$. We know that the man-optimal stable matching $M_{0}$ dominates all other stable matchings, and the woman-optimal one $M_{Z}$ is dominated by all others (i.e. $M_{0} \preceq M^{\prime} \preceq M_{Z}$ ). By Lemma 14, for any stable matching $M^{\prime}$ that is $M_{0} \preceq M^{\prime} \preceq M$ or $M \preceq M^{\prime} \preceq M_{Z}$, $M^{\prime}$ is closer to $M$ than the man/woman optimal matchings. This means that, if $M_{0} \preceq M^{\prime} \preceq M$, then $d\left(M, M^{\prime}\right) \operatorname{leqd}\left(M, M_{0}\right)$. Similarly, if $M \preceq M^{\prime} \preceq M_{Z}$, then $d\left(M, M^{\prime}\right) l e q d\left(M, M_{Z}\right)$. Hence, the supposition contradicts.

### 4.2.1 Complexity

We show that checking if a stable matching is a $(1, b)$-supermatch can be performed in total, in $O(n \times|\mathcal{V}|)$ time after a $O\left(n^{2}+|\mathcal{V}|^{2}\right)$ preprocessing step. We explain the reasoning below.

The pre-processing step consists of building: the rotation poset (in $O\left(n^{2}\right)$ time), the transitive predecessor and successor lists $N_{t}^{-}(\rho), N_{t}^{+}(\rho)$ for each rotation $\rho$ (in $O\left(|\mathcal{V}|^{2}\right)$ time), and the identification of $\rho_{e_{i, j}}$ and $\rho_{p_{i, j}}$ for each pair ( $m_{i}, w_{j}$ ) whenever applicable (in $O\left(n^{2}\right)$ time). The construction of the rotation poset takes $O\left(n^{2}\right)$ as discussed in Section 2.4.1 (Page 42). The construction of the lists $N_{t}^{-}(\rho), N_{t}^{+}(\rho)$ for each rotation is performed by identifying all the rotations in the rotation poset, where the number of rotations is $O(|\mathcal{V}|)$. Therefore, this identification takes $O\left(|\mathcal{V}|^{2}\right)$. The identification of the elimination and pro-
duction rotations for each pair is performed by searching for all the rotations in the rotation poset. There are exactly $n / 2$ pairs and $|\mathcal{V}|$ rotations yielding in $O(n+|\mathcal{V}|)$. Combining all the three orders, we obtain a pre-processing time of $O\left(n^{2}+|\mathcal{V}|^{2}\right)$. Note that, the number of rotations $|\mathcal{V}|$ is bounded by $n(n-1) / 2$.

Next, we compute $S_{\mathrm{UP}}^{* i}$ and $S_{\mathrm{DOWN}}^{* i}$ for each man. Note that $S_{\mathrm{UP}}^{* i}$ and $S_{\mathrm{DOWN}}^{* i}$ can be constructed in $O(|\mathcal{V}|)$ time (by definition of $S_{\mathrm{UP}}^{* i}$ and $S_{\mathrm{DOWN}}^{* i}$ ) for each man $m_{i}$ (see Equation 4.1 and Equation 4.2). Note that, computing the distance $d\left(M_{\mathrm{UP}}^{* i}, M\right)$ is equal to the number of men participating in the rotations that are eliminated from $S$ to obtain $S_{\mathrm{UP}}^{* i}$. The difference set, $S \backslash S_{\mathrm{UP}}^{* i}$ obtains, in the worst case, all the rotations in the poset, i.e. $O(|\mathcal{V}|)$. The same applies to calculating the distance $d\left(M_{\text {DOWN }}^{* i}, M\right)$. Last, if $b<d\left(M_{\mathrm{UP}}^{* i}, M\right)-1$ and $b<d\left(M_{\text {DOWN }}^{* i}, M\right)-1$, we know that it is impossible to repair $M$ when $m_{i}$ needs to change his partner with at most $b$ other changes. Otherwise, $M$ is a $(1, b)$-supermatch. Hence, the defined procedure takes $O(n \times|\mathcal{V}|)$, which can be equal to $O\left(n^{3}\right)$, in the worst case.

As a final remark, we obtain a closed subset $S$ as the solution to the procedure defined. Hence, there also exists an additional cost to convert the solution $S$ into its corresponding stable matching $M$. In order to do that, starting from $M_{0}$, all the rotations in $S$ starting from the sink rotation of $S$ by respecting the precedence order, must be eliminated. The resulting matching $M^{\prime}$, is obtained by eliminating $|\rho|$ pairs for each rotation $\rho$ in $S$.

### 4.3 Constraint Programming Model

Constraint programming (CP) is one of the most powerful techniques for solving combinatorial search problems by expressing the relations between decision variables as constraints [RvBW06]. In this section we give a CP formulation for finding the most robust stable matching, i.e. the $(1, b)$-supermatch with the minimum b . The idea is to formulate the Stable Marriage problem using rotations, then extend that formulation in order to compute the two values $d\left(M_{\mathrm{UP}}^{* i}, M\right)$ and $d\left(M_{\mathrm{DowN}}^{* i}, M\right)$ (where $M$ is the solution) for each man $m_{i}$ so that the value of $b$ is always greater or equal to one of them. Using rotations to model stable matching problems has been used in [GI89] on Page 194, and also in [Fed92, FIM07, SO17].

### 4.3.1 Variables

We first introduce all the variables to be used in the model. Let the set of rotations be $\mathcal{V}=\left\{\rho_{1}, \rho_{2}, \ldots, \rho_{|\mathcal{V}|}\right\}$. The list below shows the notation we use in our CP model.
$M: \quad$ The solution stable matching.
$S: \quad$ The closed subset corresponding to $M$.
$S P: \quad$ The set of all non-fixed, stable pairs.
$N M: \quad$ The set of all men that appears in at least one of the pairs in $S P$, also referred as the non-fixed men.
$R_{i}: \quad$ The set of rotations in which man $m_{i}$ is involved.
$S_{\mathrm{UP}}^{* i}$ : $\quad$ The closed subset corresponding to the closest dominating stable matching $M_{\mathrm{UP}}^{* i}$ when $m_{i}$ in $M$ wishes to break-up.
$S_{\text {DOWN }}^{* i}: \quad$ The closed subset corresponding to the closest dominated stable matching $M_{\text {DOWN }}^{* i}$ for $m_{i}$ in $M$ wishes to break-up.
$\rho_{p_{i, j}}: \quad$ For each pair $\left(m_{i}, w_{j}\right) \notin M_{0}, \rho_{p_{i, j}}$ denotes the unique identifier for the rotation that produces $\left(m_{i}, w_{j}\right)$.
$\rho_{e_{i, j}}: \quad$ For each $\left(m_{i}, w_{j}\right) \notin M_{Z}, \rho_{e_{i, j}}$ denotes the unique identifier for the rotation that eliminates the pair $\left(m_{i}, w_{j}\right)$.
$w_{i}^{0}: \quad$ The unique identifier for the man $m_{i}$ 's partner in $M_{0}$.
$w_{i}^{Z}: \quad$ The unique identifier for the man $m_{i}$ 's partner in $M_{Z}$.

Notice that $p_{i, j}$ and $e_{i, j}$ are integer values that point to the index of the rotation that they denote, i.e. $p_{i, j}, e_{i, j} \in\{1, \ldots,|\mathcal{V}|\}$. Similarly, for a pair $\left(m_{i}, w_{j}\right) \in M_{0}$, $w_{i}^{0}=j$ and $\left(m_{i}, w_{j}\right) \in M_{Z}, w_{i}^{Z}=j$.

In our model, we assume that an $O\left(n^{2}\right)$ pre-processing step is performed to compute $M_{0}, M_{Z}, S P, N M$, the rotation poset, $\rho_{e_{i, j}}$, and $\rho_{p_{i, j}}$ for every pair ( $m_{i}, w_{j}$ ) whenever applicable by using the methods described in Section 2.4.1 (Page 37) and Section 4.1 (Page 93). Additionally, the lists of predecessors and successors of each rotation $\rho$ including transitivity ( $N_{t}^{-}(\rho), N_{t}^{+}(\rho)$ ) are computed. This step takes additional $O\left(|\mathcal{V}|^{2}\right)$ time. The running times are discussed in detail in Section 4.2.1.

Now, we define the variables to be used in our model.
$x_{i, j}$ : A boolean variable $x_{i, j}$ for each pair $\left(m_{i}, w_{j}\right) \in S P$ to indicate if ( $m_{i}, w_{j}$ ) is part of the solution matching $M$. It represents the decision variable in the model.
$b$ : An integer variable $b$ with the initial domain $[1,|N M|-1]$. The lower bound for the domain is set to 1 , because in order to obtain another stable matching at least 1 other man needs to have a different partner. Additionally, the upper bound is set to $|N M|-1$ because in the worst case every other person needs to change their partners to accommodate $m_{i}$ 's wish to break-up. This variable represents the objective.
$\alpha_{i}$ : A boolean variable for each $m_{i} \in N M$ to indicate if $\left(m_{i}, w_{w_{i}^{0}}\right)$ is in the solution $M$.
$\beta_{i}$ : A boolean variable for each $m_{i} \in N M$ to indicate if $\left(m_{i}, w_{w_{i}^{Z}}\right)$ is in the solution $M$.
$s_{v}$ : A boolean variable $s_{v}$ for each rotation $\rho_{v}, v \in\{1, \ldots,|\mathcal{V}|\}$ to indicate if $\rho_{v}$ is in $S$.
$s_{u p_{v}}^{i}$ : A boolean variable for each $m_{i} \in N M, \rho_{v} \in \mathcal{V}$ to indicate if $\rho_{v}$ is in the difference set $S \backslash S_{\mathrm{Up}}^{* i}$.
$s_{\text {down }_{v}}^{i}$ : A boolean variable for each $m_{i} \in N M, \rho_{v} \in \mathcal{V}$ to indicate if $\rho_{v}$ is in the difference set $S_{\text {DOWN }}^{* i} \backslash S$.
$y_{l}^{i}$ : A boolean variable for each man $m_{l} \in N M$ and $m_{l} \in N M$ to indicate in order to find the repair $S_{\mathrm{UP}}^{* i}$ when $m_{i}$ breaks up with his partner, if the partner of $m_{l}$ needs to be changed or not.
$z_{l}^{i}$ : A boolean variable for each man $m_{l} \in N M$ and $m_{l} \in N M$ to indicate in order to find the repair $S_{\text {Down }}^{* i}$ when $m_{i}$ breaks up with his partner, if the partner of $m_{l}$ needs to be changed or not.

### 4.3.2 Constraints

Using the terminology described above, we construct the CP model step by step. In order to make it clear for the reader, we separate different logical blocks into different subsections and use parentheses in equations to emphasize priority
between the operators.

SM formulation. We first express that a pair is a part of a solution if and only if it is produced by a rotation (if it is not a part of $M_{0}$ ) and not eliminated by another (if it is not a part of $M_{Z}$ ). More specifically, the first set of constraints ensures that if a pair $\left(m_{i}, w_{j}\right)$ is in $M$, the rotation that produces $\left(m_{i}, w_{j}\right)$ is in $S$ and the rotation that eliminates is not in $S$. Hence, Constraint 4.3 is required to keep track of the pairs that are in the solution.

$$
\begin{array}{ll}
\forall\left(m_{i}, w_{j}\right) \in S P: & , \text { if }\left(m_{i}, w_{j}\right) \in M_{0} \\
x_{i, j} \leftrightarrow \neg s_{e_{i, j}} \\
x_{i, j} \leftrightarrow s_{p_{i, j}} & , \text { if }\left(m_{i}, w_{j}\right) \in M_{Z}  \tag{4.3}\\
x_{i, j} \leftrightarrow\left(s_{p_{i, j}} \wedge \neg s_{e_{i, j}}\right) & , \text { otherwise. }
\end{array}
$$

A set of rotations corresponds to the closed subset of the solution if and only if all the parents of each rotation in the set are also in the set, and the rotations produce the pairs in the solution. Constraint 4.4 ensures that the solution is a stable matching by ensuring that $S$ is a closed subset.

$$
\begin{gather*}
\forall \rho_{v} \in \mathcal{V}, \forall \rho_{v^{\prime}} \in N^{-}\left(\rho_{v}\right): \\
s_{v} \rightarrow s_{v^{\prime}} \tag{4.4}
\end{gather*}
$$

Having ensured that the result is always a stable matching, and keeping track of the pairs, the next step is to find the closest stable matchings $S_{\mathrm{UP}}^{* i}$ and $S_{\mathrm{DOWN}}^{* i}$. In order to find these stable matchings, we focus on the differences between the solution $M$ and them. In other words, we construct the difference sets $S \backslash S_{\mathrm{UP}}^{* i}$ and $S_{\text {Down }}^{* i} \backslash S$.

Building the difference set $S \backslash S_{\mathrm{UP}}^{* i}$. The following set of constraints (Constraint 4.5 and Constraint 4.6) are required to build the difference set $S \backslash S_{\mathrm{UP}}^{* i}$. These constraints are specifically for keeping track of the pairs included in the difference sets. Constraint 4.5 handles the special case when man $m_{i}$ is matched to his partner in $M_{0}$.

$$
\begin{gather*}
\forall m_{i} \in N M: \\
\alpha_{i} \leftrightarrow x_{i, w_{i}^{0}} . \tag{4.5}
\end{gather*}
$$

Constraint 4.6 is used to indicate that the pair $\left(m_{i}, w_{j}\right)$ is a part of the solution
(i.e. the repair stable matching) if and only if its production rotation is included in the difference set $S \backslash S_{\mathrm{UP}}^{* i}$.

$$
\begin{gather*}
\forall m_{i} \in N M, \forall\left(m_{i}, w_{j}\right) \in S P \text {, where } j \neq w_{i}^{0} \text { : } \\
x_{i, j} \leftrightarrow s_{u p_{p_{i, j}}}^{i} . \tag{4.6}
\end{gather*}
$$

The set of constraints given between Constraint 4.7 to Constraint 4.9 are for keeping track of the rotations in $S \backslash S_{\mathrm{UP}}^{* i}$. Constraint 4.7 is used to ensure if the current partner of a man is not produced by a rotation, then there does not exist a dominating repair stable matching and neither its closed subset $S_{\mathrm{UP}}^{* i}$.

$$
\begin{gather*}
\forall m_{i} \in N M, \forall \rho_{v} \in \mathcal{V}: \\
\alpha_{i} \rightarrow \neg s_{u p_{v}}^{i} \tag{4.7}
\end{gather*}
$$

Constraint 4.8 ensures that if there exists a rotation $\rho$ in the closed subset $S$ of the given matching and it is in the difference set (i.e. it needs to be removed from the $S$ to construct the $S_{\mathrm{UP}}^{* i}$ ), then all of $\rho$ 's successors in $S$ must also be in the difference set (i.e. the successors must be removed, respectively).

$$
\begin{gather*}
\forall m_{i} \in N M, \forall \rho_{v} \in \mathcal{V}, \forall \rho_{v^{\prime}} \in N^{+}\left(\rho_{v}\right): \\
s_{u p_{v}}^{i} \wedge s_{v^{\prime}} \rightarrow s_{u p_{v^{\prime}}}^{i} . \tag{4.8}
\end{gather*}
$$

Then, in order to construct the difference set for the dominating stable matching fully, we specify the constraints from the other direction, i.e. if a rotation $\rho$ is in the difference set, it must be in the closed subset $S$ of the current matching $M$, and either the pairs it produces are in $M$ or at least one other successor of $\rho$ is in the difference set. There are two cases to distinguish as specified in Constraint 4.9 .

$$
\begin{array}{cc}
\forall m_{i} \in N M, \forall \rho_{v} \in \mathcal{V}: \\
s_{u p_{v}}^{i} \rightarrow\left(s_{v} \wedge\left(x_{i, j} \vee \underset{\rho_{v *} \in N^{-}\left(\rho_{v}\right)}{\bigvee} s_{u p_{v *}}^{i}\right)\right) & \text {,if } \rho_{v} \text { produces }\left(m_{i}, w_{j}\right),  \tag{4.9}\\
s_{u p_{v}}^{i} \rightarrow\left(s_{v} \wedge\left(\underset{\rho_{v *} \in N^{-}\left(\rho_{v}\right)}{ } s_{u p_{v *}}^{i}\right)\right) & \text {,otherwise. }
\end{array}
$$

Building the difference set $S_{\text {Down }}^{* i} \backslash \boldsymbol{S}$. Following the same intuition as above, we use the following set of constraints to represent the difference set $S_{\text {DOWN }}^{* i} \backslash S$. We are not adding detailed explanations for each case as their logic is the same as the cases above for constructing of the difference set $S \backslash S_{\mathrm{UP}}^{* i}$ used for construction of the closest dominating stable matching.

$$
\begin{gather*}
\forall m_{i} \in N M: \beta_{i} \leftrightarrow x_{i, w_{i}^{Z}}^{Z} .  \tag{4.10}\\
\forall m_{i} \in N M, \forall\left(m_{i}, w_{j}\right) \in S P, \text { where } j \neq w_{i}^{Z}: x_{i, j} \leftrightarrow s_{d_{\text {down }}^{e_{i, j}}}^{i} .  \tag{4.11}\\
\forall m_{i} \in N M, \forall \rho_{v} \in \mathcal{V}: \beta_{i} \rightarrow \neg s_{\text {down }}^{i} .  \tag{4.12}\\
\forall m_{i} \in N M, \forall \rho_{v} \in \mathcal{V}, \forall \rho_{v^{\prime}} \in N^{-}\left(\rho_{v}\right): s_{d o w n_{v}}^{i} \wedge \neg s_{v^{\prime}} \rightarrow s_{d o w n_{v^{\prime}}}^{i} .  \tag{4.13}\\
\forall m_{i} \in N M, \forall \rho_{v} \in \mathcal{V}: \\
s_{d o w n_{v}}^{i} \rightarrow\left(\neg s_{v} \wedge\left(x_{i, j} \vee \underset{\rho_{v * *} \in N^{+}\left(\rho_{v}\right)}{\bigvee} s_{d o w n_{v *}}^{i}\right)\right) \quad \text {,if } \rho_{v} \text { eliminates }\left(m_{i}, w_{j}\right),  \tag{4.14}\\
s_{d o w n_{v}}^{i} \rightarrow\left(\neg s_{v} \wedge\left(\underset{\rho_{v *} \in N^{+}\left(\rho_{v}\right)}{\bigvee} s_{d o w n_{v *}}^{i}\right)\right) \quad, \text { otherwise. }
\end{gather*}
$$

Counting the repair cost. Next, we define a number of constraints to count exactly how many men must change their partners in order to provide a repair to $M$ using the difference sets for $S_{\mathrm{UP}}^{* i}$ and $S_{\mathrm{DOWN}}^{* i}$ (i.e. $S \backslash S_{\mathrm{UP}}^{* i}$ and $S_{\mathrm{DOWN}}^{* i} \backslash S$ ).

Constraints 4.15 and 4.16 are required to keep track if man $m_{l}$ must change his partner in $M$ to obtain the $S_{\mathrm{UP}}^{* i}$ (or $S_{\mathrm{DOWN}}^{* i}$ ) upon the break-up of man $m_{i}$. The idea is that, if $m_{l}$ appears in any of the rotations in the difference set, it means his partner is changed to provide the repair stable matching. Constraint 4.15 is the case for obtaining $S_{\mathrm{UP}}^{* i}$, whereas Constraint 4.16 is for the $S_{\mathrm{DOWN}}^{* i}$.

$$
\begin{gather*}
\forall m_{l} \neq m_{i} \in N M: \\
y_{l}^{i} \leftrightarrow \bigvee_{\rho_{v} \in R_{l}} s_{u p_{v}}^{i}, \text { and }  \tag{4.15}\\
z_{l}^{i} \leftrightarrow \bigvee_{\rho_{v} \in R_{l}} s_{d o w n_{v}}^{i} . \tag{4.16}
\end{gather*}
$$

After finding out which men are involved in the difference sets, the next step is to count the number of them. Constraint 4.17 is for counting the number of additional men (excluding the man that wishes to break-up $m_{i}$ ) that are changing their partners in the difference set to $S_{\mathrm{UP}}^{* i}$. Similarly, Constraint 4.18 is for $S_{\text {Down }}^{* i}$. Note that, we also specify the case that if the man $m_{i}$ has never been produced by a rotation, there does not exist an $S_{\mathrm{Up}}^{* i}$, therefore the number of men that must be modified is $\infty$ (or $n$ can be used to denote that it is even
larger than the worst possible repair cost). The same applies to the other set, the closest dominated stable matching.

$$
\begin{gather*}
\forall m_{l} \neq m_{i} \in N M: \\
\alpha_{i} \rightarrow d_{u p}^{i}=n \text { and } \neg \alpha_{i} \rightarrow d_{u p}^{i}=\sum y_{l}^{i}, \text { and }  \tag{4.17}\\
\beta_{i} \rightarrow d_{\text {down }}^{i}=n \text { and } \neg \beta_{i} \rightarrow d_{\text {down }}^{i}=\sum z_{l}^{i} . \tag{4.18}
\end{gather*}
$$

Finally, we constrain the value of $b$ to indicate that $b$ holds the maximum value of the required repairs when the repair stable matchings of each man's break-up is considered.

$$
\begin{gather*}
\forall m_{i} \in N M: \\
\left(\neg \alpha_{i} \rightarrow\left(b \geq d_{u p}^{i}\right)\right) \vee\left(\neg \beta_{i} \rightarrow\left(b \geq d_{\text {down }}^{i}\right)\right) \tag{4.19}
\end{gather*}
$$

To conclude the model, objective is to minimise $b$. An example of a CP model of an instance can be found in Appendix A.

Note that, the initial upper bound for $b$ can easily be lowered by using some preprocessing. One such strategy is to use a greedy approach in which we traverse a chain in the lattice of stable matchings starting from $M_{0}$ to $M_{Z}$. For instance, Algorithm 3 (Page 43) can be used to find this maximal chain. Then, one can check each stable matching on this chain for a $(1, b)$-supermatch and compute the $b$ values. The minimum $b$ value on this chain then sets an upper bound on the variable $b$. However, note that this preprocessing step can be very costly because it computes $(1, b)$-values for each stable matching, where the number of stable matchings on this chain can be $n(n-1) / 2$. For a faster but less effective upper bound adjustment, consider Lemma 18 (Page 104). We know that either $M_{0}$ or $M_{Z}$ sets the highest value for $b$. We already know of the existence of $M_{0}$ and the $M_{Z}$ after applying the Gale-Shapley algorithm (detailed in Algorithm2, Page 39). Computing the $b$ value of these two $(1, b)$-supermatches provides us information about the worst case $b$ among all the stable matchings. If the $(1, b)$ robustness of the $M_{0}$ and $M_{Z}$ are different from each other, then the one that has a lower $b$ value sets the upper bound for the $b$ value in the CP model.

### 4.4 Genetic Algorithm Approach

Genetic Algorithms (GA) are being used extensively in optimization problems as an alternative to traditional heuristics [Hol92]. Our approach is based on the
traditional GA, where evolutions are realised after the initialisation of a random set of solutions. The process terminates either when an acceptable solution is found or the search loop reaches a pre-determined limit, i.e. maximum iteration count, time limit, etc.

The search process begins from an initial population of solutions. Each solution in this set represents an individual. Each individual in the population is associated with a fitness value indicating how good it is with respect to the objective. The quality of the population is improved through two main operators: crossover and mutation [BNKF98]. The process terminates either when an acceptable solution is found or the search loop reaches a pre-determined limit. The genetic algorithm that we propose to find the most robust stable matching is described below with a look-up example demonstrating one iteration of the algorithm.

### 4.4.1 Initialization

The purpose of the initialization step is to generate a number of random stable matchings for constructing the initial population set, denoted by $\boldsymbol{P}$. Recall that each closed subset in the rotation poset corresponds to a stable matching. The random stable matching generation is performed by selecting a random rotation $\rho$ from the rotation poset $\Pi=(\mathcal{V}, E)$ of the given SM instance, and initializing a subset of rotations $S$ by adding $\rho$. Then, all predecessors of $\rho$ are added to $S$ to make sure $S$ is a closed subset and subsequently the corresponding stable matching $M$ is found as outlined in Algorithm 6 .

Line 6 in Algorithm 6 uses a method $\operatorname{CrEateSM}(S)$ which converts the given closed subset $S$ to its corresponding stable matching $M$ by exposing all the

```
Algorithm 6 Random stable matching creation
    procedure CreateRandomSM( \(\Pi\) )
        Input: The rotation poset \(\Pi=(\mathcal{V}, E)\)
        Output: A random stable matching \(M\)
        \(\rho \leftarrow \operatorname{SELECTRANDOM}(\mathcal{V})\)
        \(S \leftarrow\{\rho\}\)
        for \(\rho_{p} \in \operatorname{ALLPREDECESSORS}(\rho)\) do
            \(S \leftarrow S \cup\left\{\rho_{p}\right\}\)
        \(M \leftarrow\) Createsm(S)
            return \(M\)
```

```
Algorithm 7 Initialization of the population
    procedure Initialize \((n, \Pi)\)
        Input: A positive integer \(n\), rotation poset \(\Pi=(\mathcal{V}, E)\)
        Output: A set of random stable matchings \(\boldsymbol{P}\)
        \(\boldsymbol{P} \leftarrow \emptyset\)
        \(i \leftarrow 0\)
        while \(i<|\boldsymbol{P}|\) do
            \(M_{i} \leftarrow\) CreateRandomSM( \(\Pi\) )
            \(\boldsymbol{P} \leftarrow \boldsymbol{P} \cup\left\{M_{i}\right\}\)
            \(i \leftarrow i+1\)
        return \(P\)
```

rotations in $S$, respecting their precedence order starting from $M_{0}$. For the initial population, $|\boldsymbol{P}|$ such random stable matchings are created and added to the population set $\boldsymbol{P}$ as outlined in Algorithm7.

Example. Let us illustrate this step on the Stable Marriage instance given in Table 2.1 (Page 38 ). Assume that the population size $|\boldsymbol{P}|$ is set to 3 . In order to generate the three initial stable matchings, three random rotations are selected from the rotation poset, namely: $\rho_{0}, \rho_{1}, \rho_{5}$ (find the rotation poset of the SM instance in Figure 2.11, Page 44). Since $\rho_{0}$ has no predecessors, the stable matching that $\left\{\rho_{0}\right\}$ corresponds is obtained by exposing only $\rho_{0}$ on $M_{0}$, resulting in $M_{1}$ (find the lattice of all stable matchings in Figure 2.10, Page 40).

Subsequently, the closed subset obtained by adding all predecessors of $\rho_{1}$ corresponds to $M_{2}$, where $S_{2}=\left\{\rho_{0}, \rho_{1}\right\}$ and the closed subset for $\rho_{5}$ corresponds to $M_{4}$, where $S_{4}=\left\{\rho_{0}, \rho_{1}, \rho_{4}, \rho_{5}\right\}$. Thus, the population consists of: $\boldsymbol{P}=\left\langle M_{1}, M_{2}, M_{4}\right\rangle$.

### 4.4.2 Evaluation

For each stable matching $M_{i}$, we denote by $b_{i}$ its robustness value for representing a $(1, b)$-supermatch. At the evaluation step, we compute the value $b_{i}$ of each $M_{i} \in \boldsymbol{P}$. Then, a fitness value $v_{i}$, normalised to the interval $[0,1]$, is assigned to each such $M_{i}$. Given two stable matchings from the population $M_{i}, M_{j} \in \boldsymbol{P}$, if $b_{i}<b_{j}$, then $M_{i}$ is said to be more fit than $M_{j}$. On the other hand, if $v_{i}<v_{j}$, then $M_{j}$ is said to be more fit than $M_{i}$ as it has a greater fitness value.

Let $b_{\max }$ denote the maximum $b$ value in the population. First, we get the complements of the numbers with $b_{\max }$ to reflect the relation between $b_{i}$ and
$v_{i}$, that is a stable matching with a larger $v_{i}$ is a more fit solution. Moreover, a small constant $c_{o}$ is added to each $v_{i}$ to make sure even the least fit stable matching $M_{i}$, i.e. $b_{i}=b_{\max }$, is still a solution that can take role in the evolution of the population (see Equation 4.20). Then, the normalization is applied as shown in Equation 4.21.

$$
\begin{gather*}
v_{i}=b_{\max }+c_{o}-b_{i}  \tag{4.20}\\
v_{i}=\frac{v_{i}}{\sum_{M_{i} \in P} v_{i}} \tag{4.21}
\end{gather*}
$$

These steps are detailed in Algorithm 8. The first for loop finds the maximum $b$ value. The second one finds the $v_{i}$ for each $M_{i}$ by applying Equation 4.20, and also the total sum for the normalization step. Then, the last loop normalizes the values as shown in Equation 4.21.

Example. The $b$ values for the stable matchings given in the look-up example, where $\boldsymbol{P}=\left\langle M_{1}, M_{2}, M_{4}\right\rangle$ are calculated as $b_{1}=4, b_{2}=3$, and $b_{4}=3$, by the polynomial procedure defined in Section 4.1. Given these values, $b_{\max }=4$. For the sake of the example, let us fix $c_{0}$ to 0.5 . Then, the fitness values are calculated as :

$$
\begin{aligned}
& v_{1}=4+0.5-4=0.5 \\
& v_{2}=4+0.5-3=1.5 \\
& v_{4}=4+0.5-3=1.5
\end{aligned}
$$

```
Algorithm 8 Evaluation of the fitness values
    procedure Evaluation \((\boldsymbol{P})\)
        Input: Current population \(\boldsymbol{P}\)
        Output: none
        \(b_{\text {max }} \leftarrow 0\)
        for \(M_{i} \in \boldsymbol{P}\) do
            if \(b_{i}>b_{\max }\) then
                \(b_{\max } \leftarrow b_{i}\)
        \(\operatorname{sum}_{v} \leftarrow 0\)
        for \(M_{i} \in \boldsymbol{P}\) do
            \(v_{i} \leftarrow\left(b_{\max }+c_{0}-b_{i}\right)\)
            \(\operatorname{sum}_{v} \leftarrow\left(\operatorname{sum}_{v}+v_{i}\right)\)
        for \(M_{i} \in \boldsymbol{P}\) do
            \(v_{i} \leftarrow\left(v_{i} /\right.\) sum \(\left._{v}\right)\)
```

Then, the sum of the fitness values is $s u m_{v}=v_{1}+v_{2}+v_{4}=3.5$. By normalizing the fitness values, we obtain the following values: $v_{1}=0.143, v_{2}=0.429, v_{4}=$ 0.429 indicating that $M_{2}$ and $M_{4}$ are the fittest stable matchings in $\boldsymbol{P}$.

### 4.4.3 Evolution

We use roulette wheel selection to select a random stable matching in our procedure [LL12]. Algorithm 9 provides details on the roulette wheel selection procedure we use. First, a random number $r \in[0,1]$ is generated. Then, the fitness values of the stable matchings in the population are visited. At each step, a sum of the fitness values seen so far are recorded in a variable named $s u m_{c}$. This procedure continues until a stable matching $M_{i}$ is found according to the criteria at Line 5 in Algorithm 9. This criteria ensures that if a stable matching has a higher fitness value, then it has a greater chance to be selected.

The evolution step is then continued by applying crossover and mutation on selected stable matchings. We will present the details of the crossover and mutation operators below. First, two stable matchings are selected by the roulette wheel selection. Let these matchings named $M_{1}$ and $M_{2}$. If these matchings are different from each other, the crossover procedure is applied. After applying crossover on $M_{1}, M_{2}$ and obtaining the resulting stable matchings $M_{c 1}, M_{c 2}$, the population is refined.

Subsequently, between Lines 8 and 12 of Algorithm 10, a stable matching $M_{m}$ is selected for mutation. If $M_{m}$ is different from the fittest stable matching $M_{f i t}$, and a random mutation probability is satisfied (i.e. a random number rand $\in[0,1]$ is generated and checked if it is less than a fixed value rand $<p_{m}$ ) then $M_{m}$ is mutated. The mutation step may result in producing either better or worse solutions. We do not apply a refinement procedure after mutation,

```
Algorithm 9 Roulette Wheel Selection
    procedure \(\operatorname{Selection(P)}\)
        Input: Current population \(\boldsymbol{P}\)
        Output: A stable matching \(M_{i} \in \boldsymbol{P}\)
        \(r \leftarrow\) RandomDouble \((0,1)\)
        \(\operatorname{sum}_{c} \leftarrow 0\)
        for \(M_{i} \in \boldsymbol{P}\) do
            if \(\left(s u m_{c} \leq r\right) \wedge\left(r<\operatorname{sum}_{c}+v_{i}\right)\) then return \(M_{i}\)
            \(\operatorname{sum}_{c} \leftarrow \operatorname{sum}_{c}+v_{i}\)
```

```
Algorithm 10 Evolution of the population
    procedure Evolution(P)
        Input: Current population \(\boldsymbol{P}\)
        Output: none
        \(M_{1} \leftarrow \operatorname{Selection}(\boldsymbol{P})\)
        \(M_{2} \leftarrow \operatorname{Selection}(\boldsymbol{P})\)
        if \(M_{1} \neq M_{2}\) then
            \(\left(M_{c 1}, M_{c 2}\right) \leftarrow \operatorname{Crossover}\left(M_{1}, M_{2}\right)\)
            \(\operatorname{Refine}\left(M_{c 1}, M_{c 2}\right)\)
            Evaluation \((\boldsymbol{P})\)
        \(M_{f i t} \leftarrow \operatorname{GetFittest}(\boldsymbol{P})\)
        \(M_{m} \leftarrow \operatorname{Selection}(\boldsymbol{P})\)
        rand \(\leftarrow \operatorname{RaNDOM}(0,1)\)
        if \(M_{m} \neq M_{f i t}\) and rand \(<p_{m}\) then
            Mutation( \(M_{m}\) )
```

```
Algorithm 11 Refinement of the population
    procedure Refine \(\left(M_{c 1}, M_{c 2}\right)\)
        Input: Current population \(\boldsymbol{P}\) and two stable matchings \(M_{c 1}, M_{c 2}\)
        Output: none
    2: \(\quad \boldsymbol{P} \leftarrow \boldsymbol{P} \cup\left\{M_{c 1}, M_{c 2}\right\}\)
    3: \(\quad\left(M_{l 1}, M_{l 2}\right) \leftarrow\) LeastFitTwoSMs \((\boldsymbol{P})\)
    4: \(\quad \boldsymbol{P} \leftarrow \boldsymbol{P} \backslash\left\{M_{l 1}, M_{l 2}\right\}\)
```

instead directly apply mutation on $M_{m}$.
The refinement procedure is detailed in Algorithm 11. In the refinement procedure, the given $M_{c 1}, M_{c 2}$ are immediately added to the population $\boldsymbol{P}$. Then, the worst two solutions, in other words the two least fit stable matchings $M_{l 1}$ and $M_{l 2}$ are removed from the population.

Next, we go into the details of the crossover and mutation operations.

Crossover. The procedure for the crossover is detailed in Algorithm 12, Given two stable matchings $M_{1}, M_{2}$ and their corresponding closed subsets $S_{1}$ and $S_{2}$, one random rotation is selected from each closed subset. Let $\rho_{1}$ and $\rho_{2}$ denote the randomly selected rotations from each set. The method works as follows: if $S_{2}$ already contains the rotation $\rho_{1}$, then $S_{c 2}$ is constructed by adding all the rotations in $S_{2}$ but excluding the $\rho_{1}$ and all its successor rotations that are in $S_{2}$. We denote this removal process by $\operatorname{Remove}\left(S_{2}, \rho_{1}\right)$. However, if $\rho_{1} \notin S_{2}$, then $\rho_{1}$ and all its predecessors that are not included in $S_{2}$ are added to $S_{c 2}$ with the rotations that are already in $S_{2}$ to form the new closed subset $S_{c 2}$. We denote

```
Algorithm 12 Crossover procedure
    procedure Crossover \(\left(M_{1}, M_{2}\right)\)
        Input: Two stable matchings \(M_{1}, M_{2} \in \boldsymbol{P}\)
        Output: Two stable matchings \(M_{c 1}, M_{c 2}\)
        \(\rho_{1} \leftarrow \operatorname{RANDOM}\left(S_{1}\right)\)
        \(\rho_{2} \leftarrow \operatorname{RANDOM}\left(S_{2}\right)\)
        if \(\rho_{1} \in S_{2}\) then
            \(S_{c 2} \leftarrow \operatorname{Remove}\left(S_{2}, \rho_{1}\right)\)
        else
            \(S_{c 2} \leftarrow \operatorname{ADD}\left(S_{2}, \rho_{1}\right)\)
        if \(\rho_{2} \in S_{1}\) then
            \(S_{c 1} \leftarrow \operatorname{Remove}\left(S_{1}, \rho_{2}\right)\)
        else
            \(S_{c 1} \leftarrow \operatorname{ADD}\left(S_{1}, \rho_{2}\right)\)
        \(M_{c 1} \leftarrow \operatorname{CreateSM}\left(S_{c 1}\right)\)
        \(M_{c 2} \leftarrow \operatorname{CreateSM}\left(S_{c 2}\right)\)
        return \(\left(M_{c 1}, M_{c 2}\right)\)
```

the addition process by the method $\operatorname{ADD}\left(S_{2}, \rho_{1}\right)$. This new closed subset $S_{c 2}$ corresponds to one of the stable matchings produced by the crossover, namely $M_{c 2}$. Similarly, the same process is repeated for $S_{1}$ by constructing $S_{c 1}$, and another stable matching $M_{c 1}$ is obtained.

Example. Recall that, the current population for the example is $\boldsymbol{P}=\left\langle M_{1}, M_{2}\right.$, $\left.M_{4}\right\rangle$, where their closed subsets are $S_{1}=\left\{\rho_{0}\right\}, S_{2}=\left\{\rho_{0}, \rho_{1}\right\}$, and $S_{4}=\left\{\rho_{0}, \rho_{1}\right.$, $\left.\rho_{4}, \rho_{5}\right\}$. As an example, assume that $M_{1}$ and $M_{4}$ are selected for crossover by the roulette wheel selection. One random rotation is selected from each set e.g.: $\rho_{0} \in S_{1}$ and $\rho_{4} \in S_{4}$. Then, one of the produced stable matchings is $M_{3}$ since $\rho_{4} \notin S_{1}$ and $\left\{\rho_{0}\right\} \cup\left\{\rho_{4}, \rho_{1}\right\}=S_{3}$. The second one is $M_{0}$ by removing all the $\rho_{0}, \rho_{1}, \rho_{4}$ and $\rho_{5}$ from $S_{4}$. After adding new stable matchings, the population becomes $\boldsymbol{P}=\left\langle M_{1}, M_{2}, M_{4}, M_{0}, M_{3}\right\rangle$. Then the population is refined by removing the two least fit stable matchings, which are in this case $M_{0}$ because $b_{0}=5$ and $M_{1}$ because $b_{1}=4$. Hence, the refined population after crossover is $\boldsymbol{P}=\left\langle M_{2}, M_{4}, M_{3}\right\rangle$.

Mutation. Let $M$ be the stable matching selected for the mutation and $S$ denote its corresponding closed subset. The procedure starts by selecting a random rotation $\rho$ from the rotation poset $\mathcal{V}$. Then, similar to the crossover procedure above, if $\rho \notin S$, then $\rho$ and all its predecessors required to form a closed subset are added to $S$. However, if $\rho \in S$, then $\rho$ and all its successors in $S$ are

```
Algorithm 13 Mutation procedure
    procedure Mutation ( \(M\) )
        Input: A stable matching \(M \in \boldsymbol{P}\)
        Output: none
        \(\rho \leftarrow \operatorname{RANDOM}(\mathcal{V})\)
        if \(\rho \in S\) then
            \(S \leftarrow \operatorname{Remove}(S, \rho)\)
        else
            \(S \leftarrow \operatorname{ADD}(S, \rho)\)
```

removed from $S$. Algorithm 13 outlines the formal procedure.
Example. In order to demonstrate mutation on the example population, assume that $M_{3}$, where $S_{3}=\left\{\rho_{0}, \rho_{1}, \rho_{4}\right\}$, is selected for mutation and $\rho_{2}$ is the randomly selected rotation from the rotation poset. Since $\rho_{2} \notin S_{3}, \rho_{2}$ and all its predecessors are added to $S_{3}$, resulting in $\left\{\rho_{0}, \rho_{1}, \rho_{4}\right\} \cup\left\{\rho_{2}\right\}=S_{6}$. The new stable matching is $M_{6}$, which is added to the population and the original stable matching used for mutation, $M_{3}$, is deleted. The final population is: $\boldsymbol{P}=\left\langle M_{6}, M_{2}, M_{4}\right\rangle$.

General Procedure. The procedure for the overall GA procedure is given in Algorithm 14. The evolution step is repeated until either a solution is found or the termination criteria are met. In our case, we have three termination criteria: a time limit $\lim _{\text {time }}$, an iteration limit to cut-off the process if there

```
Algorithm 14 General procedure of genetic algorithm
    procedure GeneticAlgorithm(П)
        Input: The rotation poset \(\Pi=(\mathcal{V}, E)\)
        Output: The fittest stable matching \(M_{f i t}\)
        \(\boldsymbol{P} \leftarrow \operatorname{Initialize}(n, \Pi)\)
        Evaluation \((\boldsymbol{P})\)
        \(M_{f i t} \leftarrow\) null
        \(b_{f i t} \leftarrow 0\)
        cnt \(\leftarrow 0\)
        while time \(<\) lim \(_{\text {time }}\) or \(b_{f i t}\) ! =opt do
            Evolution \((\boldsymbol{P})\)
            Evaluation \((\boldsymbol{P})\)
            if \(M_{f i t}\) is updated then
                \(c n t \leftarrow 0\)
            else
                \(c n t \leftarrow c n t+1\)
            if \(c n t=\) lim \(_{\text {iter }}\) then return \(M_{f i t}\)
        return \(M_{f i t}\)
```

is no improved solution for the specified number of iterations $\lim _{\text {iter }}$, or if the optimal $b$ is found as $b_{f i t}=o p t=1$. For the cut-off termination criterion, we keep a counter (cnt) to count the number of iterations with no improvement, i.e. more fit solution than the current fittest solution. This counter is increased at each unimproved iteration until it meets $\lim _{\text {iter }}$. If a more fit solution is generated during the process, the counter is reset to $c n t=0$.

Complexity. The overall procedure is based on the polynomial-time method described in the Section 4.1. Recall that this procedure takes $O(n \times|\mathcal{V}|)$ time after an $O\left(n^{2}+|\mathcal{V}|^{2}\right)$ preprocessing step. In order to speed up the process of calculating $(1, b)$-robustness values from a practical point of view, in our experiments an extra data structure is used to memorize the fitness value of each generated stable matching. Note that, the search space may have exponential number of stable matchings. This look-up table structure saves on time to recompute robustness of a stable matching. In both crossover and mutation phases of GA, the worst-case time complexity for one call is bounded by $O(|\mathcal{V}|)$, which is also lifted to the evolution step.

The evaluation phase evaluates the fitnesses of all the individuals, stable matchings, in the population, where the evaluation depends on the computation of the $b$. Note that, the values of $b$ are not computed for each stable matching in the population at each iteration due to the look-up table. However, the fitnesses of all $|\boldsymbol{P}|$ individuals are computed. Therefore, the evaluation step may take $O(n \times|\mathcal{V}| \times|\boldsymbol{P}|)$ steps in the worst case.

In summary, the general complexity is linear with respect to the number of rotations and $O(k \times n \times|\mathcal{V}| \times|\boldsymbol{P}|)$, where $k$ denotes the iteration count and $n$ denotes the number of non-fixed men, and the maximum value of $|\mathcal{V}|$ is $n(n-$ $1) / 2$.

### 4.5 Local Search Approach

In our local search model, we use the well-known iterated local search with restarts approach [Stü98, LMS03]. The first step of the algorithm is to find a random solution to start with. A random stable matching $M$ is created by using the same initialization method detailed in Algorithm 6 in Section 4.4 for the GA procedure. Briefly, this procedure is based on selecting a random rotation from the rotation poset, and adding all its predecessors to form a closed subset.

Then, a set of neighbour stable matchings is created using the properties of the rotation poset.

### 4.5.1 Neighbourhood

A neighbour in this context is defined as a stable matching, whose corresponding closed subset differs only by one rotation from the closed subset $S$ of the matching $M$. Recall that $\mathbf{L}(S)$ denotes the set of sink rotations $S$. Removing one rotation $\rho_{i} \in \mathbf{L}(S)$ from $S$ corresponds to a different dominating neighbour of $M$. Similarly, $\mathbf{N}(S)$ is previously defined as denoting the set of rotations that are not included in $S$ and for each $\rho \in \mathbf{N}(S)$ either $d_{i n}(\rho)=0$ or all of their predecessors are in $S$. In the same manner, adding one rotation from $\mathbf{N}(S)$ to $S$ corresponds to a dominated neighbour of $M$.

Example. Let us first demonstrate these two sets on an example. Figure 4.3 illustrates an example rotation poset, where the closed subset is $S=\left\{\rho_{0}, \rho_{1}, \rho_{3}\right.$, $\left.\rho_{4}, \rho_{5}, \rho_{7}\right\}$. The set of sink rotations in this set is identified as $\mathbf{L}(S)=\left\{\rho_{1}, \rho_{4}, \rho_{7}\right\}$.

Similarly, the set of neighbour rotations is $\mathbf{N}(S)=\left\{\rho_{2}, \rho_{6}\right\}$ since all their predecessors are already included in $S$. For the stable matching that corresponds to $S$, there exist 5 different neighbours. These five neighbours are listed by using their closed subsets as: $S_{1}=\left\{\rho_{0}, \rho_{3}, \rho_{4}, \rho_{5}, \rho_{7}\right\}, S_{2}=\left\{\rho_{0}, \rho_{1}, \rho_{3}, \rho_{5}, \rho_{7}\right\}, S_{3}=$ $\left\{\rho_{0}, \rho_{1}, \rho_{3}, \rho_{4}, \rho_{5}\right\}, S_{4}=\left\{\rho_{0}, \rho_{2}, \rho_{1}, \rho_{3}, \rho_{4}, \rho_{5}, \rho_{7}\right\}$, and $S_{5}=\left\{\rho_{0}, \rho_{1}, \rho_{3}, \rho_{4}, \rho_{5}, \rho_{6}\right.$, $\left.\rho_{7}\right\}$.

Algorithm 15 expands on the procedure for identifying the set of neighbour


Figure 4.3: Illustration of the sets $\mathbf{L}(S)=\left\{\rho_{1}, \rho_{4}, \rho_{7}\right\}$ and $\mathbf{N}(S)=\left\{\rho_{2}, \rho_{6}\right\}$ on a sample rotation poset for a given closed subset $S$.

```
Algorithm 15 Identification of the neighbour set
    procedure FindNeighbours ( \(M, \Pi\) )
        Input: A stable matching \(M\) and the rotation poset \(\Pi=(\mathcal{V}, E)\)
        Output: A set of stable matchings \(N\)
        \(N \leftarrow \emptyset\)
        for \(\rho \in \mathcal{V}\) do
            if \(\rho \notin S\) then
                    cnt \(\leftarrow 0\)
                    for \(e \in \operatorname{IncomingEdges}(\rho)\) do
                        if \(e\).source \(\notin S\) then
                                    \(c n t \leftarrow c n t+1\)
                                    break
                    if \(c n t=0\) then
                    \(M_{n} \leftarrow \operatorname{CreateSM}(S \cup\{\rho\})\)
                        \(\boldsymbol{N} \leftarrow \boldsymbol{N} \cup\left\{M_{n}\right\}\)
        for \(\rho \in S\) do
            \(c n t \leftarrow 0\)
            for \(e \in \operatorname{Outgoing} \operatorname{Edges}(\rho)\) do
                if \(e\).target \(\in S\) then
                    \(c n t \leftarrow c n t+1\)
            if \(c n t=0\) then
                    \(M_{n} \leftarrow \operatorname{CreateSM}(S \backslash\{\rho\})\)
                    \(\boldsymbol{N} \leftarrow \boldsymbol{N} \cup\left\{M_{n}\right\}\)
        return \(N\)
```

stable matchings $N$ of a given stable matching $M$. Lines 3 to 12 give detail on the procedure of finding the set of neighbour rotations $\mathbf{N}(S)$. A variable called cnt is used to count the number of incoming edges of $\rho$, where the source node is not in $S$. If this counter variable has a value of $c n t=0$, it means that it is a neighbour rotation.

Similarly, Lines 13 to 20 define the procedure for identifying the sink rotations $\mathbf{L}(S)$. Each neighbour stable matching is denoted by $M_{n}$. Again, a variable called cnt is used to count the number of outgoing edges of $\rho$ whose target node is in $S$. If cnt $=0$, it means that all of the successor of $\rho$ are in $S$, which identifies $\rho$ as a sink rotation.

### 4.5.2 Search

The general procedure of our local search model is detailed in Algorithm 16 , Let $M_{c}$ denote the current stable matching. We sometimes refer to this sta-

```
Algorithm 16 General procedure for local search
    procedure LocalSearch(П)
        Input: The rotation poset \(\Pi=(\mathcal{V}, E)\)
        Output: The \((1, b)\)-supermatch \(M_{\text {best }}\) that minimizes \(b\)
        \(M_{c} \leftarrow\) CreateRandomSM( \(\Pi\) )
        \(M_{\text {best }} \leftarrow M_{c}\)
        cnt \(\leftarrow 0\)
        while time \(<\) lim \(_{\text {time }}\) do
            cnt \(\leftarrow 0\)
            iter \(\leftarrow 0\)
            while iter \(<\lim _{\text {desc }}\) do
                \(N \leftarrow\) FindNeighbours \(\left(M_{c}, \Pi\right)\)
                \(M_{n} \leftarrow \operatorname{BEST}(\boldsymbol{N})\)
                if \(b_{n}<b_{c}\) then
                \(M_{c} \leftarrow M_{n}\)
                    if \(b_{c}<b_{\text {best }}\) then
                    \(M_{\text {best }} \leftarrow M_{c}\)
                    \(c n t \leftarrow 0\)
            \(c n t \leftarrow c n t+1\)
            iter \(\leftarrow\) iter +1
            if \(c n t=l i m_{\text {iter }}\) or \(b_{b e s t}=o p t\) then return \(M_{\text {best }}\)
            \(M_{c} \leftarrow\) CreateRandomSM( \(\Pi\) )
        return \(M_{\text {best }}\)
```

ble matching as the parent stable matching. The procedure first identifies the neighbours of the current stable matching. At each iteration, if a neighbour $M_{n}$ has lower $b$ than the parent stable matching $M_{c}$ (i.e. $b_{n}<b_{c}$ ), in other words, it is a more robust solution, the search continues by using the $M_{n}$ as the parent stable matching for the next iteration. A variable $M_{\text {best }}$ is used to keep track of the best solution found so far in the search process.

We denote the best stable matching in set $\boldsymbol{N}$ by $M_{n}$ and the function $\operatorname{Best}(\boldsymbol{N})$ is used to find the stable matching with the lowest value of $b$ in set $N$. Also a counter cnt is used to count the number of iterations with no improved solutions. The cut-off limit is bounded by a variable denoted by $\lim _{i t e r}$ to stop the search if there is no improvement for the specified number of iterations.

There is also an iteration limit $\lim _{\text {desc }}$ that indicates the depth of search for the neighbours of the current stable matching. In other words, it is the number of iterations that descend from a randomly created stable matching. In this context, we define the depth as the number of successor stable matchings created starting from a random stable matching. For instance, in Line 2 in Algorithm 16, an initial random stable matching $M_{c}$ is created. Assuming that the depth is set
to 2, i.e. limit $_{\text {desc }}=2$, first $\boldsymbol{N}$ of $M_{c}$ is created. Then, on the second iteration, the best neighbour $M_{n}$ 's neighbourhood is explored. After the second iteration, instead of searching the best neighbour of the $M_{n}$ 's best neighbour, the parent matching is set to another random stable matching. The search continues in this fashion until a termination criteria is met.

As one of our termination criterion given in Line 18, if the stable matching $M_{\text {best }}$ has the optimal robustness, where $b_{\text {best }}=o p t=1$, then the search is terminated and $M_{\text {best }}$ is returned as the answer as it is the optimal solution.

Example. Let us illustrate the neighbourhood search on the SM instance given in Table 2.1 (Page 38). Assume that the search starts with the randomly generated stable matching, $M_{5}$, where $S_{5}=\left\{\rho_{0}, \rho_{1}, \rho_{2}\right\}$. The sets $\mathbf{L}\left(S_{5}\right)$ and $\mathbf{N}\left(S_{5}\right)$ are identified as follows: $\mathbf{L}\left(S_{5}\right)=\left\{\rho_{2}\right\}, \mathbf{N}\left(S_{5}\right)=\left\{\rho_{3}, \rho_{4}\right\}$. Therefore, the current stable matching $M_{5}$ has three neighbours as follows:

$$
\begin{gathered}
S_{5} \backslash\left\{\rho_{2}\right\}=\left\{\rho_{0}, \rho_{1}\right\}=S_{2}, \\
S_{5} \cup\left\{\rho_{3}\right\}=\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{3}\right\}=S_{8}, \\
S_{5} \cup\left\{\rho_{4}\right\}=\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{4}\right\}=S_{6} .
\end{gathered}
$$

Then, the neighbourhood is $\boldsymbol{N}=\left\{M_{2}, M_{6}, M_{8}\right\}$. Next step is to calculate the robustness of each stable matching in $\boldsymbol{N}$. Using the method described in Section 4.1, the $b$ values of all the stable matchings are calculated as follows: $b_{5}=3, b_{2}=3, b_{8}=3, b_{6}=1$. Since $M_{6}$ is the most robust stable matching in $N$ and more robust than the current stable matching $M_{5}$, the neighbourhood search for the next iteration descends from $M_{6}$. Additionally, no that, the $M_{6}$ is the optimal solution. Therefore, it is returned as the solution.

Complexity. The complexity of the LS procedure depends on the computation of the $b$ values. Finding neighbours is based on identification of the sink rotations of $M_{c}$, where there can be at most $|\mathcal{V}|$ sink rotations. Then, there is a constant cost for removing each sink rotation, or adding each neighbour rotation. The best neighbour is identified after computing $b$ values of $|\boldsymbol{N}|$ stable matchings. As we did in the GA, we use a look-up table to remember the $b$ values of already computed stable matchings. The overall procedure takes $O(k \times n \times|\mathcal{V}| \times|\boldsymbol{N}|)$, where $k$ is the number of iterations and $n$ is the number of non-fixed men.

### 4.6 Genetic Local Search (Hybrid) Approach

In our hybrid model (HB), we use a genetic local search hybrid. The HB model we propose is quite straightforward. The structure of the GA model stays the same and the neighbourhood search of the LS algorithm is applied on the products of the crossover operation to enhance the quality of the produced stable matchings.

The outline of the HB model differs from the GA model only in the evolution phase (refer to Algorithm 10, Page 116). Algorithm 17 shows the evolution method that adapts the LS model's neighbourhood search used in the HB. The Lines between 5 and 9 denotes the hybridization. The local search is adapted in these lines by finding the neighbourhood of the products of the crossover operations and selecting the best neighbour in the neighbourhood. If there is no better neighbour of $M_{c 1}$, then the $M_{c 1}$ remains unchanged (similarly, $M_{c 2}$ ).

The details of the methods FindNeighbours and Best are discussed in Section 4.5 for the GA and is used as exactly the same for the HB model. The details of the remaining functions are also explained in Section 4.4.3.

Complexity. At each iteration of the algorithm, the robustness values of all the neighbours of both $M_{c 1}$ and $M_{c 2}$ as well as the robustness of all the population

```
Algorithm 17 Evolution of the population
    procedure Evolution(П)
        Input: The rotation poset \(\Pi=(\mathcal{V}, E)\)
        Output: The \((1, b)\)-supermatch \(M_{\text {best }}\) that minimizes \(b\)
        \(M_{1} \leftarrow \operatorname{Selection}(\boldsymbol{P})\)
        \(M_{2} \leftarrow \operatorname{Selection}(\boldsymbol{P})\)
        if \(M_{1} \neq M_{2}\) then
            \(\left(M_{c 1}, M_{c 2}\right) \leftarrow \operatorname{Crossover}\left(M_{1}, M_{2}\right)\)
            \(N \leftarrow\) FindNeighbours \(\left(M_{c 1}, \Pi\right)\)
            \(M_{c 1} \leftarrow \operatorname{BEST}(\boldsymbol{N})\)
            \(N \leftarrow\) FindNeighbours \(\left(M_{c 2}\right.\), П)
            \(M_{c 2} \leftarrow \operatorname{BEst}(\boldsymbol{N})\)
            Refine \(\left(M_{c 1}, M_{c 2}\right)\)
            Evaluation \((\boldsymbol{P})\)
        \(M_{f i t} \leftarrow \operatorname{GETFittest}(\boldsymbol{P})\)
        \(M_{m} \leftarrow \operatorname{Selection}(\boldsymbol{P})\)
        rand \(\leftarrow \operatorname{Random}(0,1)\)
        if \(M_{m} \neq M_{\text {fit }}\) and rand \(<p_{m}\) then
            Mutation \(\left(M_{m}\right)\)
```

in the evaluation step is calculated. Note that, if the value of $b$ of a stable matchings was computed before, we fetch the value from a look-up table to avoid the re-computation. If we denote by $\boldsymbol{N}^{\prime}$ all the neighbours of $M_{c 1}$ and $M_{c 2}$ at a single iteration, the overall complexity of the algorithm is changed as $O\left(k \times n \times|\mathcal{V}| \times\left|\boldsymbol{N}^{\prime}+\boldsymbol{P}\right|\right)$.

### 4.7 Experiments

We have four models developed to find the most robust stable matching of a given SM instance. These are namely a Constraint Programming model (CP), an iterative local search approach (LS), a genetic algorithm approach (GA), and a hybrid of the LS and the GA (HB). In the next section, we compare their performances on different datasets.

We use Java 8 to perform our experiments [GJS $\left.{ }^{+} 14\right]$. The CP model is implemented using Choco 4.0.1 [PFL16] and the two meta-heuristics are implemented in Java by using the JGraphT library [ $\mathrm{SKM}^{+}$15]. All experiments were performed on Dell M600s with 2.66 Ghz processors under Linux. The plots were prepared using Gnuplot [WKm15]. For each test, we ran three tests using different randomization seeds and reported the average of them. The time limit $\lim _{\text {time }}$ of each run is limited to 20 mins unless otherwise stated. We first use a dataset that consists of randomly created instances. We further compare the models on a dataset that consists of instances that contain (possibly) many number of stable matchings.

Unless otherwise stated, the parameter combinations for the models used during the tests are as given below. In our tests, we ran the CP model by using geometric restarts policy that adjusts a cut-off value and has shown to be an effective strategy [ $\left.\mathrm{W}^{+} 99\right]$. In order to use our models, we performed some parameter tuning tests on randomly generated SM instances $n \in\{100 \times k \mid k \in$ $\{1, \ldots, 10\}\}$, where $n$ is the number of men/women, using different parameter combinations. We do not share the results of these tests as they are not very interesting, and the behaviour of the graphs are predictable. We list below the selected parameter combination for each model.

We used the greedy heuristic described in Section 4.3 to restrict the domain of $b$. We fixed $l$ lim iter $=10000$ and $\lim _{\text {desc }}=50$ for the LS model. Allowing a large cutoff limit $\lim _{i t e r}$ allows the model the perform the search for longer. This gives
the model a slightly increased chance of not getting stuck at a local minima. Additionally, a large the depth for the neighbour search reduces the number of random restarts. Our GA parameters are fixed as: $|\boldsymbol{P}|=60$, lim $_{\text {iter }}=10000$, and $p_{m}=0.8$. A large population allows to explore more different stable matchings. The mutation probability is set to a high value to increase the randomization a little, and help the algorithm not getting stuck at local minimas. Using a similar reasoning for the HB model, we fixed $\lim _{i t e r}=10000,|\boldsymbol{P}|=60$, and $p_{m}=0.7$. We later discuss this model using two different population sizes $|\boldsymbol{P}|=60$ and $|\boldsymbol{P}|=10$. We slightly decreased the mutation probability when compared to the $p_{m}$ in GA, as the neighbourhood search also helps with the diversity of the procedure.

### 4.7.1 Random Instances

We generated two datasets of randomly generated SM instances to compare the performances of CP, LS, GA, and the HB model. We refer to the first set as the DATA-S and the second one as the DATA-L. The first dataset DATA-S consists of 50 uniformly random SM instances for each size $n \in\{50 \times k \mid k \in\{1, \ldots, 6\}\}$, where $n$ denotes the number of men/women. Note that, DATA-S contains 300 instances. The second set DATA-L contains 50 instances for each size $n \in\{100 \times$ $k \mid k \in\{4, \ldots, 20\}\}$.

The details of both of the generated datasets is presented in Table 4.4. The columns in this table report averages values for each size: size of the instance i.e. the number of men/women (n), number of non-fixed men (nf), number of rotations in the rotation poset $(|\mathcal{V}|)$. By looking at these generated instances, we can observe that there are many men that have at least two stable partners

Table 4.4: Details on the instances in DATA-S and DATA-L.

| $\mathbf{n}$ | $\mathbf{n f}$ | $\|\mathcal{V}\|$ | $\mathbf{n}$ | $\mathbf{n f}$ | $\|\mathcal{V}\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | 33.40 | 11.36 | 700 | 651.32 | 120.88 |
| 100 | 75.28 | 21.40 | 800 | 742.60 | 127.28 |
| 150 | 121.44 | 33.64 | 900 | 849.20 | 143.36 |
| 200 | 166.28 | 40.88 | 1000 | 948.24 | 158.00 |
| 250 | 219.52 | 53.92 | 1100 | 1045.20 | 172.20 |
| 300 | 257.80 | 58.20 | 1200 | 1140.08 | 178.88 |
| 400 | 356.36 | 77.12 | 1300 | 1241.72 | 194.16 |
| 500 | 455.56 | 91.20 | 1400 | 1340.00 | 202.76 |
| 600 | 554.36 | 104.44 |  |  |  |



Figure 4.4: Search efficiency on the instances in DATA-S.


Figure 4.5: Search efficiency on the instances in DATA-L.
(i.e. non-fixed). We can also observe that the rotation posets are not very large in terms of the number of rotations. Also note that, the average number of rotations in the rotation posets increases as the size $n$ increases.

In Figures 4.4 and 4.5 we plot the normalized objective value of the best solution found by the search model $h \in\{\mathrm{CP}, \mathrm{GA}, \mathrm{LS}, \mathrm{HB}\}$ ( $x$-axis) after a given
time ( $y$-axis). Recall that, we repeated our tests for each model by using three different randomization seeds.

Let $h(I)$ be the objective value of the best solution found using model $h$ on instance $I$ and $l b(I)$ (resp. $u b(I)$ ) the lowest (resp. highest) objective value found by any model on $I$. The formula below gives a normalized score in the interval [0, 1]:

$$
\operatorname{score}(h, I)=\frac{u b(I)-h(I)+1}{u b(I)-l b(I)+1}
$$

This score function has previously been used by Hebrard and Siala [HS17]. The value of $\operatorname{score}(h, I)$ is equal to 1 if $h$ has found the best solution for this instance among all models. It decreases as $h(I)$ gets further from the optimal objective value, and is equal to 0 if and only if $h$ did not find any solution for $I$. Notice that 1 is added both to the numerator and the denominator to avoid division by 0 in case the upper bound and the lower bound are equal. The plots show how far the models are from finding the optimal solution and also how long they take to find a solution. If the model $h$ finds the lowest $b$ value among all other models, then the score evaluates to 1 , meaning that the model $h$ is the best one. Note that the CP model runs out of memory for large instances. Therefore, we do not plot it in Figure 4.5.

The outcome from both figures is clear. In the first plot, the best solutions are found by CP, LS and HB. All the solutions are found as optimal by the CP model. However, CP takes much longer time when compared to the meta-heuristic models. Our GA model does not seem to be well suited for this problem. It fails to find the best solutions in many instances. Additionally, it is the only model that fails to find the optimal solutions. It can be observed in Figure 4.4 that GA takes the least time when compared to the other models. This is due to GA being stuck at a local minima, failing to produce different stable matchings. The procedure of the GA is then terminated due to the $\lim _{i t e r}$ criterion. Our remark on the GA model is that, a different crossover or mutation operation can help the GA perform better.

The LS and HB are very efficient both in the quality of the solutions they provide, and also the total time. However, our HB model outperforms LS in terms of the time efficiency. Observing the poor performance of GA and the good performance of HB , we can conclude that neighbourhood search adds GA the
required diversity and effectively helps it getting stuck at the local minimas. The results in Figure 4.5 are again in favour of the hybrid algorithm. Both LS and HB models always find the best solutions as all the instances have a score equal to 1 . The GA model again fails to find the best solutions in many instances, and terminates early. We present this information in Figure 4.6 and Figure 4.7 running times of each model. We did not run the CP model for sizes $n>300$ due to space limitations.


Figure 4.6: Average total time spent by each model on all instances (i.e. DATA-S merged with DATA-L).


Figure 4.7: Average time spent to find the best solution by each model on all instances (i.e. DATA-S merged with DATA-L).

Figure 4.6 and Figure 4.7 report the average values of the total time and the best time each model takes for search for each size $n$, respectively. The best time is measured as the time spent from the beginning of the search until the solution is found. The total time, on the other hand, is measured as the time between the beginning of the search and the termination.

In both of these figures, we can see the same trend. Our GA model finds a solution at the early stages of the algorithm and terminates early as it cannot improve the solution it finds. For the small instances, when $50 \leq n \leq 300$, we can observe that the CP model takes more time to find the best solution when compared to the other models, and it also takes longer to terminate. We know from Figures 4.4 and 4.5 that both LS and HB find the same values of average minimum $b$. Consequently, in Figure 4.6 and Figure 4.7, we can observe that HB finds the solution quicker than LS, and also terminates earlier. Our HB model takes longer time than the GA model, and less than LS. Additionally, it finds the optimal solution. This demonstrates that the hybrid approach enhances the performance of the meta-heuristic models on random instances.

Additionally, Figure 4.8 plots the average number of different stable matchings created by each model until a solution is found. We can observe that the GA procedure is not able to explore many different stable matchings, when the values are compared to the other two models. The LS model explores many different stable matchings. However, the HB converges faster than the LS, when both total time and the number of stable matchings are considered.


Figure 4.8: Average number of different stable matchings found by each model on all instances (i.e. DATA-s merged with DATA-L).

We do not provide a plot for the average minimum $b$ values found by each model. Because, their values are very similar. Therefore, the lines overlap. However, we provide Table 4.5 in order to show how much they differ in terms of finding a good solution. Note that, this table provides a different metric than the comparisons given in Figure 4.4 and Figure 4.5. In those two figures, we take into account the different seeds used for each model and we report the minimum and maximum values found during different runs. However, in Table 4.5, we report the average minimum value $b$ found by all three different runs. The columns represent in order the average value of number of men/women in the instance ( $\mathbf{n}$ ), the average minimum value $b$ found by the model: GA (GA-b), LS (LS-b), HB (HB-b), and CP (CP-b). We coloured the cells that contain the best values to see the difference easier. Table 4.5 shows us that although HB can find better results when individual runs are considered, on the average, LS finds more robust solutions (i.e. lower values of $b$ ).

We can observe that when working on small uniformly random SM instances, LS and HB are very competitive. There is no clear advantage on one another. Although HB performs slightly better in terms of time efficiency, both models can be preferred. For larger random instances, especially after $n>800$, the HB model has a clear advantage in terms of the total time spent over the LS. However, the $b$ values found by HB are not as consistent as the LS. If individual

Table 4.5: The average minimum $b$ values found by each model on all instances (i.e. DATA-S merged with DATA-L).

| $\mathbf{n}$ | GA - b | LS - b | HB - b | CP - b |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{5 0}$ | 19.31 | 19.24 | 19.24 | 19.24 |
| $\mathbf{1 0 0}$ | 48.92 | 48.84 | 48.84 | 48.84 |
| $\mathbf{1 5 0}$ | 83.72 | 83.60 | 83.60 | 83.60 |
| $\mathbf{2 0 0}$ | 114.79 | 114.52 | 114.52 | 114.52 |
| $\mathbf{2 5 0}$ | 161.03 | 160.52 | 160.52 | 160.52 |
| $\mathbf{3 0 0}$ | 189.11 | 188.56 | 188.56 | 188.56 |
| $\mathbf{4 0 0}$ | 267.83 | 267.16 | 267.16 | - |
| $\mathbf{5 0 0}$ | 349.25 | 347.96 | 347.96 | - |
| $\mathbf{6 0 0}$ | 431.43 | 430.20 | 430.20 | - |
| $\mathbf{7 0 0}$ | 511.11 | 510.00 | 510.00 | - |
| $\mathbf{8 0 0}$ | 582.71 | 581.12 | 581.15 | - |
| $\mathbf{9 0 0}$ | 683.92 | 682.24 | 682.25 | - |
| $\mathbf{1 0 0 0}$ | 769.05 | 766.68 | 766.69 | - |
| $\mathbf{1 1 0 0}$ | 857.91 | 855.96 | 856.09 | - |
| $\mathbf{1 2 0 0}$ | 931.21 | 928.08 | 928.25 | - |
| $\mathbf{1 3 0 0}$ | 1028.47 | 1025.28 | 1025.48 | - |
| $\mathbf{1 4 0 0}$ | 1110.55 | 1106.72 | 1106.733 |  |

runs are considered, HB is able to find better values of $b$; but if the average is reported, then $L S$ provides lower values. Note that, the difference for the average values is very small and can be neglected in some cases (i.e. difference $\leq 0.1$ ).

### 4.7.2 Large Instances (MANY)

After observing the competitive results of the HB and the LS models, we compared their performance on a dataset of SM instances, where the instances contain many stable matchings. We refer to this dataset as Many. We often say that the instances in this dataset are "large", where the term large for this dataset stands for the number of stable matchings of an instance and not the number of men/women involved in the instance.

Many. In order to generate instances that contain many stable matchings, we first generated 100 SM instances for each size $n=\{16,32,64,128\}$ using the family described by Irving and Leather [IL86a]. Then, we slightly modified the generated instances, similar to the technique used by Siala and O'Sullivan [SO17]. Our dataset MANY consists of these modified instances.

First let us introduce this family of instances described by Irving and Leather. Irving and Leather prove that any instance in the original family contains at least $2^{n-1}$ stable matchings for an instance of size $n=2^{i}$. They define the family over two matrices for the preferences of each gender, $m p_{n}, m p_{n}^{\prime}$ for the mens' preferences and $w p_{n}, w p_{n}^{\prime}$ for the womens'. The preference lists of these large instances are obtained recursively by appending the following matrices until the desired instance size is found:

$$
m p_{2 n}=\left[\begin{array}{ll}
m p_{n} & m p_{n}^{\prime} \\
m p_{n}^{\prime} & m p_{n}
\end{array}\right], w p_{2 n}=\left[\begin{array}{ll}
w p_{n} & w p_{n}^{\prime} \\
w p_{n}^{\prime} & w p_{n}
\end{array}\right]
$$

For our experiments, we slightly modify each instance of this family by first randomly selecting two random men $m_{i}, m_{j}$. Then, we modify $m_{i}$ 's preference list by swapping the positions of two randomly selected women within the list. We repeat the same for $m_{j}$. We also modify the preference lists of two random women in the same way. As a result, for each instance in this dataset, we modify the original preference lists of men by changing 4 women's positions. Similarly, we modify the original women's preference table by changing 4 men's
positions. In other words, the original preference set between the original and the modified instances have a Hamming Distance of 8.

Example. We give in Table 4.6 an example of an original instance. Subsequently, in Table 4.7, we provide our modified version of this instance. The different positions in both men's and women's preference lists are marked as bold to make it easier to see. Observe that, the preference lists of men $m_{2}$ and $m_{8}$ are modified. Additionally, the preference lists of women $w_{2}$ and $w_{6}$ are modified by making small changes.

We also plot the rotation posets corresponding these two instances in order to provide an insight on the structures. Figure 4.9 illustrates the rotation posets of the instances presented in Table 4.6 (left) and Table4.7 (right). We can observe that the technique described above may significantly decrease the number of rotations in the rotation poset for some cases. However, as we show later, these instances yield in a large number of stable matchings.

Before discussing the results on these instances, observe that, the original instances have the properties of the specific family of SM instances discussed in

Table 4.6: An SM instance of size 8 that belongs to the original family described by Irving and Leather [IL86a].

|  | Preference lists of men |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $m_{1}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $m_{2}$ | 2 | 1 | 4 | 3 | 6 | 5 | 8 | 7 |
| $m_{3}$ | 3 | 4 | 1 | 2 | 7 | 8 | 5 | 6 |
| $m_{4}$ | 4 | 3 | 2 | 1 | 8 | 7 | 6 | 5 |
| $m_{5}$ | 5 | 6 | 7 | 8 | 1 | 2 | 3 | 4 |
| $m_{6}$ | 6 | 5 | 8 | 7 | 2 | 1 | 4 | 3 |
| $m_{7}$ | 7 | 8 | 5 | 6 | 3 | 4 | 1 | 2 |
| $m_{8}$ | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |


|  | Preference lists of women |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $w_{1}$ | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |
| $w_{2}$ | 7 | 8 | 5 | 6 | 3 | 4 | 1 | 2 |
| $w_{3}$ | 6 | 5 | 8 | 7 | 2 | 1 | 4 | 3 |
| $w_{4}$ | 5 | 6 | 7 | 8 | 1 | 2 | 3 | 4 |
| $w_{5}$ | 4 | 3 | 2 | 1 | 8 | 7 | 6 | 5 |
| $w_{6}$ | 3 | 4 | 1 | 2 | 7 | 8 | 5 | 6 |
| $w_{7}$ | 2 | 1 | 4 | 3 | 6 | 5 | 8 | 7 |
| $w_{8}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |

Table 4.7: An SM instance of size 8 that belongs to our benchmark Many obtained by the original instance given in Table 4.6.

|  | Preference lists of men |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m_{1}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| $m_{2}$ | 2 | $\mathbf{8}$ | 4 | 3 | 6 | 5 | $\mathbf{1}$ | 7 |
| $m_{3}$ | 3 | 4 | 1 | 2 | 7 | 8 | 5 | 6 |
| $m_{4}$ | 4 | 3 | 2 | 1 | 8 | 7 | 6 | 5 |
| $m_{5}$ | 5 | 6 | 7 | 8 | 1 | 2 | 3 | 4 |
| $m_{6}$ | 6 | 5 | 8 | 7 | 2 | 1 | 4 | 3 |
| $m_{7}$ | 7 | 8 | 5 | 6 | 3 | 4 | 1 | 2 |
| $m_{8}$ | 8 | 7 | $\mathbf{5}$ | $\mathbf{6}$ | 4 | 3 | 2 | 1 |


|  | Preference lists of women |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $w_{1}$ | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 |
| $w_{2}$ | 7 | 8 | 5 | 4 | 3 | 6 | 1 | 2 |
| $w_{3}$ | 6 | 5 | 8 | 7 | 2 | 1 | 4 | 3 |
| $w_{4}$ | 5 | 6 | 7 | 8 | 1 | 2 | 3 | 4 |
| $w_{5}$ | 4 | 3 | 2 | 1 | 8 | 7 | 6 | 5 |
| $w_{6}$ | 3 | 4 | 1 | 2 | 5 | 8 | 7 | 6 |
| $w_{7}$ | 2 | 1 | 4 | 3 | 6 | 5 | 8 | 7 |
| $w_{8}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |



Figure 4.9: Rotation posets corresponding to the large instances.

Definition 17 (Page 87). An interesting observation is that, although the original instances have exponentially many number of stable matchings, a $(1,1)$ supermatch to a given instance can easily be found in polynomial-time using the procedure discussed in the proof of Theorem 7 (Page 88).

For the sake of an example, consider the fact that there are 8 men/women in the original instance. We know that a rotation contains at least two pairs, and incomparable rotations contain different set of men (see Lemma 13, Page 99). Each rotation in this poset is incomparable with at least 3 rotations, where all 4 rotations are in the same level. Therefore, all rotations in this poset contain exactly 2 pairs. The first level in this rotation poset can be identified as consisting of $\rho_{0}, \rho_{1}, \rho_{5}, \rho_{6}$. By Theorem 7, this level corresponds to a ( 1,1 )-supermatch.

We now present the results that we obtained on the robustness of these modified instances. Table 4.8 reports for each size the average value of: number of all men/women ( $\mathbf{n}$ ), the number of non-fixed men( $\mathbf{n f}$ ), the number of rotations in the rotation poset $(|\mathcal{V}|)$. Additionally, it reports the average minimum $b$ found by the model LS, HB where population size $|\boldsymbol{P}|=10$, and HB where population size $|\boldsymbol{P}|=60$ (b); followed by the total time spent in minutes for each of the three models ( t (min)).

The first observation on this table is about the number of non-fixed men (nf). It shows that by slightly modifying the original large instances, we can obtain SM instances in which almost everyone have at least one alternative partner. The reason $n f$ having values 15.99 and 31.99 for sizes $n=16$ and $n=32$ is because one of the instances among 100 instances in each set in Many both produce 1 fixed-man. On the other hand, when the instance size is 64 or 128 , all men have at least two stable partners.

Next, this dataset shows that the robustness of instances that have many stable matchings is very high (i.e the value of $b$ is low). For each instance size, our best model for that size is able to find solutions whose average $b$ values evaluate to a $b$ value that is opt $=1<b<2$. For instance, for size $n=16$, the LS model finds solutions such that for the breakage of any man on the solution, on the average, 1.12 other men need to break-up from their current partners. Similarly, for size $n=128$, HB models finds that the solution is guaranteed to be repaired by only 1.02 additional men's break-up.

As one can observe from Table 4.8, we ran the HB model by using different sizes of population. The reason to this should become more clear later in this section, when we discuss the running times of the models. In Table 4.8, we can observe that reducing the number of individuals in the population of HB (10 vs. 60) causes the algorithm to find slightly worse solutions. For instance, for size $n=64$, the average minimum $b$ is found as 1.74 by a population of size 10 , and 1.28 by a population of size 60 . This is due to having an increased chance in getting stuck at local minima for a smaller population. On the other hand, LS finds competitive values for $b$ for size $16 \leq n \leq 64$. However, as we can see for $n=128$, LS finds solutions that are far away from the optimal solution.

We provide in Table 4.9 more details on the performances of these models. This table consists of two sections presented one below the other due to space limitation. Recall that, Many contains 100 instances for each size $n$. The columns in the first half report for each size the value of: average number of all men (n),

Table 4.8: Summary of the results on large instances for RSM.

| instance |  |  | LS |  | HB, $\|\boldsymbol{P}\|=\mathbf{1 0}$ |  | HB, $\|\boldsymbol{P}\|=\mathbf{6 0}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | nf | $\|\mathcal{V}\|$ | b | $\mathbf{t}(\mathbf{m i n})$ | b | t (min) | b |  |
| $\mathbf{t}(\mathbf{m i n})$ |  |  |  |  |  |  |  |  |
| 16 | 15.99 | 100.43 | 1.12 | 0.003 | 1.21 | 0.003 | 1.1 |  |
| 32 | 31.99 | 447.26 | 1.03 | 0.054 | 1.30 | 0.024 | 1.04 |  |
| 0.029 |  |  |  |  |  |  |  |  |
| 64 | 64 | 1889.95 | 1.685 | 3.158 | 1.74 | 0.824 | 1.28 |  |
| 128 | 128 | 7788.02 | 14.055 | 8.367 | 1.02 | 13.989 | 1.01 |  |

average of the number of different stable matchings created until the search terminates ( $\mathbf{s m}$ ), the maximum number of stable matchings created for a single instance among all 100 instances (max-sm), the time spent until the solution is found ( $t_{\text {best }}$ in minutes). Then, the columns in the second half report for each size the average value of: the number of instances where the value of $b$ is found as 1 i.e. optimal (opt), the number of instances that terminated by a time-out i.e. reaching $\lim _{\text {time }}=20 \mathrm{mins}(\mathbf{t} / \mathbf{o}$, the number of instances that terminated after not improving the solution for $\lim _{\text {iter }}=5000$ iterations (no-im).

Table 4.9 shows that HB outperforms the LS method on large instances. If we look at the time spent during LS, we can infer that a solution is found at the early stages of the algorithm ( $t_{\text {best }}$ ) and the algorithm kept running until the cut-off limit or the time-limit is met. This is due to having large number of neighbours and also getting stuck at local minima. We can observe this by looking at the number of stable matchings produced in all methods. When $n=128$, LS struggles finding the neighbours and can only explore 48 different stable matchings in total. However, HB models are able to explore more diverse stable matchings and hence find better solutions. We can observe that when $n=128$ for LS model, on the average $32.5 \%$ of the instances terminate due to the time limit. However, nearly all the HB models either terminate because they could not find any improved solutions or they already found the optimal.

The results can be summed up as the LS model performs very well for the smaller instances in many. However, it struggles to complete the search for larger sizes. The HB model seems to perform well for the instances in many. The running time of the HB model can be improved by using a smaller population. But there is a trade-off between the total running time and the $b$ values found.

Table 4.9: More details of the results on large instances for RSM.

|  | LS |  |  | HB, $\|\boldsymbol{P}\|=\mathbf{1 0}$ |  |  | HB, $\|\boldsymbol{P}\|=\mathbf{6 0}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{n}$ | sm | max-sm | $\boldsymbol{t}_{\text {best }}$ | sm | max-sm | $\boldsymbol{t}_{\text {best }}$ | sm | max-sm | $\boldsymbol{t}_{\text {best }}$ |
| 16 | 88.61 | 672 | 0.001 | 34.76 | 215 | 0 | 90.75 | 822 | 0.001 |
| 32 | 352.1 | 7221 | 0.038 | 74.38 | 998 | 0.008 | 125.7 | 2720 | 0.016 |
| 64 | 677.1 | 7257 | 1.939 | 126.3 | 1857 | 0.323 | 155.8 | 2453 | 0.629 |
| 128 | 48.53 | 583 | 1.993 | 98.29 | 299 | 13.88 | 138.9 | 191 | 17.61 |
| $\mathbf{n}$ | opt | t/o | no-im | opt | t/o | no-im | opt | t/o | no-im |
| 16 | 93 | 0 | 7 | 90 | 0 | 10 | 93 | 0 | 7 |
| 32 | 99 | 0 | 1 | 93.5 | 0 | 6.5 | 98.5 | 0 | 1.5 |
| 64 | 92 | 8 | 0 | 95 | 0 | 5 | 98.5 | 1.5 | 0 |
| 128 | 67.5 | 32.5 | 0 | 99 | 1 | 0 | 99.5 | 0.5 | 0 |

### 4.8 Chapter Summary

We presented a polynomial-time procedure using the rotation poset to verify if a given stable matching is a $(1, b)$-supermatch. Subsequently, we developed four different models to find the most robust solution: a Constraint Programming, a local search, a genetic algorithm, and a hybrid model, all based on the proposed polynomial-time procedure. Then, we compared the four models and concluded that our hybrid procedure and the local search outperforms the genetic algorithm on random RSM instances. For small random instances, we verified that the local search and the hybrid model provide similar results to the constraint programming model. We compared the performances of local search and the hybrid models further on a dataset whose instances contain many stable matchings. We found out that although the LS model is successful for the smaller sizes in this dataset, HB performs better for larger sizes.

## Chapter 5

## Robust Stable Roommates


#### Abstract

We investigate the robustness concept further on a generalized version of the SM, namely the Stable Roommates problem (SR). We name the robust version of the problem as Robust Stable Roommates problem (RSR). We define a polynomial-time procedure based on the reduced rotation poset of the underlying SR instance to decide if a stable matching is a $(1, b)$-supermatch. Then, learning from the proposed models for RSM, we propose two meta-heuristic approaches for finding the most robust solution to an RSR instance: a local search procedure and a hybrid (genetic local search) procedure. We conclude this section by providing a comparison of the two models and an overview of the robustness of different RSM and RSR instances.


### 5.1 Introduction

The Stable Roommates problem (SR) consists of a set of $n=2 \times k, k \in \mathbb{N}^{+}$agents, where each agent has a preference list in which he/she ranks all other agents in strict order of preference. The aim is to find a matching that is stable. The basics of the problem is presented in Section 2.4.2 (Page 44).

We define the Robust Stable Roommates problem (RSR) analogous to the RSM (see Definition 12, Page 64). We refer the problem of finding an ( $a, b$ )-supermatch to a given SR instance as the Robust Stable Roommates problem (RSR). In the RSM, given a stable matching $M$ and a pair $\left(m_{i}, w_{j}\right) \in M$, when searching
for another stable matching $M^{\prime}$, where $\left(m_{i}, w_{j}\right) \notin M^{\prime}$, we say that $m_{i}$ wants to break-up. Similarly, in the RSR, given a stable matching $M$ and a pair $\left\{p_{i}, p_{j}\right\} \in$ $M$, when searching for another stable matching $M^{\prime}$, where $\left\{p_{i}, p_{j}\right\} \notin M^{\prime}$, we say that $\left\{p_{i}, p_{j}\right\}$ wants to leave the $M$.

A stable matching of an RSR instance is called an ( $a, b$ )-supermatch if any $a$ pairs do not want to be partners anymore (i.e. leave the stable matching), it is possible to find another stable matching by changing the partners of the people involved in those $a$ pairs and at most $b$ other pairs. Observe that, the definitions of the $(a, b)$-supermatches in the RSM (given in Definition 12, Page 64) and the RSR (see Definition 20) are very similar to each other. In both RSM and RSR, the value of $a$ and $b$ denote the number of pairs.

Definition 20 ((a,b)-supermatch) Given an $S R$ instance $\mathcal{I}$, and two integers $a, b \in \mathbb{N}$, a stable matching $M$ of $\mathcal{I}$ is said to be an $(a, b)$-supermatch if for any set $\Psi \subseteq M$ of non-fixed stable pairs, where $|\Psi|=a$, there exists a stable matching $M^{\prime}$ such that $M^{\prime} \cap \Psi=\emptyset$ and $d\left(M, M^{\prime}\right) \leq b+a$.

Let us illustrate the notations and concepts introduced in this section on an SR instance of 10 people provided by Gusfield and Irving (can be found in Page 171 in [GI89]). Table 5.1 presents the preference table for this instance. Note that, to aid readability we sometimes denote the person by its index number (i.e. $p_{i}$ as $i$, or pair $\left(\left\{p_{i}, p_{j}\right\}\right)$ as $\left.\{i, j\}\right)$ etc.). This instance contains 7 stable matchings (later we list them in Table 5.6). Consider one of its stable matchings, namely $M_{1}=\left\{\left\{p_{1}, p_{3}\right\},\left\{p_{2}, p_{4}\right\},\left\{p_{5}, p_{7}\right\},\left\{p_{6}, p_{8}\right\},\left\{p_{9}, p_{10}\right\}\right\}$ to illustrate an $(a, b)$-supermatch. In order $M_{1}$ to be a (2,0)-supermatch, there must exist a stable matching in the underlying instance if any two pairs leave $M_{1}$. In other words, for the leave of $\left\{p_{1}, p_{3}\right\}$ and $\left\{p_{2}, p_{4}\right\}$, there exists a stable matching $M^{\prime}$

Table 5.1: The preference table of an SR instance of size 10.

| $p_{i}$ | Preference list of $p_{i}$ |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 8 | 2 | 9 | 3 | 6 | 4 | 5 | 7 | 10 |
| 2 | 4 | 3 | 8 | 9 | 5 | 1 | 10 | 6 | 7 |
| 3 | 5 | 6 | 8 | 2 | 1 | 7 | 10 | 4 | 9 |
| 4 | 10 | 7 | 9 | 3 | 1 | 6 | 2 | 5 | 8 |
| 5 | 7 | 4 | 10 | 8 | 2 | 6 | 3 | 1 | 9 |
| 6 | 2 | 8 | 7 | 3 | 4 | 10 | 1 | 5 | 9 |
| 7 | 2 | 1 | 8 | 3 | 5 | 10 | 4 | 6 | 9 |
| 8 | 10 | 4 | 2 | 5 | 6 | 7 | 1 | 3 | 9 |
| 9 | 6 | 7 | 2 | 5 | 10 | 3 | 4 | 8 | 1 |
| 10 | 3 | 1 | 6 | 5 | 2 | 9 | 8 | 4 | 7 |

where $M^{\prime} \cap M_{1}=\left\{\left\{p_{5}, p_{7}\right\},\left\{p_{6}, p_{8}\right\},\left\{p_{9}, p_{10}\right\}\right\}$. Similarly, an $M^{*}$ for the leave of $\left\{p_{1}, p_{3}\right\}$ and $\left\{p_{5}, p_{7}\right\}$, where $M^{*} \cap M_{1}=\left\{\left\{p_{2}, p_{4}\right\},\left\{p_{6}, p_{8}\right\},\left\{p_{9}, p_{10}\right\}\right\}$; an $M^{\prime \prime}$ where $M^{\prime \prime} \cap M_{1}=\left\{\left\{p_{2}, p_{4}\right\},\left\{p_{5}, p_{7}\right\},\left\{p_{9}, p_{10}\right\}\right\}$, for the leave of $\left\{p_{1}, p_{3}\right\},\left\{p_{6}, p_{8}\right\}$, etc. This must hold for each pair combination of size 2.

On the other hand, in order $M_{1}=\left\{\left\{p_{1}, p_{3}\right\}\right.$, $\left.\left\{p_{2}, p_{4}\right\},\left\{p_{5}, p_{7}\right\},\left\{p_{6}, p_{8}\right\},\left\{p_{9}, p_{10}\right\}\right\}$ to be a $(2,1)$-supermatch, for the leave of each combination of size 2 , there must be a stable matching $M^{\prime}$ where the people involved in those 2 pair have different partners. Additionally, in any such $M^{\prime}$, either all other pairs remain the same as in $M_{1}$, or there is one more pair where the two people forming the pair also have different partners in $M^{\prime}$. As an example, if $\left\{p_{1}, p_{3}\right\}$ and $\left\{p_{2}, p_{4}\right\}$ together want to leave $M_{1}$, then there is a stable matching $M^{\prime}$, where $\left\{\left\{p_{1}, p_{3}\right\},\left\{p_{2}, p_{4}\right\}\right\} \cap M^{\prime}=\emptyset$, and:

- $M^{\prime} \cap M_{1}=\left\{\left\{p_{5}, p_{7}\right\},\left\{p_{6}, p_{8}\right\},\left\{p_{9}, p_{10}\right\}\right\}$, or
- $M^{\prime} \cap M_{1}=\left\{\left\{p_{6}, p_{8}\right\},\left\{p_{9}, p_{10}\right\}\right\}$, or
- $M^{\prime} \cap M_{1}=\left\{\left\{p_{5}, p_{7}\right\},\left\{p_{9}, p_{10}\right\}\right\}$, or
- $M^{\prime} \cap M_{1}=\left\{\left\{p_{5}, p_{7}\right\},\left\{p_{6}, p_{8}\right\}\right\}$.

Note that, there must be a stable matching $M^{\prime}$ as illustrated above for the leave of all 10 different pair combinations of size 2 .

### 5.2 Notation and Definition

We define some terminology for the RSR similar to the ones in the RSM. We measure the distance between two stable matchings $M$ and $M^{\prime}$ in an RSR instance by the number of pairs that exist in one, but not the other one, and denote it by $d\left(M, M^{\prime}\right)$. Let $M$ be a stable matching and $\Psi \subseteq M$ be a set of nonfixed pairs to leave $M$. A repair matching is defined analogously to the RSM. A repair matching represents a stable matching, where for the leaves of $\Psi$ from $M$ is a stable matching $M^{\prime}$ that minimizes the value of $d\left(M, M^{*}\right)$ taken over every other stable matching $M^{*}$ such that $M^{*} \cap \Psi=\emptyset$. The repair cost in this context is the value $d\left(M, M^{\prime}\right)-|\Psi|$. Additionally, in order to avoid repetition, as we did for the RSM, we use a notation for stable matchings and their corresponding closed subsets such that if a stable matching is identified using some superscripts or subscripts, then its corresponding closed subset contains them as well (i.e. the closed subset of $M_{i}^{j}$ is denoted by $S_{i}^{j}$ ).

Recall the basics of SR. Each stable matching has a corresponding unique complete closed subset. A complete closed subset $S$ represents a set of rotations in the reduced rotation poset such that for each $\rho \in S, \rho$ is a non-singular rotation and all the predecessors of $\rho$ are also in $S$. There exists a one-to-one correspondence between the complete closed subsets of the reduced rotation poset and the stable matchings of the underlying instance. The preference table obtained after applying the first phase of the SR algorithm is called $T_{0}$. We denote by $\boldsymbol{T}_{\boldsymbol{S}}$ the preference table obtained after eliminating all singular rotations starting from $T_{0}$. Any stable matching can be obtained by eliminating one of each dual rotations starting from $T_{S}$. We shall sometimes abuse the notation and shorten the term preference table to table.

We define elimination and production of pairs for RSR with respect to the preference tables. A rotation $\rho$ is said to eliminate $\left\{p_{i}, p_{j}\right\}$ if there exists a table $T$ such that $\rho$ is exposed in $T$ and when $\rho$ is eliminated from $T$, the resulting table does not contain $\left\{p_{i}, p_{j}\right\}$. More formally, $\rho$ eliminates $\left\{p_{i}, p_{j}\right\}$ if $\rho$ is exposed in $T,\left\{p_{i}, p_{j}\right\} \in T$, and $\left\{p_{i}, p_{j}\right\} \notin T / \rho$. On the other hand, a rotation $\rho$ is said to produce $\left\{p_{i}, p_{j}\right\}$ if there exists a table $T$ such that:

- $\rho$ is exposed in $T$, and
- Preference lists of $p_{i}$ or $p_{j}$ contains more than 1 person (i.e. $\left|L_{T}(i)\right|>1$, $\left.\left|L_{T}(j)\right|>1\right)$, and
- Preference lists of $p_{i}$ contains only $p_{j}$ in the table obtained after eliminating $\rho$ from $T$ (i.e. $\left|L_{T / \rho}(i)\right|=1$ and $L_{T / \rho}(i)=\left\{p_{j}\right\}$ ), and
- Preference lists of $p_{j}$ contains only $p_{i}$ in the table obtained after eliminating $\rho$ from $T$ (i.e. $\left|L_{T / \rho}(j)\right|=1$ and $L_{T / \rho}(j)=\left\{p_{i}\right\}$ ).

We use the term flipping $\boldsymbol{\rho}$ from $S$ as the process of removing $\rho \in S$ from $S$ and adding its dual $\bar{\rho}$ to $S$. We define a set of sink rotations and a set of neighbour rotations analogous to the definitions in RSM. Given a complete closed subset $S$, the set $\mathbf{L}(S)$ denote the set of rotations that are the sink vertices of the graph induced by the rotations in $S$ and the $\mathbf{N}(S)$ denote the set of the rotations that are not included in $S$ and for each $\rho \in \mathbf{N}(S)$ either $d_{i n}(\rho)=0$ or for all $\rho^{\prime} \prec \rho$, $\rho^{\prime} \in S$. We also use $\boldsymbol{L}_{\boldsymbol{T}}(\boldsymbol{i})$ to denote the list of the person $p_{i}$ in a stable table $T$.

In the rest of this section we use an instance $\mathcal{I}$ that has more than one solution. Because, some SR instances do not have a solution or they only have a single solution. Therefore, these instances do not provide any information on the
robustness. In fact, they are not robust with respect to our robustness definition. Therefore, we work on instances that contain at least two stable matchings. We also use $\left\{p_{i}, p_{j}\right\}$ to denote a non-fixed pair of $\mathcal{I}$ that is stable. Recall that, by Lemma 3 (Page 49), $\left\{p_{i}, p_{j}\right\}$ is a stable non-fixed pair if and only if $\left(p_{i}, p_{j}\right)$ or $\left(p_{j}, p_{i}\right)$ is in a non-singular rotation.

The intractability result of the RSM is lifted to the RSR as the SR is a generalization of the SM.

Theorem 10 RSR is $\mathcal{N P}$-hard.
Proof. The proof is straightforward as it is possible to create an SR instance from any given SM instance with the exact same stable matchings in polynomial-time by padding every other person of the same sex to the preference list of each person (see Lemma 1, Page 45). Every ( $a, b$ )-supermatch in the SM instance is also an $(a, b)$-supermatch in the corresponding SR instance and vice versa. Hence, RSR is $\mathcal{N} \mathcal{P}$-hard because RSM is $\mathcal{N} \mathcal{P}$-hard.

### 5.3 Verification of (1,b)-supermatches

Although the outlines of the approaches for finding a $(1, b)$-supermatch for RSR and RSM are similar, there is one major difference to be considered. The RSM instances contain at most one rotation that produces a non-fixed stable pair and at most one other that eliminates it. In this section, we show that it is different for the RSR. We prove in the rest of the section that the RSR has two cases: a pair can be produced by a unique rotation and eliminated by another one, or it can be eliminated by two different rotations and produced by two others. Throughout this section, we denote by $\rho_{e}$ the elimination rotation, and by $\rho_{p}$ the production rotation. If there is more than one rotation that eliminates/produces the pair, we use $\rho_{p 1}, \rho_{p 2}, \rho_{e 1}, \rho_{e 2}$, etc. to identify them.

We begin by proving the existence and identification of these rotations for each pair. First, let us identify some cases to aid readability of this section. For any non-fixed stable pair $\left\{p_{i}, p_{j}\right\}$, we identify two cases by the position of the person in the other one's preference list in preference table $T_{S}$ as follows:

Case 1: There are two sub-cases:

$$
\text { - } f_{T_{S}}(i)=p_{j} \text { and } l_{T_{S}}(j)=p_{i} \text {, or }
$$

$$
-l_{T_{S}}(i)=p_{j} \text { and } f_{T_{S}}(j)=p_{i}
$$

Case 2: Otherwise.
Case 1 is a special case that applies if one of the persons in the pair is the other one's most preferred person in $T_{S}$ (respectively, the other one is the least preferred person in $T_{S}$ ). Note that, in both of the cases, the two persons have more than 1 preferences in their preference lists, i.e. $L_{T_{S}}(i)>1$ and $L_{T_{S}}(j)>1$. Because the pairs are non-fixed. Later on, we refer to these cases for identifying scenarios.

Example. Let us illustrate the notation and concepts introduced in this section on the example instance given in Table 5.1. We first apply the first phase of the SR algorithm (see Algorithm 4, Page 48) on Table 5.1. We denote by $T_{0}$ the table obtained at this stage. Then, we remove all singular rotations from $T_{0}$ (see Algorithm 5, Page 48) and obtain $T_{S}$. Table 5.2 presents the $T_{S}$ of the instance presented in Table 5.1. For this instance, we can identify the following potential stable pairs. We also show to which case the identified pairs belong.

Set of pairs that are identified as Case 1: $\left\{\left\{p_{1}, p_{3}\right\},\left\{p_{2}, p_{4}\right\},\left\{p_{3}, p_{5}\right\},\left\{p_{4}, p_{9}\right\}\right.$, $\left.\left\{p_{5}, p_{7}\right\},\left\{p_{6}, p_{8}\right\},\left\{p_{7}, p_{1}\right\},\left\{p_{8}, p_{10}\right\},\left\{p_{9}, p_{2}\right\},\left\{p_{10}, p_{6}\right\}\right\}$.

Set of pairs that are identified as Case 2: $\left\{\left\{p_{1}, p_{4}\right\},\left\{p_{2}, p_{3}\right\},\left\{p_{2}, p_{8}\right\},\left\{p_{3}, p_{6}\right\}\right.$, $\left.\left\{p_{3}, p_{2}\right\},\left\{p_{4}, p_{1}\right\},\left\{p_{4}, p_{6}\right\},\left\{p_{5}, p_{10}\right\},\left\{p_{5}, p_{8}\right\}\right\}$.

Table 5.2: The table $T_{S}$ for the SR instance of size 10 presented in Table 5.1.

| $p_{i}$ | Preference list of $p_{i}$ |
| :---: | :---: |
| 1 | 347 |
| 2 | 4389 |
| 3 | 5621 |
| 4 | 9162 |
| 5 | 71083 |
| 6 | 83410 |
| 7 | 15 |
| 8 | 10256 |
| 9 | 2104 |
| 10 | 6598 |

### 5.3.1 Identification of Elimination and Production Rotations

In this section, we show the existence of the elimination and production rotations for each pair in a given RSR instance. We identify these rotations now, and use later when describing our methodology for verifying if a given stable matching is a $(1, b)$-supermatch in Section 5.3.2.

First, in Lemma 19, we show how to identify the elimination rotation(s) for a given pair regardless of its case. Note that, the elimination rotations for RSR are defined similar to the ones in RSM, except the pairs in RSM are ordered but the ones in RSR are unordered.

Lemma 19 A non-fixed stable pair $\left\{p_{i}, p_{j}\right\}$ is eliminated by a rotation $\rho$ if and only if $\left(p_{i}, p_{j}\right) \in \rho$ or $\left(p_{j}, p_{i}\right) \in \rho$.

Proof. $\Rightarrow$ Let the rotation be defined as $\rho=\left(x_{0}, y_{0}\right),\left(x_{1}, y_{1}\right) \ldots,\left(x_{|\rho|-1}, y_{|\rho|-1}\right)$. Let us remind a few concepts first. We know that every stable pair $\left\{p_{i}, p_{j}\right\}$ in the SR is included in a non-singular rotation $\rho$ as either $\left(p_{i}, p_{j}\right) \in \rho$ or $\left(p_{j}, p_{i}\right) \in \rho$ (by Lemma 3, Page 49). Recall that, eliminating $\rho$ from a table also results in deleting all pairs $\left\{y_{m}, z\right\}$ such that $y_{m}$ prefers $x_{m-1}$ to $z$ in the table (see Section 2.4.2, Page 49). We first show that our non-fixed stable pair $\left\{p_{i}, p_{j}\right\}$ cannot be one of such $\left\{y_{m}, z\right\}$. In other words, we show that a rotation that does not include the pair cannot eliminate it.

Suppose for contradiction that a non-fixed stable pair $\left(p_{i}, p_{j}\right) \notin \rho$ but $\rho$ eliminates it by the deletion of a pair $\left(x_{m}, y_{m}\right) \in \rho$, where $m \in[0,|\rho|-1]$. From the definition of a complete closed subset, all the stable matchings contain either the non-singular rotation $\rho=\ldots,\left(x_{m-1}, y_{m-1}\right),\left(x_{m}, y_{m}\right),\left(x_{m+1}, y_{m+1}\right), \ldots$ or its dual $\bar{\rho}=\ldots,\left(y_{m}, x_{m-1}\right),\left(y_{m+1}, x_{m}\right), \ldots$, (note that +1 operation is modulo $|\rho|$ ) in their corresponding complete closed subsets, denoted by $S$. Consider the scenario plotted in Table 5.3. This is an illustration (not complete) of the consequence of deleting pairs in the rotation.

Table 5.3: An illustration of a table $T$.

| $p$ | Preference list of $p$ |
| :--- | :--- |
| $\ldots$ | $\ldots$ |
| $x_{m}$ | $\ldots, y_{m},(z), y_{m+1} \ldots$ |
| $\ldots$ | $\ldots$ |
| $y_{m}$ | $\ldots, x_{m-1},(z), x_{m}, \ldots$ |
| $\ldots$ | $\ldots$ |

For instance, eliminating $\rho$ moves $x_{m}$ from $y_{m}$ to $y_{m+1}$ by deleting $\left\{y_{m}, z\right\}$. In a similar way, eliminating $\bar{\rho}$ moves $y_{m}$ from $x_{m-1}$ to $x_{m}$ by deleting such $\left\{x_{m}, z\right\}$. The pairs eliminated in this process cannot be exposed in any stable tables later on. Therefore, they cannot be a part of a rotation, meaning the pair is not stable. This contradicts the fact that pair $\left\{p_{i}, p_{j}\right\}$ is a non-fixed stable pair. Therefore, $\left\{p_{i}, p_{j}\right\}$ cannot be any such $\left\{x_{m}, z\right\}$ or $\left\{y_{m}, z\right\}$ The proof is the same for $\left(p_{j}, p_{i}\right)$.
$\Leftarrow$ From the definition of eliminating a rotation $\rho$ from $T$, where $\left(p_{i}, p_{j}\right) \in \rho$, the elimination results in the deletion of $p_{j}$ from $p_{i}$ 's list. Similarly, if $\left(p_{j}, p_{i}\right) \in \rho$ then it results in the deletion of $p_{i}$ from $p_{j}$ 's list .

Hence, for any non-fixed stable pair $\left\{p_{i}, p_{j}\right\}$ to be eliminated, there exists a nonsingular rotation $\rho$ and the pair appears in this rotation as either $\left(p_{i}, p_{j}\right) \in \rho$ or $\left(p_{j}, p_{i}\right) \in \rho$.

Subsequently, Lemma 20 identifies the production rotation(s) for each pair.
Lemma 20 If a non-fixed stable pair $\left\{p_{i}, p_{j}\right\}$ is eliminated by $\rho_{e}$, then $\left\{p_{i}, p_{j}\right\}$ is produced by its dual, $\rho_{p}=\bar{\rho}_{e}$.

Proof. A rotation is said to produce $\left\{p_{i}, p_{j}\right\}$ if eliminating it from a preference table $T$ reduces $L_{T / \rho}(i)$ to a single entry, namely to $p_{j}$ and $L_{T / \rho}(j)$ to $p_{i}$. We prove the existence of the production rotations over the two cases (Case 1 and Case 2) identified in Section 5.3.

We have two sub-cases in Case 1. First case is when $p_{j}$ is $p_{i}$ 's most preferred person in $T_{S}$, i.e. $f_{T_{S}}(i)=p_{j}, l_{T_{S}}(j)=p_{i}$. In order to reduce $p_{i}$ 's list to only $p_{j}$, we need a rotation that moves $p_{i}$ from his/her second best choice up to the first choice. We refer to this operation as limiting $p_{i}$ from the right. Similarly, to reduce the $p_{j}$ 's list to $p_{i}$, we need a rotation that moves $p_{j}$ from his/her second least-preferred person to the least preferred person. We refer to this operation as limiting $p_{j}$ from the left. Referring back to Table 5.3 for notation, the production rotation $\rho_{p}$ of the pair $\left\{p_{i}, p_{j}\right\}=\left(x_{m}, y_{m}\right)$ must contain the pair $\left(y_{m+1}, x_{m}\right) \in \rho_{p}$ to limit $x_{m}$ from the right. Additionally, it must contain $\left(y_{m}, x_{m-1}\right)$ to limit $y_{m}$ from the left. To illustrate, the production rotation has the shape: $\rho_{p}=\ldots,\left(y_{m}, x_{m-1}\right),\left(y_{m+1}, x_{m}\right), \ldots$. Note that, each ordered pair can only appear in exactly one rotation. Observe that, the dual of $\rho_{p}$ contains the pair $\left(x_{m}, y_{m}\right)$, from definition of the dual. By Lemma 19, we know that the rotation that contains $\left(x_{m}, y_{m}\right)$ is the elimination rotation of the pair $\left\{p_{i}, p_{j}\right\}$. Therefore, $\rho_{p}=\bar{\rho}_{e}$. The proof for the second sub-case is similar, where $\left(y_{m}, x_{m}\right) \in \rho_{e}$.

For a pair $\left\{p_{i}, p_{j}\right\}$ in Case 2 , each person has both more and less preferred people in their lists. Therefore, in order to produce a pair, their lists must be limited from both the left and right. Let $\rho_{p 1}$ denote the rotation that limits $p_{i}$ from the left and $p_{j}$ from the right, and $\rho_{p 2}$ denote the rotation that limits $p_{i}$ from the right and $p_{j}$ from the left, respectively. Let the preference lists for the pair $\left\{p_{i}, p_{j}\right\}$ denoted by $L_{T_{S}}(i)=\left[\ldots, y_{m-1}, y_{m}, y_{m+1}\right]$ and $L_{T_{S}}(j)=\left[\ldots, x_{m-1}, x_{m}, x_{m+1}\right]$ where $\left\{p_{i}, p_{j}\right\}=\left(x_{m}, y_{m}\right)$. The pair $\left(x_{m}, y_{m-1}\right)$ must be in $\rho_{p 1}$ to limit $p_{i}$ from the left and $\left(x_{m+1}, y_{m}\right)$ be in $\rho_{p 1}$ to limit $p_{j}$ from the right. Additionally, the pair $\left(y_{m+1}, x_{m}\right)$ must be in $\rho_{p 2}$ to limit $p_{i}$ from right and $\left(y_{m}, x_{m-1}\right)$ to limit $p_{j}$ from left. Note that, the dual of $\rho_{p 1}$ contains $\left(y_{m}, x_{m}\right)$, the dual of $\rho_{p 2}$ contains $\left(x_{m}, y_{m}\right)$, from the definition of a dual rotation. By Lemma 19, we know these rotations are elimination rotations of the pair $\left\{p_{i}, p_{j}\right\}$.

Note that the two rotations $\rho_{p 1}$ and $\rho_{p 2}$ do not require one of them to be eliminated from the table first; they are incomparable. Therefore, depending on the order of elimination of the rotations, both of them are identified as production rotations.

Having identified the production rotation for a pair, Proposition 4 gives a characterisation on production rotation(s) of a pair $\left\{p_{i}, p_{j}\right\}$ and the complete closed subsets of the stable matchings that $\left\{p_{i}, p_{j}\right\}$ belong.

Proposition 4 For each non-fixed stable pair $\left\{p_{i}, p_{j}\right\}$ in a stable matching $M$, the corresponding complete closed subset of $M$ contains all production rotations of $\left\{p_{i}, p_{j}\right\}$.

Proof. The proof is immediate from the proof of Lemma 20 as eliminating the production rotations starting from preference table $T_{S}$ guarantees to reduce the entries in final table (solution) $T$ to $L_{T}(i)=p_{j}$ and $L_{T}(j)=p_{i}$.

We sum up the findings above for the non-fixed stable pairs. If a pair is described by Case 1, then there exists only one elimination rotation for this pair and only one production rotation as the dual of the elimination one. Because, the preference list needs to be limited from only one direction (limiting from the left or from the right depending on the sub-case). However, for the pairs described by Case 2, there exist two elimination rotations for this pair, and also two other production rotations. Note that, for the pairs of Case 2, including one production rotation in the complete closed subset and not the other one, results in producing another partner for that pair. If the second production rotation is
not added, its dual must be added to the complete closed subset. Therefore, the pair produced depends on the dual rotation. Subsequently, Theorem 11 is an immediate result of Lemma 19 and Lemma 20 .

Theorem 11 For a non-fixed stable pair $\left\{p_{i}, p_{j}\right\}$, if:
Case 1: There exists a unique elimination rotation $\rho_{e}$, where $\left(p_{i}, p_{j}\right) \in \rho_{e}$ or $\left(p_{j}, p_{i}\right) \in \rho_{e}$, and a unique production rotation $\rho_{p}$, where $\rho_{p}=\bar{\rho}_{e}$.

Case 2: There exist two different elimination rotations $\rho_{e 1}, \rho_{e 2}$, where $\left(p_{i}, p_{j}\right)$ $\in \rho_{e 1},\left(p_{j}, p_{i}\right) \in \rho_{e 2}$ and two rotations $\rho_{p 1}=\overline{\rho_{e 1}}, \rho_{p 2}=\overline{\rho_{e 2}}$ that produce the pair.

Proof. Immediate from Lemma 19 and Lemma 20.

Example. Recall the look-up example presented in Table 5.1, and its $T_{S}$ table presented in Table 5.2. This instance contains 10 non-singular rotations as presented in Table 5.4

For a given pair covered by Case 1, e.g. $\left\{p_{6}, p_{8}\right\}$, there exists a unique elimination rotation $\rho_{e}=\bar{\rho}_{7}$. Its production rotation is also unique and is the dual of the elimination rotation $\rho_{p}=\rho_{7}$. Similarly, for $\left\{p_{5}, p_{3}\right\}$, there exists a unique elimination rotation $\rho_{e}=\rho_{4}$. Its production rotation is also unique and is the dual of the elimination rotation $\rho_{p}=\bar{\rho}_{4}$. As a final example, for a pair covered by Case 2, e.g. $\left\{p_{1}, p_{4}\right\}$, there exist two different elimination rotations, $\rho_{e 1}=\overline{\rho_{3}}$ and $\rho_{e 2}=\bar{\rho}_{6}$, whereby including any of them in a closed subset results in a stable matching, where the persons involved in the pair have different partners than each other. Moreover, there exist two different rotations, $\rho_{p 1}=\rho_{3}$ and $\rho_{p 2}=\rho_{6}$, which when both included in a complete closed subset, the corresponding stable

Table 5.4: The list of non-singular rotations of the instance given in Table 5.2 .

| $\rho_{3}$ | $(1,3),(2,4)$ |
| :--- | :--- |
| $\bar{\rho}_{3}$ | $(4,1),(3,2)$ |
| $\rho_{4}$ | $(3,5),(10,6)$ |
| $\bar{\rho}_{4}$ | $(6,3),(5,10)$ |
| $\rho_{5}$ | $(8,10),(9,2)$ |
| $\bar{\rho}_{5}$ | $(2,8),(10,9)$ |
| $\rho_{6}$ | $(4,9),(7,1),(10,5)$ |
| $\bar{\rho}_{6}$ | $(9,10),(1,4),(5,7)$ |
| $\rho_{7}$ | $(3,6),(8,2)$ |
| $\bar{\rho}_{7}$ | $(2,3),(6,8)$ |

matching contains the pair. Also, observe that, the pair $\left\{p_{5}, p_{8}\right\}$ is not a stable pair as none of the non-singular rotations contain it (see Lemma 3, Page 49).

### 5.3.2 Methodology

In the previous section, we identified for each pair the rotation(s) that produce and eliminate them. In this section, we show how to use the identified rotations to obtain the closest stable matching $M^{\prime}$ to a given stable matching $M$ if one of the pairs wants to leave the stable matching at a time. Let $S_{P}$ denote the set of all the complete closed subsets for the underlying SR instance. Lemma 21 gives a characterization for the complete closed subsets.

Lemma 21 Let $S \in S_{P}$. For each sink rotation $\rho$ of $S$, the set $S \backslash\{\rho\} \cup\{\bar{\rho}\} \in S_{P}$.

Proof. From the definition of closed subset, all predecessors $\rho^{\prime} \in N^{-}(\rho)$ are also in $S$. Since $\rho$ is a sink rotation, successors $\rho^{*} \in N^{+}(\rho)$ are not in $S$. Additionally, from the definition of the complete closed subset, duals of all $\rho^{*}$ must be in the complete closed subset (i.e. $\overline{\rho^{*}} \in S$ ) and $\bar{\rho}$ is not in $S$. Using Lemma 5 (Page 51), we know that $\rho^{*} \prec \bar{\rho}$. Hence, all predecessors of $\bar{\rho}$ are already in $S$, making $\bar{\rho}$ a neighbour rotation and results in $S \backslash\{\rho\} \cup\{\bar{\rho}\} \in S_{P}$.

The distance between two stable matchings $d\left(M, M^{\prime}\right)$ is previously defined in Section 5.2 as the number of different pairs between $M$ and $M^{\prime}$. Observe that the distance can be calculated by also using their corresponding complete closed subsets, instead of the stable matchings. If $S \backslash S^{\prime}=\{\rho\}$, it means $\rho \in S$ and $\bar{\rho} \in S^{\prime}$. We know that, $X(\{\rho\})=Y(\{\bar{\rho}\})$ and $Y(\{\rho\})=X(\{\bar{\rho}\})$. Therefore, between $M$ and $M^{\prime}$, only the people in $\rho$ (or $\bar{\rho}$ ) have different partners. This can also be generalised to a set of rotations. Hence, the distance can also be denoted as $d\left(S, S^{\prime}\right)=\left|X\left(S \backslash S^{\prime}\right) \cup Y\left(S \backslash S^{\prime}\right)\right| / 2$. Note that $d\left(S^{\prime}, S\right)=d\left(S, S^{\prime}\right)$.

Lemma 22 identifies the closest stable matching to a stable matching $M$, when a rotation from its corresponding complete closed subset is to be removed.

Lemma 22 Given a stable matching $M$ and its corresponding complete closed subset $S$, if $\rho \in S$ is a rotation to remove from $S$, the closest stable matching $M^{\prime}$ to $M$ such that $\rho \notin S^{\prime}$ is found by the formula:

$$
\begin{equation*}
C(S, \rho)=S^{\prime}=\left(S \backslash\left(\{\rho\} \cup N^{+}(\rho)\right)\right) \cup\{\bar{\rho}\} \cup \bigcup_{\rho^{*} \in N^{+}(\rho)}^{\bigcup} \bar{\rho}^{*} . \tag{5.1}
\end{equation*}
$$

Proof. The fact that the set $S^{\prime}$ is a complete closed subset follows from Lemma 5 (Page 51) and Lemma 21 as flipping a sink rotation of $S$ yields in another complete closed subset. However, if $\rho$ is not a sink rotation in $S$, we must flip all the successors of $\rho$ to obtain a complete closed subset.

Let $M^{*}$ denote the stable matching after flipping $\rho \in S$. Then $d\left(M, M^{*}\right)=$ $d\left(S, S^{*}\right)=|X(\{\rho\}) \cup Y(\{\rho\})| / 2$. Now, let $M^{*}$ denote the stable matching after flipping both $\rho, \sigma \in S$. Then, the two stable matchings differ only by the partners of all people that are involved in $\rho$ and $\sigma$. Note that, we calculate the distance over the number of pairs in RSR. Therefore, the distance is: $d\left(M, M^{*}\right)=|X(\{\rho\}) \cup Y(\{\rho\}) \cup X(\{\sigma\}) \cup Y(\{\sigma\})| / 2$. Observe that, flipping more rotations can only increase the distance between two stable matchings. In Formula 5.1, the required number of flips is the minimum, and therefore, the function $C(S, \rho)$ returns the closest stable matching to $M$ when $\rho \in S$ to be removed from $S$.

Finally, Theorem 12 concludes how to find the closest stable matching $M^{\prime}$ to $M$ if $\left\{p_{i}, p_{j}\right\} \in M$ wants to leave the $M$.

Theorem 12 Given a stable matching $M$ and a pair $\left\{p_{i}, p_{j}\right\}$ to leave $M$, the closest stable matching $M^{\prime}$ to $M$ is identified by its corresponding $S^{\prime}$ by using the Formula 5.1 as follows:

1. If Case 1, then $S^{\prime}=C\left(S, \rho_{p}\right)$.
2. If Case 2, let $M_{1}$ and $M_{2}$ be the two stable matchings s.t. $S_{1}=C\left(S, \rho_{p 1}\right)$ and $S_{2}=C\left(S, \rho_{p 2}\right)$. Then $S^{\prime}=S_{1}$ if $d\left(M, M_{1}\right)<d\left(M, M_{2}\right)$, otherwise $S^{\prime}=M_{2}$.

Proof. The proof is immediate from Theorem 11 and Lemma 22,
In order to verify if a given stable matching $M$ is a $(1, b)$-supermatch, all the closest stable matchings to the given stable matching are found under the assumption that each pair wants to leave the stable matching, one at a time. For each such pair, its production rotation is identified and then Theorem 12 is applied to find the closest stable matching. Among all the closest stable matchings, the stable matching $M^{\prime}$ that results in the maximum distance to $M$ defines the robustness of $M$, i.e. $b=d\left(M, M^{\prime}\right)-1$, where 1 denotes the pair that wants to leave.

Example. Figure 5.1 illustrates the reduced rotation poset of our running example presented in Table 5.1.

Table 5.5 presents a list of all the complete closed subsets of the reduced rotation poset given in Figure 5.1. Additionally, Table 5.6 presents a list of all the stable matchings corresponding to the complete closed subsets given in Table 5.5 .

On this example, we demonstrate how to find the $(1, b)$-robustness value of the stable matching $M_{6}$. We choose $M_{6}$ because it contains a number of pairs of both Case 1 and Case 2. We start by identifying in $M_{6}$ in Table 5.7 the production


Figure 5.1: Reduced rotation poset of the rotations given in Table 5.4 .
Table 5.5: A list of all the seven complete closed subsets of the poset given in Figure 5.1.

$$
\begin{aligned}
& S_{1}=\left\{\bar{\rho}_{3}, \rho_{4}, \rho_{5}, \rho_{6}, \rho_{7}\right\} \\
& S_{2}=\left\{\rho_{3}, \overline{\rho_{4}}, \rho_{5}, \overline{\rho_{6}}, \bar{\rho}_{7}\right\} \\
& S_{3}=\left\{\rho_{3}, \rho_{4}, \overline{\rho_{5}}, \rho_{6}, \bar{\rho}_{7}\right\} \\
& S_{4}=\left\{\rho_{3}, \rho_{4}, \rho_{5}, \rho_{6}, \rho_{7}\right\} \\
& S_{5}=\left\{\rho_{3}, \rho_{4}, \rho_{5}, \rho_{6}, \bar{\rho}_{7}\right\} \\
& S_{6}=\left\{\rho_{3}, \rho_{4}, \rho_{5}, \overline{\rho_{6}}, \rho_{7}\right\} \\
& S_{7}=\left\{\rho_{3}, \rho_{4}, \rho_{5}, \bar{\rho}_{6}, \bar{\rho}_{7}\right\}
\end{aligned}
$$

Table 5.6: A list of all the stable matchings corresponding to the complete closed subsets given in Table 5.5 .

$$
\begin{aligned}
& M_{1}=\left\{\left\{p_{1}, p_{3}\right\},\left\{p_{2}, p_{4}\right\},\left\{p_{5}, p_{7}\right\},\left\{p_{6}, p_{8}\right\},\left\{p_{9}, p_{10}\right\}\right\} \\
& M_{2}=\left\{\left\{p_{1}, p_{7}\right\},\left\{p_{2}, p_{8}\right\},\left\{p_{3}, p_{5}\right\},\left\{p_{4}, p_{9}\right\},\left\{p_{6}, p_{10}\right\}\right\} \\
& M_{3}=\left\{\left\{p_{1}, p_{4}\right\},\left\{p_{2}, p_{9}\right\},\left\{p_{3}, p_{6}\right\},\left\{p_{5}, p_{7}\right\},\left\{p_{8}, p_{10}\right\}\right\} \\
& M_{4}=\left\{\left\{p_{1}, p_{4}\right\},\left\{p_{2}, p_{3}\right\},\left\{p_{5}, p_{7}\right\},\left\{p_{6}, p_{8}\right\},\left\{p_{9}, p_{10}\right\}\right\} \\
& M_{5}=\left\{\left\{p_{1}, p_{4}\right\},\left\{p_{2}, p_{8}\right\},\left\{p_{3}, p_{6}\right\},\left\{p_{5}, p_{7}\right\},\left\{p_{9}, p_{10}\right\}\right\} \\
& M_{6}=\left\{\left\{p_{1}, p_{7}\right\},\left\{p_{2}, p_{3}\right\},\left\{p_{4}, p_{9}\right\},\left\{p_{5}, p_{10}\right\},\left\{p_{6}, p_{8}\right\}\right\} \\
& M_{7}=\left\{\left\{p_{1}, p_{7}\right\},\left\{p_{2}, p_{8}\right\},\left\{p_{3}, p_{6}\right\},\left\{p_{4}, p_{9}\right\},\left\{p_{5}, p_{10}\right\}\right\}
\end{aligned}
$$

Table 5.7: All production and elimination rotations for each pair in $M_{6}$.

| $\left\{p_{i}, p_{j}\right\}$ | Case | Production $\left(\rho_{p}\right)$ | Elimination $\left(\rho_{e}\right)$ |
| :---: | :---: | :---: | :---: |
| $\left\{p_{1}, p_{7}\right\}$ | 1 | $\rho_{p}=\overline{\rho_{6}}$ | $\rho_{e}=\rho_{6}$ |
| $\left\{p_{2}, p_{3}\right\}$ | 2 | $\rho_{p 1}=\rho_{7}, \rho_{p 2}=\rho_{3}$ | $\rho_{e 1}=\overline{\rho_{7}}, \rho_{e 2}=\overline{\rho_{3}}$ |
| $\left\{p_{4}, p_{9}\right\}$ | 1 | $\rho_{p}=\overline{\rho_{6}}$ | $\rho_{e}=\rho_{6}$ |
| $\left\{p_{5}, p_{10}\right\}$ | 2 | $\rho_{p 1}=\rho_{4}, \rho_{p 2}=\overline{\rho_{6}}$ | $\rho_{e 1}=\overline{\rho_{4}}, \rho_{e 2}=\rho_{6}$ |
| $\left\{p_{6}, p_{8}\right\}$ | 1 | $\rho_{p}=\rho_{7}$ | $\rho_{e}=\overline{\rho_{7}}$ |

Table 5.8: All production and elimination rotations for each pair in $M_{6}$.

| $\left\{p_{i}, p_{j}\right\}$ | $C(S, \rho)$ | $S$ | $d\left(M, M^{\prime}\right)$ | $S^{\prime}$ | b |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\{p_{1}, p_{7}\right\}$ | $C\left(S, \overline{\rho_{6}}\right)=\left\{\rho_{3}, \rho_{4}, \rho_{5}, \rho_{6}, \rho_{7}\right\}$ | $S_{4}$ | 4 | $S_{4}$ | 3 |
| $\left\{p_{2}, p_{3}\right\}$ | $C\left(S, \rho_{7}\right)=\left\{\rho_{3}, \rho_{4}, \rho_{5}, \bar{\rho}_{6}, \bar{\rho}_{7}\right\}$ | $S_{7}$ | 2 | $S_{7}$ | 1 |
|  | $C\left(S, \rho_{3}\right)=\left\{\overline{\rho_{3}}, \rho_{4}, \rho_{5}, \rho_{6}, \rho_{7}\right\}$ | $S_{1}$ | 4 |  |  |
| $\left\{p_{4}, p_{9}\right\}$ | $C\left(S, \overline{\rho_{6}}\right)=\left\{\rho_{3}, \rho_{4}, \rho_{5}, \rho_{6}, \rho_{7}\right\}$ | $S_{4}$ | 4 | $S_{4}$ | 3 |
| $\left\{p_{5}, p_{10}\right\}$ | $C\left(S, \rho_{4}\right)=\left\{\rho_{3}, \overline{\rho_{4}}, \rho_{5}, \bar{\rho}_{6}, \bar{\rho}_{7}\right\}$ | $S_{2}$ | 3 | $S_{2}$ | 2 |
|  | $C\left(S, \rho_{3}\right)=\left\{\overline{\rho_{3}}, \rho_{4}, \rho_{5}, \rho_{6}, \rho_{7}\right\}$ | $S_{1}$ | 4 |  |  |
| $\left\{p_{6}, p_{8}\right\}$ | $C\left(S, \bar{\rho}_{7}\right)=\left\{\rho_{3}, \rho_{4}, \rho_{5}, \bar{\rho}_{6}, \bar{\rho}_{7}\right\}$ | $S_{7}$ | 2 | $S_{7}$ | 1 |

and the elimination rotations for each pair, including their cases.
After the identification of the production rotations are completed, we flip the production rotations by applying the formula given in the Equation 5.1 to find the closest stable matching in the case of each pair's removal. The complete closed subsets found after the formula for each pair is presented in Table 5.8 , Note that, if the pair is covered by Case 2 and there are two different potentially closest stable matchings, the minimum distance one is selected as the closest.

Computing the partial $b$ values (i.e. the repair cost for each pair removal), we conclude that, in the worst case, the maximum cost of repairing the leave of a pair for $M_{6}$ is 3 . Therefore, $M_{6}$ is a (1,3)-supermatch.

### 5.3.3 Complexity

The production and elimination rotations of each pair can be identified in a pre-processing step. We show that checking if a stable matching is a $(1, b)$ supermatch can be performed in $O(n \times|\mathcal{V}|)$ time after the $O\left(n^{4}\right)$ preprocessing step for an instance where $n=2 \times k$ people are involved. We look into the details of these computations below.

First, we look at the details of the pre-processing step. Given an SR instance, the identification of the rotations and building the reduced rotation poset takes
$O\left(n^{4}\right)$ by our implementation, but can be reduced to $O\left(n^{3} \log n\right)$ (Section 2.4.2, Page 51). The identification of all the predecessors and successors of each rotation $\rho$ takes $O\left(|\mathcal{V}|^{2}\right)$ time as we search the rotation poset for each rotation. Identifying elimination and production rotations for each pair $\left\{p_{i}, p_{j}\right\}$ whenever applicable is $O(n \times|\mathcal{V}|)$. Because there are $n / 2$ pairs, and the number of rotations in a reduced rotation poset, $|\mathcal{V}|$, is $O\left(\left|n^{2}\right|\right)$. Thus, the overall preprocessing step takes $O\left(n^{4}\right)$ time.

The main algorithm is to compute for each pair in $M$, the closest stable matching $M^{\prime}$ by using the methodology presented in by Theorem 12 . Finding the distance between two stable matchings is $O(n)$ as we find the different rotations between two complete closed subsets and count the people involved in them. Flipping a rotation takes constant time. The worst case of finding the closest stable matching is to flip all the non-singular rotations in $S$, where the number of all non-singular rotations is $|\mathcal{V}| / 2$. Therefore, this computation takes $O(n \times|\mathcal{V}|)$ time.

We also discuss below some additional costs arise when converting an $M$ to its corresponding $S$ or vice-versa. Given a stable matching $M$, its corresponding complete closed subset $S$ is found by finding and adding the production rotation(s) of each pair and their predecessors into set $S$, starting from an empty set $S=\{ \}$. Considering that the predecessors and production rotations are found in the pre-processing step, they can be retrieved quickly by using an additional structure, e.g. a hash table. Adding all these rotations in the set then takes $O(|\mathcal{V}|)$. On the other hand, in order to find the $M$ corresponding to an $S$, all the rotations in $S$ are eliminated from $T_{S}$ by respecting their precedence order. The order between the rotations in $S$ can be found by applying a sorting algorithm, where the sorting algorithm can be implemented in $O(|\mathcal{V}| \times \log |\mathcal{V}|)$. Note that, when compared to the operations in RSM, the RSR has a higher cost.

### 5.4 Models for Finding (1,b)-supermatches

In this section, we describe two meta-heuristic models that we use to find a ( $1, b$ )-supermatch to a given RSR instance: a local search approach (LS) and a hybrid of genetic algorithm and local search (HB). Our models are inspired from the models used for RSM defined in Chapter 4, and are based on the methodology described in Section 5.3.2. Our hybrid model and the local search
model are extensions of the RSM models discussed in Section 4.5 (Page 119), and Section 4.6 (Page 124). We did not use the genetic algorithm model for the RSR tests as it does not yield good results and is outperformed by the other two models. A CP model could be tailored for the RSR similar to the one explained in Section 4.3. However, we did not provide any such complete methods. Our experience is that, unless the RSR instance yields in a small rotation poset, the model is expected to run even slower than the RSM instances of similar size. In the remainder of this section, we describe the two models tailored to the RSR and then provide a comparison of them.

### 5.4.1 Local Search Approach

The local search (LS) approach developed for finding a ( $1, b$ )-supermatch to a given RSR instance is similar to the local search approach developed for RSM in Section 4.5. Considering the structural similarities between the RSM and the RSR, we tailored the LS model of RSM as it was shown that the LS model outperforms the genetic algorithm and produces near optimal solutions for the RSM, especially for the small instances.

We first describe the general procedure, discuss in detail how to create a random stable matching and how the neighbourhood of a stable matching is constructed. Recall that, in the LS model, there exists a neighbourhood $N$ for the current solution. The algorithm works by searching the $N$ of the current solution, finding the best neighbour $M_{n}$ in the neighbourhood, and then descending the search by checking the neighbourhood of the current best solution. The search is restarted from a randomly created stable matching at every few iterations to avoid getting stuck at a local minima. The search continues until a termination criterion is met. In our model, we have three termination criteria:

1. Cut-off limit $\lim _{\text {iter }}$, which indicates improvement of the best solution. If the algorithm cannot find a better solution than the best one found so far $M_{\text {best }}$ for $l_{\text {lim }}^{\text {iter }}$ iterations, then the $M_{\text {best }}$ is returned as the result. The counting of the number of iterations to compare with $\lim _{i t e r}$ is achieved by keeping track of an additional iteration counter that resets each time a better solution is found.
2. Depth limit $l i m_{\text {dess }}$, which indicates the depth of the neighbourhood search starting from an initial stable matching. We define the depth of the search as the number of successor neighbour stable matchings created,
starting from an initial random stable matching. Therefore, $\lim _{\text {desc }}$ can be illustrated as a limit on the number of stable matchings that descends from a randomly created stable matching. We make use of an additional iteration counter to keep track of the depth. This counter is restarted each time a random stable matching is created.
3. Optimal opt, which indicates if the algorithm has already found the optimal solution (i.e. $b=1$ ).

The procedure starts by creating a random stable matching $M_{c}$. The algorithm for creating $M_{c}$ is given in Algorithm 18. In this algorithm, first, an empty complete closed subset $S_{c}$ is created. Next, all the non-singular rotations of the underlying instance $\mathcal{V}$ are stored in a list $A$, indicating that all the rotations in $A$ are safe to add to the $S_{c}$. "Safe" in this context means that adding $\rho \in A$ does not violate the rules for being a complete closed subset for $S_{c}$.

The procedure consists of repeating a random rotation $\rho_{r}$ selection from the set of available rotations $A$, adding the $\rho_{r}$ to $S_{c}$ by also adding all of its predecessors $\rho_{p}$ until $S_{c}$ contains one of each dual rotation. When a rotation $\rho$ is added to $S_{c}$, then both $\rho$ and its dual $\bar{\rho}$ are removed from the available set $A$. This removal ensures that there exists only one rotation in $S_{c}$ from each dual pair (i.e. $\rho, \bar{\rho}$ ).

After creating a random stable matching $M_{c}$ identified by its complete closed subset $S_{c}$, the $N$ of $M_{c}$ is found by checking all the sink rotations in $S_{c}$. By using Lemma 21, we know that flipping any sink rotation in $M_{c}$ creates another stable matching $M_{n}$, which we refer as a neighbour of the $M_{c}$. The set of neighbours for a stable matching defines its neighbourhood.

```
Algorithm 18 Random stable matching creation
    procedure CreateRandomSM(), return: a complete closed subset
        \(S_{c} \leftarrow\{ \}\)
        \(A \leftarrow \mathcal{V}\)
        while \(\left|S_{c}\right|<|\mathcal{V}| / 2\) do
            \(\rho_{r} \leftarrow\) select a random rotation in \(A\)
            \(S_{c} \leftarrow S_{c} \cup\left\{\rho_{r}\right\}\)
            \(A \leftarrow A \backslash\left\{\rho_{r}, \bar{\rho}_{r}\right\}\)
            for \(\rho^{\prime} \in N^{-}\left(\rho_{r}\right)\) do
                    if \(\rho^{\prime} \notin S_{c}\) then
                    \(S_{c} \leftarrow S_{c} \cup\left\{\rho^{\prime}\right\}\)
                    \(A \leftarrow A \backslash\left\{\rho^{\prime}, \bar{\rho}^{\prime}\right\}\)
        return \(S_{c}\)
```

Example. Figure 5.2 illustrates an example reduced rotation poset of an RSR instance that involves 10 non-singular rotations in total. These non-singular rotations are identified as: $\rho_{0}, \rho_{1}, \rho_{2}, \rho_{3}, \rho_{4}$, and their duals. Let a complete closed subset on this poset be $S_{c}=\left\{\rho_{0}, \rho_{1}, \rho_{2}, \overline{\rho_{3}}, \overline{\rho_{4}}\right\}$, as highlighted in the figure. The sink rotations of $S_{c}$ can be identified as $\mathbf{L}\left(S_{c}\right)=\left\{\rho_{0}, \rho_{2}, \overline{\rho_{3}}\right\}$. Flipping these rotations, one at a time, corresponds to a different neighbour $M_{n i}$ of $M_{c}$ as shown below:

1. Flip of $\rho_{0}$ corresponds to $S_{n 1}=\left\{\bar{\rho}_{0}, \rho_{1}, \rho_{2}, \overline{\rho_{3}}, \bar{\rho}_{4}\right\}$;
2. Flip of $\rho_{2}$ corresponds to $S_{n 2}=\left\{\rho_{0}, \rho_{1}, \overline{\rho_{2}}, \overline{\rho_{3}}, \overline{\rho_{4}}\right\}$;
3. Flip of $\overline{\rho_{3}}$ corresponds to $S_{n 3}=\left\{\rho_{0}, \rho_{1}, \rho_{2}, \rho_{3}, \bar{\rho}_{4}\right\}$.

The reader can verify that all three sets $S_{n 1}, S_{n 2}, S_{n 3}$ are complete closed subsets. Then, we say that the neighbourhood of $M_{c}$ contains three neighbour stable matchings as follows: $\boldsymbol{N}=\left\langle M_{n 1}, M_{n 2}, M_{n 3}\right\rangle$.

Recall that, the LS method proposed for the RSM defines the neighbours over both sink rotations and the neighbour rotations. However, in the RSR, we only use the sink rotations. This is due to neighbour rotations corresponding to the duals of the sink rotations. Flipping a sink rotation or a neighbour rotation results in the same neighbour stable matching.

The general procedure of the LS approach is the same as the one developed for the RSM. The details of the overall procedure can be found in Algorithm 16 (Page 122). They only differ in terms of a random stable matching creation and the definition of the neighbourhood, as discussed above.

The complexity of the LS procedure depends on the computation of the $b$ values (see Section 5.3.3, Page 151). Finding the set of neighbours ( $N$ ) is based on the identification of the sink rotations of the current stable matching identified by its complete closed subset $S_{c}$, where there can be at most $|\mathcal{V}| / 2$ sink rotations. Then, there is a constant cost for flipping each sink rotation, i.e. achieved simply


Figure 5.2: The reduced rotation poset of an RSR instance that contain 10 nonsingular rotations.
by adding its dual rotation. The best neighbour is identified after computing $b$ values of $|\boldsymbol{N}|$ stable matchings. This procedure takes $O(k \times n \times|\mathcal{V}| \times|\boldsymbol{N}|)$, where $k$ is the number of iterations, and $n$ is the number of non-fixed pairs.

### 5.4.2 Hybrid Approach

The hybrid approach we define for the RSR is a tailored version of the hybrid algorithm proposed for the RSM (see Section 4.6, Page 124). In order to avoid repetition, we are not disclosing all the details of the HB procedure. The outline of the GA procedure we use in this work is the same as the model described for the RSM detailed in Section 4.4 (Page 111). We only slightly modify some of the functions when compared to the HB model proposed for RSM. These are: definition of the neighbourhood, crossover technique, and the mutation technique. We briefly discuss the changes below.

First, the overall procedure of the HB algorithm tailored for the RSR is structured as follows:

1. Initialize a population by randomly created stable matchings by using Algorithm 18 .
2. Evolve the population (randomly select individuals from the population, apply crossover, search for neighbours of the products of crossover, apply mutation).
3. Repeat the evolution until some termination criterion is met (having no improved solutions for a number of iterations $\lim _{i t e r}$, exceeding the timelimit lim $_{\text {time }}$, or finding the optimal solution opt $=1$ ).

As can be seen from the procedure, the only local search enhancement to the GA algorithm is the search for the neighbours of the stable matchings after crossover. Let $M_{c 1}, M_{c 2}$ be the two stable matchings produced by the crossover. We update $M_{c 1}$ by its best neighbour after the neighbour search (the same applies to the $M_{c 2}$ ). Creating a random stable matching and finding the neighbours of a stable matching are already discussed in Section 5.4.1.

In our model, only the crossover and mutation operations are different than the original GA model defined for the RSM. Instead of defining the crossover by adding rotations to the closed subset or removing them as we did for the RSM, we flip them for the RSR. Considering Lemma 22, we define the crossover
procedure for two stable matchings $M_{1}, M_{2}$ as follows. First, we find a random rotation $\rho_{1} \in S_{1}$, and a random rotation $\rho_{2} \in S_{2}$. If the $\rho_{1}$ is not in $S_{2}$, it means $\overline{\rho_{1}} \in S_{2}$ due to the completeness property of the closed subsets in SR. Therefore, we flip $\bar{\rho}_{1}$ in $S_{2}$ and the duals of all of its predecessors $\rho^{\prime} \in N^{-}(\rho)$ if $\rho^{\prime}$ is not included in $S_{2}$. We repeat the same procedure for the other stable matching $M_{2}$ as well.

Moreover, for the mutation operation, we select a random rotation $\rho$ from the reduced rotation poset of the underlying instance and also a stable matching $M$ by the roulette wheel selection. If $\rho \in S$, we flip $\rho$ and all the required predecessors. If its dual $\bar{\rho} \in S$, then we flip $\bar{\rho}$ and the predecessors.

Note that, the complexity of the method is the same with discussed in Section 4.6 and is $O(k \times n \times|\mathcal{V}| \times|\boldsymbol{N}+\boldsymbol{P}|)$, where $k$ is the number of iterations, $n$ is the number non-fixed pairs, $|\mathcal{V}|$ is the number of rotations in the reduced rotation poset, $|\boldsymbol{N}|$ is the size of neighbourhood, and $|\boldsymbol{P}|$ is the size of the population.

### 5.5 Experiments

Our objective for these experiments is to find which model is better for solving the RSR instances, and also to observe how the robustness values differ between the RSM and RSR instances that are created by similar methods. In this section, we first compare the performance of the two proposed models: LS and HB on random RSR instances. Then, we provide a comparison of the robustness of different datasets of RSM and RSR instances.

The code is implemented in Java. All experiments are performed on Dell M600s with 2.66 Ghz processors under Linux, using three different randomization seeds. We fixed the time limit as $\lim _{\text {time }}=20$ mins, the limit for the number of iterations with no improvement in the solution $\lim _{\text {iter }}=5000$, the number of stable matchings that descend from a random stable matching $\lim _{\text {desc }}=50$ for each instance. We then report the average of the three runs, unless otherwise stated. We use the population size for the HB as 30 and the mutation probability as 0.7 . The reason that we use smaller values for our HB model for the RSR than the HB model for the RSM is mainly due to the size of the problem. We observed in the experiments on dataset many that the HB model can be made
faster in the exchange of a small value loss in the value of $b$. Considering that we work with some large RSR instances, and the overall procedure for the RSR is slower than the RSM, we work with a relatively small population.

### 5.5.1 A Comparison of Models

In this section, we compare the performances of the HB and the LS models proposed for the RSR. We do not perform the comparison on uniformly random RSR instances. Because, the mean and the variance of the number of stable matchings in random SR instances has been shown to be asymptotic to $e^{1 / 2}$ and $(\pi n / 4 e)^{1 / 2}$ [Pit93]. This value corresponds to very small numbers even for large instance sizes. These numbers can be observed related to our experiments on the dataset called Random later in Section 5.5.2.1.

In order to compare the performances of HB and LS models, we look for RSR instances that are likely to contain many stable matchings to gain more insight on their performances. For this purpose, we first create a dataset of purely random SM instances considering that each SM instance contains at least one stable matching and also they each have a corresponding SR instance (see Lemma 1 , Page 45). We observed in Figure 4.8 that the uniformly random SM instances contain many different stable matchings. The values reported in the figure represents a subset of the stable matchings visited by the models. Hence, this conversion tackles the problem of random SR instances having a small number of stable matchings, while preserving the randomness.

Our dataset consists of 30 uniformly random SM instances of each size $n \in$ $\{100 \times k \mid k \in\{1, \ldots, 10\}\}$, where $n$ denotes the number of men/women. Note that, the resulting (i.e. converted) SR instances have size $2 \times n$. On the other hand, RSM instances actually also have $n+n=2 \times n$ people. Thus, when we report the numbers in terms of pairs: i.e. number of pairs in RSR, which is $n$, number of men/women which also equals to $n$, we obtain a fair comparison.

In Figure 5.3 we plot the normalised objective value of the best solution found by the search model $h \in\{\mathrm{LS}, \mathrm{HB}\}$ ( $x$-axis) and the total time ( $y$-axis). The scoring technique used here is presented in detail in Section 4.7.1 (Page 128). Let $h(I)$ be the objective value of the best solution found using model $h$ on instance $I$ and $l b(I)$ (resp. $u b(I)$ ) the lowest (resp. highest) objective value

[^2]

Figure 5.3: Performance comparison of LS and HB models.
found by any model on $I$. Recall that, the value of $\operatorname{score}(h, I)$ is equal to 1 if $h$ has found the best solution for this instance among all models, decreases as $h(I)$ gets further from the optimal objective value, and is equal to 0 if and only if $h$ did not find any solution for $I$. Each point on this graph represents an instance solved using the related model (HB or LS). Thus, there are $30 \times 10$ points for each model.

Note that the running time of some instances in Figure 5.3 exceed the lim $_{\text {time }}$, which is set to 20 minutes. This is due to the cost of creating a stable matching. The instances that exceed the time limit are the ones that have size $n \geq 800$. We see the proof of this in another graph later. We do not interrupt the construction of a stable matching during search and also its calculation for the $b$ value. This operation is costly when there are many pairs, and hence, the time limit is exceeded.

Table 5.9 reports in the rows the average number of different stable matchings created by HB and LS models (sm-hb and sm-ls, respectively), average minimum values of $b$ found by them (b-hb and b-ls, respectively) as well as some information about the dataset (i.e. the total number of pairs ( $\mathbf{n}$ ), the average values of: non-fixed pairs (np), number of rotations in the reduced rotation poset $(|\mathcal{V}|)$ ).

Both HB and LS models produce very competitive results w.r.t. the average values of minimum $b$ they find when $200 \leq n \leq 800$. LS sometimes finds slightly better results. However, we observe that for instances that have $n \geq 1000$, the

Table 5.9: An overview of performances of HB and LS models on random RSR instances.

| $\mathbf{n}$ | $\mathbf{2 0 0}$ | $\mathbf{4 0 0}$ | $\mathbf{6 0 0}$ | $\mathbf{8 0 0}$ | $\mathbf{1 0 0 0}$ | $\mathbf{1 2 0 0}$ | $\mathbf{1 4 0 0}$ | $\mathbf{1 6 0 0}$ | $\mathbf{1 8 0 0}$ | $\mathbf{2 0 0 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{n p}$ | 76.8 | 166.4 | 264.4 | 359.4 | 454.9 | 547.7 | 651 | 747.8 | 852.9 | 948 |
| $\mathbf{\| \mathcal { V } \|}$ | 48.2 | 83.5 | 119.7 | 154.8 | 181.9 | 205 | 239.3 | 264.8 | 296.6 | 321.8 |
| sm-ls | 61.1 | 133.4 | 222.8 | 228.2 | 94.7 | 47.3 | 21.7 | 13.3 | 6.8 | 5 |
| sm-hb | 45.6 | 70.5 | 94.3 | 115.2 | 84.9 | 47.8 | 21.8 | 13.3 | 6.9 | 4.9 |
| b-ls | 49.93 | 116.90 | 193.7 | 268.6 | 360.7 | 461.2 | 592.8 | 693.7 | 789.6 | 910.7 |
| b-hb | 49.96 | 116.91 | 193.7 | 268.8 | 350.9 | 426.3 | 529.8 | 620.5 | 732.9 | 834.6 |

HB produces much better results (i.e. finds lower values for $b$ ). However, HB has this advantage only due to the randomization in the initial population creation. When we look at the larger instances in more detail, the most robust solution found in the initial population has almost always better robustness values than the ones found by the LS. Recall that, we use an initial population of size 30 for HB model for the RSR. Even if the same stable matching is created for a few times, recall that we do not re-compute the $b$ value of an already discovered stable matching. Therefore, it does not effect the total time significantly.

We observe in Table 5.9 that the HB and the LS models are both exploring similar number of different stable matchings for larger instances. For instance, for $n=2000$, the LS model searches for neighbours of a randomly created stable matching and finds 5 neighbours on the average. Similarly, the HB model also creates (on the average) 4.9 different stable matchings. However, the stable matchings found by the HB are more random in the sense that the LS explores only the neighbours of a candidate solution but the HB creates random stable matchings. Hence, the randomization lets HB to find better robustness values. This is the reason for larger-sized LS instances in Figure 5.3 resulting in low scores when compared to the HB.

Figure 5.4 provides more detailed comparison between the LS and the HB. This figure compares the average minimum $b$ value found by the two models for each instance in the set. There are different plots for each size. Each instance has an associated instance ID. In the sub-figures, we can observe a comparison of the performances of the HB and the LS models for each instance in the dataset.

The main observation from the Figure 5.4 is that both the HB and the LS models find similar $b$ values for small instances. However, for instances where $n>1000$, the HB model finds lower $b$ values than the LS. Figure 5.5 has a similar structure with the Figure 5.4, but it plots the total time used by the each model for each


Figure 5.4: Robustness values found by LS and HB models (continued on the next page).


Figure 5.4: Robustness values found by LS and HB models (continued from previous page).
instance. We observe in Figure 5.5 that for each instance that has size $200 \leq$ $n \leq 600$, both models complete the search (i.e. no time-out). Additionally, they find similar $b$ values (in Figure 5.4).

In Figure 5.5, we observe that even though the time limit is set to 20 minutes, most of the instances exceed the time limit when $n>1000$. This is because, we do not enforce the search to stop while creating a stable matching. As can be observed from the figures, as the size increases, creating one stable matching can take up to nearly 5 minutes (when $n=2000$ ). This means that, in the provided time frame ( $\approx 25$ minutes), the HB model only creates 4-5 random stable matchings for the initial population. Thus, can not perform any of the search steps, but only works on creating a small set of random stable matchings.

Figure 5.6 plots the comparison of the average total time spent by HB and LS for all instances of the same size. The average values in Figure 5.6 are similar to the ones obtained from Figure 5.5. In Figure 5.5, each point represents an instance. However, in Figure 5.6, each point represents the average value of all 30 instances of each size.

In summary, we can conclude that for small instances, both HB and LS perform well in terms of finding solutions with low $b$ values. If the time is essential, HB model can be preferred over LS as it converges faster. On the other hand, HB is able to find better solutions for larger instances. However, it is also deceiving in the sense that it performs as a random search due to the initialization of the random population.


Figure 5.5: Total time spent by LS and HB models (continued on the next page).


Figure 5.5: Total time spent by LS and HB models (continued from previous page).


Figure 5.6: Total time spent by the LS and the HB models.

### 5.5.2 Robustness of RSM vs RSR

In this section, our objective is to investigate the robustness of the RSM and the RSR instances that have some similarities in between. We use different models (the LS or HB ) to solve the datasets depending on their structures. In order to perform our experiments, we created the following three datasets that consist of both RSM and RSR instances:

RANDOM: Instances that have randomly created preference lists.
SAME: Instances that have their preference lists created from the same
master list.
MOD: Instances whose preference lists generated by a combination of techniques used for RANDOM and SAME.

In the following sections, we first describe how each dataset is created. We discuss in detail the techniques used to generate the instances for each problem. Subsequently, we perform tests and present results by also providing a comparison when applicable.

### 5.5.2.1 Experiments on Random

Description. This dataset consists of 30 randomly created SM and 30 randomly created SR instances for each size $n \in\{100 \times k \mid k \in\{1, \ldots, 10\}\}$. Note that, $n$ denotes the number of men or women in an SM instance and each SR instance contains $2 \times n$ people. Noticing that both problems contain $n$ pairs, we refer to $n$ as the number of pairs when presenting the results. We ensure that all the SR instances in the dataset have at least two stable matchings. We set the time limit as lim $_{\text {time }}=20 \mathrm{mins}$.

Results. In this section, we present a comparison of robustness values of RSM and RSR instances in the dataset RANDOM. In these experiments, we use the LS model for the RSM instances as the LS performs well in small scaled random RSM instances as shown in Figure 4.4 (Page 127). We also use LS for the RSR as the random SR instances contain only a small number of stable matchings and the LS for RSR works well for small instances(discussed in Section 5.5.1). Note that, the "small" here stands for the average number of non-fixed pairs, not the total number of the pairs that are involved in the problem instance.

Table 5.10 and Table 5.11 present a summary of the robustness of the random RSM and the RSR instances. The columns report in order for each size the average value of: the total number of pairs in the instance ( $\mathbf{n}$ ), the number of rotations in the rotation poset (RSM) or the reduced rotation poset (RSR) (|V|), the number of stable matchings found during the search (sm), the number of non-fixed pairs ( $\mathbf{n p}$ ), the value of $b$ of the best solution (b), the ratio $\frac{b}{n p}$ (ratio), and the time spent until finding the best solution in seconds $\left(t_{\text {best }}\right)$.

None of the instances in Random exceeds the time limit lim $_{\text {time }}$. A solution to the random RSR instances can be found quickly due to the huge number of the

Table 5.10: Results on uniformly random instances for RSM.

| $\mathbf{n}$ | $\|\mathcal{V}\|$ | $\mathbf{s m}$ | $\mathbf{n p}$ | $\mathbf{b}$ | ratio | $\boldsymbol{t}_{\text {best }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 22.02 | 47.9 | 75.12 | 48.27 | 0.64 | 0.02 |
| 200 | 41.59 | 116.9 | 166.19 | 115.34 | 0.69 | 0.10 |
| 300 | 60.22 | 182.4 | 263.94 | 193.08 | 0.73 | 0.37 |
| 400 | 74.51 | 244.1 | 356.58 | 265.98 | 0.74 | 0.77 |
| 500 | 91.47 | 322.5 | 456.00 | 350.16 | 0.76 | 2.18 |
| 600 | 103.82 | 394.9 | 551.10 | 425.51 | 0.77 | 3.67 |
| 700 | 117.08 | 449.6 | 646.69 | 505.61 | 0.78 | 5.89 |
| 800 | 131.81 | 527.6 | 749.98 | 595.64 | 0.79 | 9.09 |
| 900 | 146.34 | 585.5 | 848.32 | 679.82 | 0.80 | 14.60 |
| 1000 | 156.00 | 632.4 | 943.23 | 758.82 | 0.80 | 21.16 |

Table 5.11: Results on uniformly random instances for RSR.

| $\mathbf{n}$ | $\|\mathcal{V}\|$ | $\mathbf{s m}$ | $\mathbf{n p}$ | $\mathbf{b}$ | ratio | $\boldsymbol{t}_{\text {best }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 100 | 3.91 | 3.78 | 17.91 | 5.31 | 0.3 | 0.003 |
| 200 | 3.87 | 3.94 | 26.76 | 8.52 | 0.32 | 0.003 |
| 300 | 4.36 | 4.56 | 35.53 | 11.22 | 0.32 | 0.017 |
| 400 | 4.71 | 5.92 | 37.64 | 10.93 | 0.29 | 0.048 |
| 500 | 4.29 | 4.81 | 37.62 | 11.70 | 0.31 | 0.066 |
| 600 | 4.16 | 4.48 | 42.44 | 14.47 | 0.34 | 0.130 |
| 700 | 4.58 | 5.50 | 48.71 | 16.02 | 0.33 | 0.312 |
| 800 | 4.93 | 5.99 | 55.02 | 17.39 | 0.32 | 0.498 |
| 900 | 4.82 | 7.07 | 57.64 | 18.50 | 0.32 | 0.662 |
| 1000 | 4.60 | 5.19 | 55.16 | 18.36 | 0.33 | 0.557 |

fixed pairs compared to the random RSM instances of similar size. However, as observed in Figure 5.7, the general procedure for RSR takes longer as the RSR operations are more costly.

Additionally, observe from the tables that the random RSM instances contain many more stable matchings than the random RSR instances of similar sizes. Recall that, the value of $s m$ denotes only the number of a subset of the stable matchings found during the search. However, we can confirm the RSR instances not containing many stable matchings by looking at the number of rotations in their rotation posets. Note that, for the RSR instances, when 1000 pairs are included, the corresponding rotation posets, on the average, contain $|\mathcal{V}| \approx 5$ rotations.

This is mainly caused by the large numbers of fixed-pairs in the random RSR instances. For instance, the average number of non-fixed pairs in the RSM instances of size 100 is $n p=75.12$. However, we observe in the RSR instances of even 1000 pairs that there are only 55.16 non-fixed pairs on the average,


Figure 5.7: Total time spent during search for the RSM and RSR instances in Random.
which is less than the smallest sized RSM instances that we tested. Note that, we measure the robustness ratio over the non-fixed pairs of the instances. It is desirable to obtain a smaller value for the ratio to indicate a better robustness for the instance. Because a smaller ratio indicates that a smaller proportion of the people that have alternative partners need to change their partners for a repair. Observe that, the ratio of the RSR instances is lower when compared to RSM. The ratio shows that the breakage of the pairs in the RSR instances are less costly to be repaired. Thus, we conclude that purely random RSR instances require a smaller proportion of the people to change their partners in the case of a breakage, when compared to the RSM.

### 5.5.2.2 Experiments on MANY

We discussed in Section 4.7.2 (Page 132) a dataset for SM instances called Many that contains many number of stable matchings in each instance.

Recall that, each SM instance has a corresponding SR instance. Hence, it is correct to state that each SM instance in MANY has a corresponding SR instance that contains the exact same stable matchings with the exact same robustness values. Therefore, we know that by converting the SM instances in Many into their corresponding SR instances, we obtain SR instances that contain many number of stable matchings.

We did not repeat the robustness tests on the corresponding SR instances as the search models proposed for the RSR is much slower when compared to the RSM instances of similar sizes. The operations for RSR is already more costly as discussed in Section 5.3.3. Additionally, the rotation posets of the corresponding SR instances in many are twice as big than the SM ones. This problem results in many timed-out instances when performing the experiments on RSR. However, we know that the findings of the RSM on Many apply to the corresponding RSR instances. We mention about this conversion, because any interested reader can use the SM instances in MANY to create SR instances that contain many stable matchings. In addition to the existence of this family, we also know that the RSM instances in many are very robust. Due to the correspondence, the robustness results are lifted to the RSR.

### 5.5.2.3 Experiments on SAME

Description. In this section, we are mainly interested in answering the following two questions: "How are the instances affected by small modifications on the preference lists?" and "What is the effect of slightly modifying the RSM or the RSR instances on their robustness values?". In this section, we create a dataset celled SAME to answer these questions.

Using the same master preference list to create HR, SM and SR instances has already been studied by different researchers as we briefly discuss below. The main idea is to use one (or two) master list(s) to derive the people's preference lists. Irving et. al. study variants of the SM including ties and incomplete lists, using master lists [IMS08]. Escamocher and O'Sullivan use master lists in 3D Stable Marriage problem to generate a set of instances and show the exact number of stable matchings in those instances [EO18]. Additionally, O'Malley studies the HR problem when the preferences are derived from a single master list [O’M07]. He also studies SR using master lists when the problem has ties and incomplete lists.

We define below our procedure for how to use master lists to generate SAME. For the SM instances, we first create a master list denoted by $l_{m}$ for men, and a different master list for women denoted by $l_{w}$. These lists contain all members of the opposite sex in arbitrary order. Then, we make use of a probability value $p r \in[0,1]$ to control the alteration of the master list. The process starts with generating the preference lists for each man $m_{i}$ by copying each person in $l_{m}$
into the list of $m_{i}$. For the first person's preference list, we do not change the master list. For the remaining $n-1$ lists, we change the lists as follows: For each woman $w \in l_{m}$, we first generate a random number $r_{n} \in[0,1]$. If $r_{n}<p r$, then we swap $w$ with another randomly selected woman from the master list $l_{m}$. However, we do not make this selection completely random. If swapping a pair results in the agents being placed in their original positions in the master list, we do not perform the swap. The same procedure is repeated for the lists created from the master list $l_{w}$ for women.

Example. Table 5.12 presents three different SM instances of size 6 generated from the same master preference list by using a probability value $p r=0.2$. Note that, the master preference list $l_{m}=[1,6,2,5,4,3]$ for the men and $l_{w}=$ [ $5,3,4,6,1,2]$ for the women.

In order to create the SR instances in this dataset, we repeat the same procedure. We generate only one master list $l$ that includes every person of the instance. Then, we copy the master list into each person's preference list by removing themselves from their list. We then swap the positions of some people in each list as defined for the SM case. Table 5.13 presents six different SR instances, consisting of 6 people in total, generated using two different master preference lists. The probability value is set as $p r=0.2$. The three instances in the first row are obtained by using the same random master preference list

Table 5.12: Three different SM instances of size 6, created from the same master preference list, where the master list for men $l_{m}=[1,6,2,5,4,3]$ and $l_{w}=$ [ $5,3,4,6,1,2$ ] for women.

|  | Instance-1 | Instance-2 | Instance-3 |
| :--- | :--- | :--- | :--- |
| $m_{i}$ | Preference list of $m_{i}$ | Preference list of $m_{i}$ | Preference list of $m_{i}$ |
| 1 | 162543 | 162543 | 162543 |
| 2 | 152643 | 562314 | 126543 |
| 3 | 126543 | 562143 | 163524 |
| 4 | 142563 | 614253 | 261543 |
| 5 | 162543 | 162543 | 156423 |
| 6 | 615423 | 162543 | 162543 |
| $w_{j}$ | Preference list of $w_{i}$ | Preference list of $w_{i}$ | Preference list of $w_{i}$ |
| 1 | 534612 | 534612 | 534612 |
| 2 | 132654 | 234615 | 234156 |
| 3 | 634521 | 532164 | 634512 |
| 4 | 534612 | 534612 | 364512 |
| 5 | 524316 | 534621 | 534612 |
| 6 | 534612 | 135642 | 534126 |

Table 5.13: Six different SR instances created from two different master lists $l_{1}, l_{2}$, where $l_{1}=[1,6,2,5,4,3]$ and $l_{2}=[6,2,5,1,3,4]$.

|  | Instance-1 |  | Instance-2 |
| :--- | :--- | :--- | :--- |
| Instance-3 |  |  |  |
| $l_{1}=[1,6,2,5,4,3]$ |  |  |  |
| $p_{i}$ | Preference list of $p_{i}$ | Preference list of $p_{i}$ | Preference list of $p_{i}$ |
| 1 | 63524 | 45236 | 62543 |
| 2 | 65143 | 46513 | 16543 |
| 3 | 16254 | 26154 | 12654 |
| 4 | 65231 | 13256 | 16235 |
| 5 | 61243 | 16243 | 63241 |
| 6 | 15243 | 12453 | 12543 |
| $l_{2}=[6,2,5,1,3,4]$ |  |  |  |
| $p_{j}$ | Preference list of $p_{i}$ | Preference list of $p_{i}$ | Preference list of $p_{i}$ |
| 1 | 62534 | 62435 | 25634 |
| 2 | 15634 | 41536 | 65134 |
| 3 | 62415 | 62145 | 61542 |
| 4 | 52613 | 56213 | 62513 |
| 5 | 61234 | 62134 | 61234 |
| 6 | 24315 | 52314 | 25134 |

$l_{1}=[1,6,2,5,4,3]$. The instances in the second row are generated from the same master list $l_{2}=[6,2,5,1,3,4]$.

To sum up, SAME contains 30 instances from each size $n \in\{100,200,300,400\}$ ( $n$ denotes the number of pairs). The probability values are $p r \in\{0.1 \times k \mid k \in$ $\{1, \ldots, 9\}\}$. In our dataset, the 30 instances for each size is obtained by using 5 different master lists and creating 6 different instances from each master list. This is to guarantee using instances that are created from the same master list, but also to use different master lists for diversity. In total, we have 30 instances for each (size, probability) pair for each problem, i.e. the RSM and the RSR.

Results. For these tests, we used the LS model for both RSM and RSR. Because, the proposed LS models perform well for small instances for both problems. See Table 4.5 (Page 131) for the RSM and Table 5.9 (Page 160) for the RSR.

Recall that, we use master lists to obtain RSM and RSR instances in same. The modifications on the master lists are controlled by a probability value $p r \in[0,1]$. Figure 5.8 shows how the average minimum $b$ changes depending on the value of $p r$ for RSM. We infer from these results that when the lists are very similar


Figure 5.8: Robustness of the SM instances created from the same master list.


Figure 5.9: The relation between the number of non-fixed men and the probability of modification for the SM instances created from the same master list.
(i.e. $p r<0.2$ ), the values of $b$ for the instances are likely to be low, i.e. the repairs costs for breakages are low.

Figure 5.9 shows the relation between the probability $p r$ and the number of non-fixed men in the instances. We can observe from this figure that if all the men/women have very similar preference lists (i.e. $p r<0.2$ ), there are more fixed pairs when compared to more random lists. Therefore, we can infer that


Figure 5.10: Relation between the ratio ( $b / n p$ ) and the probability ( $p r$ ) of the SM instances created from the same master list.
the robustness values on these instances are low in Figure 5.8, because there does not exist many alternative partners. An alternative analysis is to look at the ratio between the average minimum $b$ values and the number of non-fixed pairs (np). Figure 5.10 plots how the ratio changes with respect to the value of the alteration probability. Note that, a smaller value of the ratio is desirable, as it means that the breakages require less repair cost. This plot shows that the probability does not have a significant effect on the ratio. However, when there are more people involved, the repair costs increase.

The results of the RSR using master lists are not interesting as one may expect. Creating random SR instances and modifying them to obtain other instances make SR very brittle. We found out that out of every 6 instances created from the same master list, on the average 3.7 of them are either unsolvable or has a single solution. This behaviour makes it almost impossible to observe the effect of probability on robustness. Therefore, we do not discuss in detail the results of using same master lists for robustness in random RSR instances.

### 5.5.2.4 Experiments on MOD

Description. The results obtained from the experiments on Same bring along the question: "How brittle are the RSR instances against small modifications?". In order to answer this question, we generated a dataset called Mod. In this
dataset, we do not work with uniformly random SR instances as they do not contain many stable matchings. Our aim is to observe what happens if we apply small modifications on the SR instances that are rich in stable matchings.

Our results on the dataset RANDOM in Section 5.5.2.1 show that the random SM instances have many more stable matchings when compared to the random SR instances of similar size. Hence, we make use of random SM instances. The main idea for MOD is to create some random SM instances and then convert them to their corresponding SR instances. By this conversion, we know that the instances in those two sets (i.e. SM instances vs. SR instances) have the exact same stable matchings, and hence, the exact same robustness values. By making small modifications on the corresponding SM and SR instances, we can observe how brittle the robustness values for the RSM and the RSR are.

In this dataset, we first create a random SM dataset for each size $n \in\{100 \times$ $k \mid k \in\{1, \ldots, 10\}\}$ by generating 30 instances from each size. Let sm_random denote this dataset. Then, let sm_mod consist of slightly modified versions of the instances in sm_random. Moreover, let sr_conv denote the corresponding SR instances of the SM instances in sm_random. Subsequently, let sr_mod consist of modified versions of the SR instances in $s r_{-}$conv.

The modification step is similar to the modification process described in Same. Let us first define a master instance in a similar way to a master list. A master instance denotes an instance and consists of a set of preference lists. In this dataset, we use a probability value equal to 0.1 to perform swaps as modification of the lists. The set $s m_{-}$mod is created by using the instances in sm_random as master instances. For each instance $\mathcal{I}$ in $s m_{-}$random, the procedure is to copy each preference list in $\mathcal{I}$ to the newly generated instance $\mathcal{I}$ ' in sm_mod. Then, for each person in each preference list, using a random probability value $p r \in[0,1]$, if $p r<0.1$ we perform a swap with another person in the same list. We follow the same procedure to generate $s r_{-} \bmod$ from $s r_{-} c o n v$.

Let us illustrate some instances from each dataset. Recall the SM-SR conversion by the example presented in Table 2.2 (Page 46). In this table, we are given an SM instance $\mathcal{I}_{s m}$ of size 3 , and its corresponding SR instance $\mathcal{I}_{s r}$ of size 6 . In Table 5.14, we use these two previously shown instances, and also show the modified versions of them. In Table 5.14, we use $\mathcal{I}_{s m} \in s m$ random to denote the original instance, and $\mathcal{I}_{s m-m} \in s m_{-}$mod to denote its modified version. Similarly, we denote the instance converted from $\mathcal{I}_{s m}$ by $\mathcal{I}_{s r} \in s r$ conv. Finally, we denote by $\mathcal{I}_{s r-m} \in s r_{-} \bmod$, the modified version of $\mathcal{I}_{s r}$.

Table 5.14: An SM instance and the three other instances generated from it given as an overview of the instances in Mod.

|  | $\mathcal{I}_{s m}$ | $\mathcal{I}_{s m-m}$ |
| :---: | :---: | :---: |
| $m_{i}$ | Preference list of $m_{i}, w_{i}$ |  |
| $m_{1}$ | 231 | 132 |
| $m_{2}$ | 312 | 312 |
| $m_{3}$ | 231 | 213 |
| $w_{1}$ | 231 | 231 |
| $w_{2}$ | 123 | 213 |
| $w_{3}$ | 132 | 132 |


|  | $\mathcal{I}_{s r}$ | $\mathcal{I}_{s r-m}$ |
| :--- | :---: | :---: |
| $p_{i}$ | Preference list of $p_{i}$ |  |
| $p_{1}$ | 46523 | 46532 |
| $p_{2}$ | 64513 | 64513 |
| $p_{3}$ | 56412 | 56421 |
| $p_{4}$ | 23156 | 23156 |
| $p_{5}$ | 12346 | 12643 |
| $p_{6}$ | 13245 | 53241 |

Note that, an SM instance of size $n$ corresponds to an SR instance of size $2 \times$ $n$, where both instances have $n$ pairs. Also observe that, the robustness and number of fixed-pairs in both $s m_{-}$random and $s r_{-} c o n v$ are equal. Additionally, the reduced rotation posets of the instances in $s r_{-}$conv are double the size of the rotation posets of their corresponding instances in sm_random. In summary, the dataset MOD contains a number of instances as follows:

- sm_random: 30 SM instances for each size $n \in\{100 \times k \mid k \in\{1, \ldots, 10\}\}$,
- sm_mod: 30 SM instances for each size $n \in\{100 \times k \mid k \in\{1, \ldots, 10\}\}$,
- sr_conv: 30 SR instances for each size $n \in\{200 \times k \mid k \in\{1, \ldots, 10\}\}$,
- sr_mod: 30 SR instances for each size $n \in\{200 \times k \mid k \in\{1, \ldots, 10\}\}$.

Results. We know that LS performs well on small instances for the RSM instancs, when size $<1000$ (see Table 4.5, Page 131). Although LS model performs well for the small RSR instances, HB model finds better results (i.e. smaller values for $b$ ) when $n>1200$ (see Table 5.9, Page 160). Therefore, we use the LS model to perform the experiments on the RSM instances, and the HB model for the RSR instances in this dataset.

Recall that, MOD is created by first using a number of SM instances, and then converting them to SR instances. The conversion guarantees that the two corresponding SM and SR instances contain the exact same stable matchings. Later, we slightly modify each master SM and SR instance.

In Table 5.15 the average number of the non-fixed pairs for each size $n$ for each dataset is presented. The results indicate that RSR instances that are rich in stable matchings are not as brittle as the purely random ones. We can observe that small modifications on the instances do not lead to major changes.

Table 5.15: An overview of the instances in Mod with respect to the average number of non-fixed pairs in each set.

| $\mathbf{n}$ | sm-random | sm-mod | sr-conv | sr-mod |
| :---: | :---: | :---: | :---: | :---: |
| 100 | 76.80 | 76.67 | 76.80 | 79.87 |
| 200 | 166.37 | 166.17 | 166.37 | 156.87 |
| 300 | 264.43 | 263.57 | 264.43 | 276.20 |
| 400 | 359.4 | 359.73 | 359.4 | 357.17 |
| 500 | 454.87 | 454.07 | 454.87 | 446.27 |
| 600 | 547.67 | 547.10 | 547.67 | 549.37 |
| 700 | 651.00 | 650.60 | 651.00 | 656.33 |
| 800 | 747.83 | 747.33 | 747.83 | 739.53 |
| 900 | 852.97 | 853.70 | 852.97 | 853.60 |
| 1000 | 948.03 | 947.30 | 948.03 | 927.63 |

Although the RSR instances seem to be affected more by the modification, the effect of more modification is also a factor here. In other words, we should also consider the fact that, for the RSR instances, for each preference list, the chances of swapping two pairs is 2 times greater than the modification of a list in RSM. Because, the preference lists in RSR are nearly double the size of the ones in RSM. And we consider applying a swap for each person in the preference list. Hence, the RSR instances can be modified slightly more.

Figure 5.11 illustrates the relation between the number of pairs and the robustness (i.e. the average minimum $b$ values) of the original RSM (sm_random), RSR (sr_conv), and their modified instances (sm_mod and sr_mod). First outcome of this figure is that, the HB model for RSR performs worse than the LS model on RSM for larger instances, where $n>600$. Because, the robustness values for sm_random and sr_conv must be equal as the instances in sr_conv are the corresponding SR instances of sm_random. However, the observation is that sm-random-ls has lower values than sr-conv-hb for sizes $n>600$. Hence, we can say that for the RSR instances that have $n \leq 600$ pairs, and that are rich in stable matchings, the HB model performs very well. The reader should note that, we can not verify that the LS model for the RSM produces the optimal solutions as our CP model cannot be used for the large instances. However, under the assumption that LS performs well on the RSM instances, we can say that the HB model for the RSR performs well for the instances that have $n \leq 600$ pairs.

Second observation on this dataset is that, the RSR instances that contain many stable matchings are not as brittle as the ones observed in SAmE. The robustness values we obtain from $s m_{-}$mod is nearly the same with $s m_{-}$random. We


Figure 5.11: Robustness of the instances in Mod.


Figure 5.12: The average total time of the instances in Mod.
observe some difference between the robustness values found for larger sizes. For instance, for $n=1000$, sm_mod has on the average $\approx 947$ non-fixed pairs. On the other hand, $s r_{-} \bmod$ has on the average $\approx 928$ non-fixed pairs (see Table 5.15). The expectation is to see the robustness value of $s r_{-}$mod below the $s m_{-} \bmod$ for $n=1000$. However, we observe a larger value. We observe that for smaller sizes, all four datasets produce nearly the same results.

In order to understand the poor performance of the HB model on the larger RSR instances, we look at the times spent by the models. In Figure 5.12, we observe that HB model is terminated by the time limit for sizes $n>600$. Note
that, this is an expected result from Figure 5.5 (Page 163). This termination also explains the poor performance of the HB for the larger sizes. On the other hand, the LS method on the RSM instances runs without time-out.

The main outcomes of the experiments on MOD can be summarized as:

- The RSM and the RSR instances that contain similar number of pairs are equally brittle.
- The HB model proposed for the RSR instances finds $b$ values as good as the LS model proposed for the RSM instances of same size.
- Using the HB model for the RSR instances that have $n>600$ pairs is not practical due to the time-limit.


### 5.6 Chapter Summary

In this section, we extended the idea of using $(a, b)$-supermatches as a notion of robustness to the Stable Roommates problem. We discussed in detail the structural similarities and differences between the rotation posets of Stable Marriage problem and Stable Roommates problem. Then, we proposed a polynomial-time procedure using the reduced rotation poset of the underlying SR instance for deciding if a given stable matching is a $(1, b)$-supermatch. Finally, we adapted a local search algorithm and a hybrid algorithm that uses the polynomial-time procedure to find a $(1, b)$-supermatch to a given SR instance. Our findings on the comparison of the two models indicate that the hybrid algorithm for the RSR performs well on the large instances. However, this is mainly achieved by taking advantage of the initialization of a random population. On a comparison of the RSM and the RSR, we identified a family of SR instances that are rich in stable matchings and very robust (i.e. when $a=1$, they have very low $b$ values). We observed that the uniformly random RSR instances do not contain many stable matchings, but the breakages on their non-fixed pairs can be repaired at a relatively low cost. The RSR instances created from the same master lists are very brittle against changes. On the other hand, the RSM instances are very consistent for small modifications. However, if the RSR instances that contain many stable matchings are not as brittle, and in fact, they have the same consistency with the RSM instances. A final, important remark is that we observed that the HB model proposed for the RSR is able to find good solutions for the RSR instances that have $n \leq 600$ pairs.

## Chapter 6

## Conclusion and Future Work

### 6.1 Thesis Defence

Thesis. Matching problems are widely-studied computational problems that require assigning agents to one another under different optimality criteria. The stability criterion in matching problems is well defined and dominantly used. However, imposing only the stability constraint on matchings is not enough on its own when the dynamism of the real world due to unexpected events is considered. Therefore, the need to consider a notion of robustness in addition to the existing stability constraint emerges. We claim that achieving both stability and robustness is possible. We propose a novel concept of robustness that has not been considered in this field before. By defining robust stable matchings we allow systems to handle unexpected events while making a bounded number of changes, after the matchings have been constructed.

Defence. We proposed a novel robustness notion for stable matching problems to tackle the problem of dynamism of the real world due to unexpected events. Our proposed notion is defined in terms of matchings that are stable and we introduced, in addition, a degree of robustness. We named any such matching an $(a, b)$-supermatch.

In Chapter 3 we formally defined our robustness notion on a famous matching problem called the Stable Marriage problem. Informally, an $(a, b)$-supermatch denotes a matching that is stable such that if any of the $a$ pairs in the matching break their assignments, another stable matching is guaranteed to be found by changing the partners of those $a$ pairs and also the partners of at most $b$ other
pairs. Subsequently, we defined the problem of finding an $(a, b)$-supermatch for any given Stable Marriage instance as the Robust Stable Marriage problem. Considering this notion, the most robust solution of a Stable Marriage instance is a $(1, b)$-supermatch that has the minimum $b$ value among all the $(1, b)$-supermatches of the underlying instance.

Next, we studied the complexity of the proposed problem and showed that the problem of finding the most robust stable matching is $\mathcal{N} \mathcal{P}$-hard in Chapter 3. In order to prove it, we first worked on a restricted case, where $a=1, b=1$. We proposed a special case of SAT that is $\mathcal{N} \mathcal{P}$-complete by using Schaefer's Dichotomy theorem. We also identified a specific family of instances of SM. Subsequently, we showed the equivalence between the SAT formula and the case of deciding if there exists a $(1,1)$-supermatch to an RSM instance from the specific family. Then, we generalized the $\mathcal{N} \mathcal{P}$-completeness result to the $(1, b)$ case. In order to prove the $\mathcal{N} \mathcal{P}$-completeness of the $(1, b)$ case, we defined a procedure as polynomial-time witness for $(1, b)$-supermatches in Chapter 4 . Given a stable matching, this procedure finds in polynomial-time the minimum number of pairs that are required to be assigned new partners in case of one pair's breakage. We defined this procedure based on the structural properties of the rotation posets of the RSM instances.

We developed a CP model to solve RSM for finding a ( $1, b$ )-supermatch that minimizes the value of $b$. After proving that the RSM is difficult to solve, we developed three other models that are meta-heuristic approaches. We used the previously defined polynomial-time procedure as the basis of all four models. The CP model is a complete method that guarantees to find the most robust solution if given enough time. We compared the performances of the metaheuristic models with the CP model on randomly generated RSM instances to see how successful the meta-heuristic models are. We observed that the local search and a genetic-local search hybrid have the best performance. Then, we extended our experiments to a family of instances of RSM that are rich in stable matchings.

In Chapter 5, we applied our novel concept of robustness combined with the stability into another matching problem, namely the Stable Roommates problem. We named the robust version as the Robust Stable Roommates problem. We performed similar steps as we did for the RSM case: we proved that the RSR is $\mathcal{N} \mathcal{P}$-hard, we defined a polynomial-time witness for the verification of a ( $1, b$ )-supermatch, and also developed some meta-heuristic models based on
the polynomial-time procedure. We also tailored the two meta-heuristic models that are found to be performing well on the RSM to the RSR. We analysed the $(1, b)$-supermatches further of a number of different datasets for both the RSM and the RSR.

The overall results showed that introducing robustness combined with stability to the matching problems need not be an easy problem. Different models can be developed to find robust solutions. Our findings show us that some stable matchings are more robust than the others. Therefore, one can significantly benefit from using the most robust stable matching. The main benefit of using the most robust matching is the guarantee that a stable matching can be repaired with a bounded cost if a given number of pairs break. Additionally, we showed the robustness notion is not only useful for the Stable Marriage problem, but it can be applied to different matching problems.

### 6.2 Future Work

We identify some future research directions and also discuss some questions that arise from the notion of $(a, b)$-supermatches. As the concept is new in the context of the matching problems, there are many interesting different directions that can be identified. We begin in Section 6.2.1 with identifying some directions for the theoretical aspect of the problem. Subsequently, in Section 6.2.2, we discuss how the models can be improved. We conclude this dissertation by identifying some applications, where the RSM and the RSR can be useful in Section 6.2.3.

### 6.2.1 Complexity

The theoretical results on the complexity of Robust Stable Marriage problem are obtained by breaking the $(a, b)$-supermatches into sub-cases as presented in Table 6.1. For a different illustration see Figure 3.7 (Page 91). In this table, we marked the results that we know by $\sqrt{ }$ or $\boldsymbol{X}$ depending on if the problem belongs to that class or not. There are some problems or cases that we do not know their complexity. We marked those problems with a ?.

We proved in this dissertation that the decision problems for both $(1,1)$-supermatches and the $(1, b)$-supermatches are $\mathcal{N} \mathcal{P}$-complete. However, we cannot

Table 6.1: The overall complexity results.

| Problem | $\mathcal{N} \mathcal{P}$-hard | $\mathcal{N} \mathcal{P}$-complete | $\mathcal{P}$ |
| :--- | :---: | :---: | :---: |
| $(1,1)$-supermatch $\left(\boldsymbol{\pi}_{11}\right)$ | $\checkmark$ | $\checkmark$ | $\boldsymbol{X}$ |
| $(1,1)$-supermatch from family $\mathrm{F}_{w}\left(\boldsymbol{\pi}_{11}^{w}\right)$ | $\boldsymbol{X}$ | $\boldsymbol{X}$ | $\checkmark$ |
| $(1, b)$-supermatch $\left(\boldsymbol{\pi}_{1 b}\right)$ | $\checkmark$ | $\checkmark$ | $\boldsymbol{X}$ |
| $(a, b)$-supermatch $\left(\boldsymbol{\pi}_{a b}\right)$ | $\checkmark$ | $?$ | $\boldsymbol{X}$ |
| $(a, 0)$-supermatch $\left(\boldsymbol{\pi}_{a 0}\right)$ | $?$ | $?$ | $?$ |
| $(a, 1)$-supermatch $\left(\boldsymbol{\pi}_{a 1}\right)$ | $\checkmark$ | $?$ | $\boldsymbol{X}$ |

generalize the $\mathcal{N} \mathcal{P}$-completeness result to the case of $(a, b)$-supermatches, as there is no known polynomial-time witness for the general case as of now.

There is recent study on Recoverable Team Formation problem (RTF) [DSOI18]. Demirović et al. studied a very similar notion to our robustness concept. They introduce recoverability into the Team Formation problem. The Team Formation Problem (TF) is defined as given a set of agents, selecting a team of agents with minimum cost such that a certain set of skills is covered. They introduce the recoverability to this problem as an additional cost to cope with the unexpected events after the teams have been formed. Their notion of recoverability is very similar to our notion of robustness for the matching problems. They focus on the case of finding another team if any of the agents become unavailable after a team has been formed. In a sense, they could use an $(a, b)$ model notion in which $a$ represents the number of agents that become unavailable, and $b$ represents the repair cost. They show in their work that RTF is $\Sigma_{3}^{P}$-complete.

Considering the similarities between the RTF and the RSM, we have a strong belief that the general case of finding $(a, b)$-supermatches is also $\Sigma_{3}^{P}$-complete. Therefore, we believe it is challenging but an interesting direction to further study the complexity of the general case of finding $(a, b)$-supermatches.

In our work, we showed that the $(2,0)$-supermatches need not exist for the Robust Stable Marriage problem. We discussed the generalization of this case to the $(a, 0)$-supermatches, but left the proof of their existence or non-existence as an open problem. It serves an interesting direction to study the complexity of this, especially for different types of matching problems.

We also leave open the question of how to find ( $a, 1$ )-supermatches, which considers the case of guaranteeing a stable matching at a repair cost of 1 in case any set of $a$ pairs lose their assignments. This case is $\mathcal{N} \mathcal{P}$-hard as it is a more general case of the $(1,1)$-supermatches. However, $(a, 1)$-supermatches suffer from the break-up of many number of different combinations of men.

We believe that studying the ( $a, 1$ )-supermatches is an easier step that should be tackled before the complexity of the $(a, b)$-supermatches. Because, studying the combinations may reveal more structural properties about the rotation posets, and also give a light to $(a, 0)$ and $(a, b)$-supermatches. Additionally, mining different family of instances that can be solved in polynomial-time can also be interesting.

### 6.2.2 Improvements on the Current Models

We have provided one exact method for solving the optimization problem for the RSM. Additionally, we provided five meta-heuristic models in total, where three of them are proposed for the RSM and two of them are tailored from the existing models for the RSR. In order to show the complexity of the $(1,1)$ supermatches, we also provided a SAT formulation and also an independent set formulation of the problem for the RSM.

We performed our experiments presented in this thesis by using the Java programming language. As an improvement, the code can be prepared more efficiently and the total time spent for finding a solution can be reduced. In addition, we implemented our CP model using the Choco constraint library. Although the solver Choco 4 is a powerful one, there are faster solvers available [SFS ${ }^{+}$14]. Additionally, our model can be improved by applying some search strategies such as the symmetry breaking methods in order to reduce the search [GPP06].

Our meta-heuristic models can be implemented by using strategies. For instance, different crossover and mutation operations can be implemented to help the GA tackle the problem of getting stuck at the local minima. This may also help the hybrid model to perform better. Note that, all our work is based on the rotations and the rotation posets. Other models that are not based on the rotations can be interesting to study.

It would be interesting to model the problem by using other methods such as integer programming, or different meta-heuristic approaches. Moreover, the independent set formulation can lead to an elegant $\mathcal{N} \mathcal{P}$-hardness proof for RSM.

### 6.2.3 Variations and Applications

In this dissertation, we studied two variants of the matching problems: Stable Marriage and Stable Roommates problems due to their structural resemblance. Note that, the SR is a generalization of the SM. We have a strong belief that our polynomial time verification procedure can be adapted to the matching problems that have similar structural properties by only a applying minor modifications on the procedure. Our robustness notion can be applied to many different matching problems. We identify below some problems that we think are most useful to apply the robustness concept.

One of the examples that the $(a, b)$-supermatches notion could be important is the Kidney-Exchange problem [RSÜ04]. In this problem setting, there exists a set of patients that have kidney failure, and another set of donors. Unfortunately, not each donor is compatible with each patient. If any unexpected events occur after the assignment process such as one of the donors refuse to donate his kidney to his assigned patient for some reason, the assignment model can be repaired by changing some of the assignments. Considering that the time can be critical within the kidney-exchange framework to assess a new assignment, a robust initial solution would be desirable.

Another problem we identify as an interesting application is the paper-reviewer assignments. In some conferences, the organization receives many paper submissions, but they have a limited number of reviewers. It is desirable to find assignments between the papers and the reviewers in a way that all the reviewers get papers that are most relevant to their expertise. Additionally, all the papers must be reviewed by a number of reviewers, while making sure the balance between the reviewers is fair. However, this system can have many unexpected events. For the sake of an example, a reviewer may notice a conflict of interest with one of the papers that is assigned to him/her. Ideally, the reviewer should immediately express the conflict after noticing it. An alternative problem is that, the reviewer may become unavailable at some point. Therefore, an assignment that does not require any additional changes $(b=0)$ or minimum number of additional changes is essential.

An application especially for the two problems identified above, the RSM, or the RSR could be interesting to see the practicality of the solutions from a user point of view. In addition to studying these problem variants, applications of the SM and SR could be considered. For instance, the basic wireless resource manage-
ment problem can be modelled as a matching problem, where the agents are resources and users [GSB $\left.{ }^{+} 15\right]$. The robustness concept in this setting would be beneficial as a resource can unexpectedly become unavailable at any time during the execution. Additionally, an SR model is used to model P2P networks [LMV ${ }^{+}$07]. If one has data available related to these applications, an evaluation of them to get an insight on their robustness values could be performed by using the models provided in this dissertation. It would be insightful to see the robustness of real instances.

It is also important to note that, we only studied the basic version of the SM and the SR. Our studied version covers the case of agents having incomplete lists. However, the problem can become more interesting when ties are allowed i.e., to allow people express their preferences by allowing to express indifference between some agents.

## Appendix A

## CP Model

Below is an example of the CP model presented in Section 4.3 (Page 105), for the Stable Marriage instance provided in Table 2.1 (Page 38) as an example. Find below the full CP model of this SM instance. We begin with identifying the set of stable pairs of this instance: $S P=\left\{\left(m_{0}, w_{5}\right),\left(m_{0}, w_{2}\right),\left(m_{0}, w_{4}\right),\left(m_{0}, w_{1}\right)\right.$, $\left(m_{1}, w_{4}\right),\left(m_{1}, w_{5}\right),\left(m_{1}, w_{3}\right),\left(m_{2}, w_{6}\right),\left(m_{2}, w_{0}\right),\left(m_{3}, w_{3}\right),\left(m_{3}, w_{5}\right),\left(m_{4}, w_{1}\right)$, $\left.\left(m_{4}, w_{4}\right),\left(m_{5}, w_{0}\right),\left(m_{5}, w_{4}\right),\left(m_{6}, w_{2}\right),\left(m_{6}, w_{5}\right),\left(m_{6}, w_{0}\right),\left(m_{6}, w_{6}\right)\right\}$. There exists no fixed-pairs.

The constraints ensuring if a pair is a part of the solution by checking the existence of the rotations that produce and eliminate each pair (see Constraint 4.3):

$$
\begin{array}{llll}
x_{0,5} \leftrightarrow \neg s_{0}, & x_{0,2} \leftrightarrow s_{0} \wedge \neg s_{2}, & x_{0,4} \leftrightarrow s_{2} \wedge \neg s_{3}, & x_{0,1} \leftrightarrow s_{3}, \\
x_{1,4} \leftrightarrow \neg s_{1}, & x_{1,5} \leftrightarrow s_{1} \wedge \neg s_{5}, & x_{1,3}, s_{5}, & x_{2,6} \leftrightarrow \neg s_{4}, \\
x_{2,0} \leftrightarrow s_{4}, & x_{3,3} \leftrightarrow \neg s_{5}, & x_{3,5} \leftrightarrow s_{5}, & x_{4,1} \leftrightarrow \neg s_{3}, \\
x_{4,4} \leftrightarrow s_{3}, & x_{5,0} \leftrightarrow \neg s_{1}, & x_{5,4} \leftrightarrow s_{1} \wedge \neg s_{2}, & x_{5,2} \leftrightarrow s_{2}, \\
x_{6,2} \leftrightarrow \neg s_{0}, & x_{6,5} \leftrightarrow s_{0} \wedge \neg s_{1}, & x_{6,0} \leftrightarrow s_{1} \wedge \neg s_{4}, & x_{6,6} \leftrightarrow s_{4} .
\end{array}
$$

The constraints to make sure the solution forms a closed subset by requiring all predecessors of each rotation (see Constraint 4.4):

$$
s_{1} \rightarrow s_{0}, \quad s_{2} \rightarrow s_{1}, \quad s_{3} \rightarrow s_{2}, \quad s_{4} \rightarrow s_{1}, \quad s_{5} \rightarrow s_{4}
$$

The constraints that handle the case if a man is matched to his best possible partner (see Constraint 4.5):

$$
\begin{array}{llll}
\alpha_{0} \leftrightarrow x_{0,5}, & \alpha_{1} \leftrightarrow x_{1,4}, & \alpha_{2} \leftrightarrow x_{2,6}, & \alpha_{3} \leftrightarrow x_{3,3}, \\
\alpha_{4} \leftrightarrow x_{4,1}, & \alpha_{5} \leftrightarrow x_{5,0}, & \alpha_{6} \leftrightarrow x_{6,2} . &
\end{array}
$$

The constraints to state if a pair is no longer wanted, the rotation that produces the couple must be removed from the solution closed subset (see Constraint 4.6):

$$
\begin{array}{llll}
x_{0,2} \leftrightarrow s_{u p_{0}}^{0}, & x_{0,4} \leftrightarrow s_{u p_{2}}^{0}, & x_{0,1} \leftrightarrow s_{u p_{3}}^{0}, & x_{1,5} \leftrightarrow s_{u p_{1}}^{1}, \\
x_{1,3} \leftrightarrow s_{u p_{5}}^{1}, & x_{2,0} \leftrightarrow s_{u p_{4}}^{2}, & x_{3,5} \leftrightarrow s_{u p_{5}}^{3}, & x_{4,4} \leftrightarrow s_{u p_{3}}^{4}, \\
x_{5,4} \leftrightarrow s_{u p_{1}}^{5}, & x_{5,2} \leftrightarrow s_{u p_{2}}^{5}, & x_{6,5} \leftrightarrow s_{u p_{0}}^{6}, & x_{6,0} \leftrightarrow s_{u p_{1}}^{6}, \\
x_{6,6} \leftrightarrow s_{u p_{4}}^{6} . & & &
\end{array}
$$

The constraints that ensure there does not exist a repair matching $S_{\mathrm{UP}}^{* i}$ for man $m_{i}$ if he is matched to his best possible partner (see Constraint 4.7):

$$
\begin{aligned}
& \alpha_{0} \rightarrow \neg s_{u p_{0}}^{0} \wedge \neg s_{u p_{1}}^{0} \wedge \neg s_{u p_{2}}^{0} \wedge \neg s_{u p_{3}}^{0} \wedge \neg s_{u p_{4}}^{0} \wedge \neg s_{u p_{5}}^{0} \\
& \alpha_{1} \rightarrow \neg s_{u p_{0}}^{1} \wedge \neg s_{u p_{1}}^{1} \wedge \neg s_{u p_{2}}^{1} \wedge \neg s_{u p_{3}}^{1} \wedge \neg s_{u p_{4}}^{1} \wedge \neg s_{u p_{5}}^{1} \\
& \alpha_{2} \rightarrow \neg s_{u p_{0}}^{2} \wedge \neg s_{u p_{1}}^{2} \wedge \neg s_{u p_{2}}^{2} \wedge \neg s_{u p_{3}}^{2} \wedge \neg s_{u p_{4}}^{2} \wedge \neg s_{u p_{5}}^{2} \\
& \alpha_{3} \rightarrow \neg s_{u p_{0}}^{3} \wedge \neg s_{u p_{1}}^{3} \wedge \neg s_{u p_{2}}^{3} \wedge \neg s_{u p_{3}}^{3} \wedge \neg s_{u p_{4}}^{3} \wedge \neg s_{u p_{5}}^{3} \\
& \alpha_{4} \rightarrow \neg s_{u p_{0}}^{4} \wedge \neg s_{u p_{1}}^{4} \wedge \neg s_{u p_{2}}^{4} \wedge \neg s_{u p_{3}}^{4} \wedge \neg s_{u p_{4}}^{4} \wedge \neg s_{u p_{5}}^{4} \\
& \alpha_{5} \rightarrow \neg s_{u p_{0}}^{5} \wedge \neg s_{u p_{1}}^{5} \wedge \neg s_{u p_{2}}^{5} \wedge \neg s_{u p_{3}}^{5} \wedge \neg s_{u p_{4}}^{5} \wedge \neg s_{u p_{5}}^{5} \\
& \alpha_{6} \rightarrow \neg s_{u p_{0}}^{6} \wedge \neg s_{u p_{1}}^{6} \wedge \neg s_{u p_{2}}^{6} \wedge \neg s_{u p_{3}}^{6} \wedge \neg s_{u p_{4}}^{6} \wedge \neg s_{u p_{5}}^{6}
\end{aligned}
$$

The constraints that require if a rotation is in the difference set $S \backslash S_{\mathrm{UP}}^{* i}$, then all successors of that rotation that are a part of solution are also in the difference set (see Constraint 4.8). These constraints are listed as below.

For $i=0$ :

$$
\begin{array}{lll}
s_{u p_{0}}^{0} \wedge s_{1} \rightarrow s_{u p_{1}}^{0}, & s_{u p_{0}}^{0} \wedge s_{2} \rightarrow s_{u p_{2}}^{0}, & s_{u p_{0}}^{0} \wedge s_{3} \rightarrow s_{u p_{3}}^{0}, \\
s_{u p_{0}}^{0} \wedge s_{4} \rightarrow s_{u p_{4},}^{0}, & s_{u p_{0}}^{0} \wedge s_{5} \rightarrow s_{u p_{5}}^{0}, & s_{u p_{1}}^{0} \wedge s_{2} \rightarrow s_{u p_{2}}^{0}, \\
s_{u p_{1}}^{0} \wedge s_{3} \rightarrow s_{u p_{3},}^{0}, & s_{u p_{1}}^{0} \wedge s_{4} \rightarrow s_{u p_{4},}^{0}, & s_{u p_{1}}^{0} \wedge s_{5} \rightarrow s_{u p_{5}}^{0}, \\
s_{u p_{2}}^{0} \wedge s_{3} \rightarrow s_{u p_{3},}^{0}, & s_{u p_{4} 4}^{0} \wedge s_{5} \rightarrow s_{u p_{5},}^{0} . &
\end{array}
$$

For $i=1$ :

$$
\begin{array}{lll}
s_{u p_{0}}^{1} \wedge s_{1} \rightarrow s_{u p_{1}}^{1}, & s_{u p_{0}}^{1} \wedge s_{2} \rightarrow s_{u p_{2}}^{1}, & s_{u p_{0}}^{1} \wedge s_{3} \rightarrow s_{u p_{3}}^{1}, \\
s_{u p_{0}}^{1} \wedge s_{4} \rightarrow s_{u p_{4}}^{1}, & s_{u p_{0}}^{1} \wedge s_{5} \rightarrow s_{u p_{5}}^{1}, & s_{u p_{1}}^{1} \wedge s_{2} \rightarrow s_{u p_{2}}^{1}, \\
s_{u p_{1}}^{1} \wedge s_{3} \rightarrow s_{u p_{3}}^{1}, & s_{u p_{1}}^{1} \wedge s_{4} \rightarrow s_{u p_{4}}^{1}, & s_{u p_{1}}^{1} \wedge s_{5} \rightarrow s_{u p_{5}}^{1}, \\
s_{u p_{2}}^{1} \wedge s_{3} \rightarrow s_{u p_{3},}^{1}, & s_{u p_{4}}^{1} \wedge s_{5} \rightarrow s_{u p_{5}}^{1} . &
\end{array}
$$

A. CP Model

For $i=2$ :

$$
\begin{array}{ll}
s_{u p_{0}}^{2} \wedge s_{1} \rightarrow s_{u p_{1}}^{2}, & s_{u p_{0}}^{2} \wedge s_{2} \rightarrow s_{u p_{2}}^{2} \\
s_{u p_{0}}^{2} \wedge s_{4} \rightarrow s_{u p_{4}}^{2}, & s_{u p_{0}}^{2} \wedge s_{5} \rightarrow s_{u p_{5}}^{2} \\
s_{u p_{1}}^{2} \wedge s_{3} \rightarrow s_{u p_{3}}^{2}, & s_{u p_{1}}^{2} \wedge s_{4} \rightarrow s_{u p_{4}}^{2} \\
s_{u p_{2}}^{2} \wedge s_{3} \rightarrow s_{u p_{3}}^{2}, & s_{u p_{4}}^{2} \wedge s_{5} \rightarrow s_{u p_{5}}^{2}
\end{array}
$$

$$
\begin{aligned}
& s_{u p_{0}}^{2} \wedge s_{3} \rightarrow s_{u p_{3}}^{2} \\
& s_{u p_{1}}^{2} \wedge s_{2} \rightarrow s_{u p_{2}}^{2} \\
& s_{u p_{1}}^{2} \wedge s_{5} \rightarrow s_{u p_{5}}^{2}
\end{aligned}
$$

For $i=3$ :

$$
\begin{array}{ll}
s_{u p_{0}}^{3} \wedge s_{1} \rightarrow s_{u p_{1}}^{3}, & s_{u p_{0}}^{3} \wedge s_{2} \rightarrow s_{u p_{2}}^{3} \\
s_{u p_{0}}^{3} \wedge s_{4} \rightarrow s_{u p_{4}}^{3}, & s_{u p_{0}}^{3} \wedge s_{5} \rightarrow s_{u p_{5}}^{3} \\
s_{u p_{1}}^{3} \wedge s_{3} \rightarrow s_{u p_{3}}^{3}, & s_{u p_{1}}^{3} \wedge s_{4} \rightarrow s_{u p_{4}}^{3}, \\
s_{u p_{2}}^{3} \wedge s_{3} \rightarrow s_{u p_{3}}^{3}, & s_{u p_{4}}^{3} \wedge s_{5} \rightarrow s_{u p_{5}}^{3} .
\end{array}
$$

$$
s_{u p_{0}}^{3} \wedge s_{3} \rightarrow s_{u p_{3}}^{3}
$$

$$
s_{u p_{1}}^{3} \wedge s_{2} \rightarrow s_{u p_{2}}^{3}
$$

For $i=4$ :

$$
\begin{array}{ll}
s_{u p_{0}}^{4} \wedge s_{1} \rightarrow s_{u p_{1}}^{4}, & s_{u p_{0}}^{4} \wedge s_{2} \rightarrow s_{u p_{2}}^{4} \\
s_{u p_{0}}^{4} \wedge s_{4} \rightarrow s_{u p_{4}}^{4}, & s_{u p_{0}}^{4} \wedge s_{5} \rightarrow s_{u p_{5}}^{4} \\
s_{u p_{1}}^{4} \wedge s_{3} \rightarrow s_{u p_{3}}^{4}, & s_{u p_{1}}^{4} \wedge s_{4} \rightarrow s_{u p_{4}}^{4} \\
s_{u p_{2}}^{4} \wedge s_{3} \rightarrow s_{u p_{3}}^{4}, & s_{u p_{4}}^{4} \wedge s_{5} \rightarrow s_{u p_{5}}^{4}
\end{array}
$$

$$
s_{u p_{0}}^{4} \wedge s_{3} \rightarrow s_{u p_{3}}^{4}
$$

$$
s_{u p_{1}}^{4} \wedge s_{2} \rightarrow s_{u p_{2}}^{4}
$$

$$
s_{u p_{1}}^{4} \wedge s_{5} \rightarrow s_{u p_{5}}^{4}
$$

For $i=5$ :

$$
\begin{array}{ll}
s_{u p_{0}}^{5} \wedge s_{1} \rightarrow s_{u p_{1}}^{5}, & s_{u p_{0}}^{5} \wedge s_{2} \rightarrow s_{u p_{2}}^{5} \\
s_{u p_{0}}^{5} \wedge s_{4} \rightarrow s_{u p_{4}}^{5}, & s_{u p_{0}}^{5} \wedge s_{5} \rightarrow s_{u p_{5}}^{5} \\
s_{u p_{1}}^{5} \wedge s_{3} \rightarrow s_{u p_{3}}^{5}, & s_{u p_{1}}^{5} \wedge s_{4} \rightarrow s_{u p_{4}}^{5} \\
s_{u p_{2}}^{5} \wedge s_{3} \rightarrow s_{u p_{3}}^{5}, & s_{u p_{4}}^{5} \wedge s_{5} \rightarrow s_{u p_{5}}^{5} .
\end{array}
$$

$$
s_{u p_{0}}^{5} \wedge s_{3} \rightarrow s_{u p_{3}}^{5}
$$

$$
s_{u p_{1}}^{5} \wedge s_{2} \rightarrow s_{u p_{2}}^{5}
$$

For $i=6$ :

$$
\begin{array}{lll}
s_{u p_{0}}^{6} \wedge s_{1} \rightarrow s_{u p_{1}}^{6}, & s_{u p_{0}}^{6} \wedge s_{2} \rightarrow s_{u p_{2}}^{6}, & s_{u p_{0}}^{6} \wedge s_{3} \rightarrow s_{u p_{3}}^{6} \\
s_{u p_{0}}^{6} \wedge s_{4} \rightarrow s_{u p_{4}}^{6}, & s_{u p_{0}}^{6} \wedge s_{5} \rightarrow s_{u p_{5}}^{6}, & s_{u p_{1}}^{6} \wedge s_{2} \rightarrow s_{u p_{2}}^{6} \\
s_{u p_{1}}^{6} \wedge s_{3} \rightarrow s_{u p_{3}}^{6}, & s_{u p_{1}}^{6} \wedge s_{4} \rightarrow s_{u p_{4}}^{6}, & s_{u p_{1}}^{6} \wedge s_{5} \rightarrow s_{u p_{5}}^{6} \\
s_{u p_{2}}^{6} \wedge s_{3} \rightarrow s_{u p_{3}}^{6}, & s_{u p_{4}}^{6} \wedge s_{5} \rightarrow s_{u p_{5}}^{6} . &
\end{array}
$$

The constraints that ensure if a rotation $\rho$ is in the difference set $S \backslash S_{\mathrm{Up}}^{* 2}$, then $\rho$ must be in the closed subset of the current solution, and it is either the rotation that produced the pair that is a part of the solution or there exists a predecessor of $\rho$ that produces it (see Constraint 4.9).
A. CP MODEL

For $v=\rho_{0}$ :

$$
\begin{array}{lll}
s_{u p_{0}}^{0} \rightarrow s_{0} \wedge x_{0,2}, & s_{u p_{0}}^{1} \rightarrow s_{0}, & s_{u p_{0}}^{2} \rightarrow s_{0} \\
s_{u p_{0}}^{3} \rightarrow s_{0}, & s_{u p_{0}}^{4} \rightarrow s_{0}, & s_{u p_{0}}^{5} \rightarrow s_{0} \\
s_{u p_{0}}^{6} \rightarrow s_{0} \wedge x_{6,5}
\end{array}
$$

For $v=\rho_{1}$ :

$$
\begin{array}{lll}
s_{u p_{1}}^{0} \rightarrow s_{1} \wedge s_{u p_{0}}^{0}, & s_{u p_{1}}^{1} \rightarrow s_{1} \wedge\left(x_{1,5} \vee s_{u p_{0}}^{1}\right), & s_{u p_{1}}^{2} \rightarrow s_{1} \wedge s_{u p_{0}}^{2} \\
s_{u p_{1}}^{3} \rightarrow s_{1} \wedge s_{u p_{0}}^{3}, & s_{u p_{1}}^{4} \rightarrow s_{1} \wedge s_{u p_{0}}^{4}, & s_{u p_{1}}^{5} \rightarrow s_{1} \wedge\left(x_{5,4} \vee s_{u p_{0}}^{5}\right) \\
s_{u p_{1}}^{6} \rightarrow s_{1} \wedge\left(x_{6,0} \vee s_{u p_{0}}^{6}\right) & &
\end{array}
$$

For $v=\rho_{2}$ :

$$
\begin{array}{ll}
s_{u p_{2}}^{0} \rightarrow s_{2} \wedge\left(x_{0,4} \vee s_{u p_{0}}^{0} \vee s_{u p_{1}}^{0}\right), & s_{u p_{2}}^{1} \rightarrow s_{2} \wedge\left(s_{u p_{0}}^{1} \vee s_{u p_{1}}^{1}\right), \\
s_{u p_{2}}^{2} \rightarrow s_{2} \wedge\left(s_{u p_{0}}^{2} \vee s_{u p_{1}}^{2}\right), & s_{u p_{2}}^{3} \rightarrow s_{2} \wedge\left(s_{u p_{0}}^{3} \vee s_{u p_{1}}^{3}\right), \\
s_{u p_{2}}^{4} \rightarrow s_{2} \wedge\left(s_{u p_{0}}^{4} \vee s_{u p_{1}}^{4}\right), & s_{u p_{2}}^{5} \rightarrow s_{2} \wedge\left(x_{5,4}^{5} s_{u p_{0}}^{5} \vee s_{u p_{1}}^{5}\right),
\end{array}
$$

$$
s_{u p_{2}}^{6} \rightarrow s_{2} \wedge\left(s_{u p_{0}}^{6} \vee s_{u p_{1}}^{6}\right)
$$

For $v=\rho_{3}$ :

$$
\begin{array}{ll}
s_{u p_{3}}^{0} \rightarrow s_{3} \wedge\left(x_{0,1} \vee s_{u p_{0}}^{0} \vee s_{u p_{1}}^{0} \vee s_{u p_{2}}^{0}\right), & s_{u p_{3}}^{1} \rightarrow s_{3} \wedge\left(s_{u p_{0}}^{1} \vee s_{u p_{1}}^{1} \vee s_{u p_{2}}^{1}\right), \\
s_{u p_{3}}^{2} \rightarrow s_{3} \wedge\left(s_{u p_{0}}^{2} \vee s_{u p_{1}}^{2} \vee s_{u p_{2}}^{2}\right), & s_{u p_{3}}^{3} \rightarrow s_{3} \wedge\left(s_{u p_{0}}^{3} \vee s_{u p_{1}}^{3} \vee s_{u p_{2}}^{3}\right), \\
s_{u p_{3}}^{4} \rightarrow s_{3} \wedge\left(x_{4,4} \vee s_{u p_{0}}^{4} \vee s_{u p_{1}}^{4} \vee s_{u p_{2}}^{4}\right), & s_{u p_{3}}^{5} \rightarrow s_{3} \wedge\left(s_{u p_{0}}^{5} \vee s_{u p_{1}}^{5} \vee s_{u p_{2}}^{5}\right), \\
s_{u p_{3}}^{6} \rightarrow s_{3} \wedge\left(s_{u p_{0}}^{6} \vee s_{u p_{1}}^{6} \vee s_{u p_{2}}^{6}\right) . &
\end{array}
$$

For $v=\rho_{4}$ :

$$
\begin{array}{ll}
s_{u p_{4}}^{0} \rightarrow s_{4} \wedge\left(s_{u p_{0}}^{0} \vee s_{u p_{1}}^{0}\right), & s_{u p_{4}}^{1} \rightarrow s_{4} \wedge\left(s_{u p_{0}}^{1} \vee s_{u p_{1}}^{1}\right), \\
s_{u p_{4}}^{2} \rightarrow s_{4} \wedge\left(x_{2,0} \vee s_{u p_{0}}^{2} \vee s_{u p_{1}}^{2}\right), & s_{u p_{4}}^{3} \rightarrow s_{4} \wedge\left(s_{u p_{0}}^{3} \vee s_{u p_{1}}^{3}\right), \\
s_{u p_{4}}^{4} \rightarrow s_{4} \wedge\left(s_{u p_{0}}^{4} \vee s_{u p_{1}}^{4}\right), & s_{u p_{4}}^{5} \rightarrow s_{4} \wedge\left(s_{u p_{0}}^{5} \vee s_{u p_{1}}^{5}\right), \\
s_{u p_{4}}^{6} \rightarrow s_{4} \wedge\left(x_{6,6} \vee s_{u p_{0}}^{6} \vee s_{u p_{1}}^{6}\right) . &
\end{array}
$$

For $v=\rho_{5}$ :

$$
\begin{array}{ll}
s_{u p_{5}}^{0} \rightarrow s_{5} \wedge\left(s_{u p_{0}}^{0} \vee s_{u p_{1}}^{0} \vee s_{u p_{4}}^{0}\right), & s_{u p_{5}}^{1} \rightarrow s_{5} \wedge\left(x_{1,3} \vee s_{u p_{0}}^{1} \vee s_{u p_{1}}^{1} \vee s_{u p_{4}}^{1}\right), \\
s_{u p_{5}}^{2} \rightarrow s_{5} \wedge\left(s_{u p_{0}}^{2} \vee s_{u p_{1}}^{2} \vee s_{u p_{4}}^{2}\right), & s_{u p_{5}}^{3} \rightarrow s_{5} \wedge\left(x_{3,5} \vee s_{u p_{0}}^{u} \vee s_{u p_{1}}^{3} \vee s_{u p_{4}}^{3}\right), \\
s_{u p_{5}}^{4} \rightarrow s_{5} \wedge\left(s_{u p_{0}}^{4} \vee s_{u p_{1}}^{4} \vee s_{u p_{4}^{4}}^{4}\right), & s_{u p_{5}}^{5} \rightarrow s_{5} \wedge\left(s_{u p_{0}}^{5} \vee s_{u p_{1}}^{5} \vee s_{u p_{4}}^{5}\right), \\
s_{u p_{5}}^{6} \rightarrow s_{5} \wedge\left(s_{u p_{0}}^{6} \vee s_{u p_{1}}^{6} \vee s_{u p_{4}}^{6}\right) . &
\end{array}
$$

The constraints for construction of the difference set $S_{\text {DOWN }}^{* i} \backslash S$ can also be generated similar to the difference set constraints above; see Constraint 4.10 (Page 110) to Constraint 4.14 (Page 110). We do not include those constraints
here. The following constraints are for keeping track of which other men are required to change their partners in order to repair man $m_{i}$ for difference set $S \backslash S_{\mathrm{UP}}^{* i}$; see Constraint 4.15 (Page 110).

For $i=0$ :

$$
\begin{array}{lll}
y_{1}^{0} \leftrightarrow s_{u p_{1}}^{0} \vee s_{u p_{5}}^{0}, & y_{2}^{0} \leftrightarrow s_{u p_{4}}^{0}, & y_{3}^{0} \leftrightarrow s_{u p_{5}}^{0}, \\
y_{4}^{0} \leftrightarrow s_{u p_{3}}^{0}, & y_{5}^{0} \leftrightarrow s_{u p_{1}}^{0} \vee s_{u p_{2}}^{0}, & y_{6}^{0} \leftrightarrow s_{u p_{0}}^{0} \vee s_{u p_{1}}^{0} \vee s_{u p_{4}}^{0} .
\end{array}
$$

For $i=1$ :

$$
\begin{array}{lll}
y_{0}^{1} \leftrightarrow s_{u p_{0}}^{1} \vee s_{u p_{2}}^{1} \vee s_{u p_{3}}^{1}, & y_{2}^{1} \leftrightarrow s_{u p_{4}}^{1}, & y_{3}^{1} \leftrightarrow s_{u p_{5}}^{1}, \\
y_{4}^{1} \leftrightarrow s_{u p_{3}}^{1}, & y_{5}^{1} \leftrightarrow s_{u p_{1}}^{1} \vee s_{u p_{2}}^{1}, & y_{6}^{1} \leftrightarrow s_{u p_{0}}^{1} \vee s_{u p_{1}}^{1} \vee s_{u p_{4}}^{1} .
\end{array}
$$

For $i=2$ :

$$
\begin{array}{lll}
y_{0}^{2} \leftrightarrow s_{u p_{0}}^{2} \vee s_{u p_{2}}^{2} \vee s_{u p_{3}}^{2}, & y_{1}^{2} \leftrightarrow s_{u p_{1}}^{2} \vee s_{u p_{5}}^{2}, & y_{3}^{2} \leftrightarrow s_{u p_{5}}^{2}, \\
y_{4}^{2} \leftrightarrow s_{u p_{3}}^{2}, & y_{5}^{2} \leftrightarrow s_{u p_{1}}^{2} \vee s_{u p_{2}}^{2}, & y_{6}^{2} \leftrightarrow s_{u p_{0}}^{2} \vee s_{u p_{1}}^{2} \vee s_{u p_{4}}^{2} .
\end{array}
$$

For $i=3$ :

$$
\begin{array}{lll}
y_{0}^{3} \leftrightarrow s_{u p_{0}}^{3} \vee s_{u p_{2}}^{3} \vee s_{u p_{3}}^{3}, & y_{1}^{3} \leftrightarrow s_{u p_{1}}^{3} \vee s_{u p_{5}}^{3}, & y_{2}^{3} \leftrightarrow s_{u p_{4}}^{3}, \\
y_{4}^{3} \leftrightarrow s_{u p_{3}}^{3}, & y_{5}^{3} \leftrightarrow s_{u p_{1}}^{3} \vee s_{u p_{2}}^{3}, & y_{6}^{3} \leftrightarrow s_{u p_{0}}^{3} \vee s_{u p_{1}}^{3} \vee s_{u p_{4}}^{3} .
\end{array}
$$

For $i=4$ :

$$
\begin{array}{lll}
y_{0}^{4} \leftrightarrow s_{u p_{0}}^{4} \vee s_{u p_{2}}^{4} \vee s_{u p_{3}}^{4}, & y_{1}^{4} \leftrightarrow s_{u p_{1}}^{4} \vee s_{u p_{5}}^{4}, & y_{2}^{4} \leftrightarrow s_{u p_{4}}^{4}, \\
y_{3}^{4} \leftrightarrow s_{u p_{5}}^{4}, & y_{5}^{4} \leftrightarrow s_{u p_{1}}^{4} \vee s_{u p_{2}}^{4}, & y_{6}^{4} \leftrightarrow s_{u p_{0}}^{4} \vee s_{u p_{1}}^{4} \vee s_{u p_{4}}^{4} .
\end{array}
$$

For $i=5$ :

$$
\begin{array}{lll}
y_{0}^{5} \leftrightarrow s_{u p_{0}}^{5} \vee s_{u p_{2}}^{5} \vee s_{u p_{3}}^{5}, & y_{1}^{5} \leftrightarrow s_{u p_{1}}^{5} \vee s_{u p_{5}}^{5}, & y_{2}^{5} \leftrightarrow s_{u p_{4}}^{5}, \\
y_{3}^{5} \leftrightarrow s_{u p_{5},}^{5}, & y_{4}^{5} \leftrightarrow s_{u p_{3}}^{5}, & y_{6}^{5} \leftrightarrow s_{u p_{0}}^{5} \vee s_{u p_{1}}^{5} \vee s_{u p_{4}}^{5} .
\end{array}
$$

For $i=6$ :

$$
\begin{array}{lll}
y_{0}^{6} \leftrightarrow s_{u p_{0}}^{6} \vee s_{u p_{2}}^{6} \vee s_{u p_{3}}^{6}, & y_{1}^{6} \leftrightarrow s_{u p_{1}}^{6} \vee s_{u p_{5}}^{6}, & y_{2}^{6} \leftrightarrow s_{u p_{4}}^{6}, \\
y_{3}^{6} \leftrightarrow s_{u p_{5}}^{6}, & y_{4}^{6} \leftrightarrow s_{u p_{3}}^{6}, & y_{5}^{6} \leftrightarrow s_{u p_{1}}^{6} \vee s_{u p_{2}}^{6} .
\end{array}
$$

For difference set $S_{\text {Down }}^{* i} \backslash S$, the constraints are generated similarly, except the Boolean variables $y$ are replaced with $z$ and $s_{u p}$ are replaced with $s_{\text {down }}$; see Constraint 4.16 (Page 110). We do not include them here.
A. CP Model

$$
\begin{aligned}
\alpha_{0} & =\text { true } \rightarrow d_{u p}^{0}=n, \text { else } \rightarrow d_{u p}^{0}=y_{1}^{0}+y_{2}^{0}+y_{3}^{0}+y_{4}^{0}+y_{5}^{0}+y_{6}^{0}, \\
\alpha_{1} & =\text { true } \rightarrow d_{u p}^{1}=n, \text { else } \rightarrow d_{u p}^{1}=y_{0}^{1}+y_{2}^{1}+y_{3}^{1}+y_{4}^{1}+y_{5}^{1}+y_{6}^{1}, \\
\alpha_{2} & =\text { true } \rightarrow d_{u p}^{2}=n, \text { else } \rightarrow d_{u p}^{2}=y_{0}^{2}+y_{1}^{2}+y_{3}^{2}+y_{4}^{2}+y_{5}^{2}+y_{6}^{2}, \\
\alpha_{3} & =\text { true } \rightarrow d_{u p}^{3}=n, \text { else } \rightarrow d_{u p}^{3}=y_{0}^{3}+y_{1}^{3}+y_{2}^{3}+y_{4}^{3}+y_{5}^{3}+y_{6}^{3}, \\
\alpha_{4} & =\text { true } \rightarrow d_{u p}^{4}=n, \text { else } \rightarrow d_{u p}^{4}=y_{0}^{4}+y_{1}^{4}+y_{2}^{4}+y_{3}^{4}+y_{5}^{4}+y_{6}^{4}, \\
\alpha_{5} & =\text { true } \rightarrow d_{u p}^{5}=n, \text { else } \rightarrow d_{u p}^{5}=y_{0}^{5}+y_{1}^{5}+y_{2}^{5}+y_{3}^{5}+y_{4}^{5}+y_{6}^{5}, \\
\alpha_{6} & =\text { true } \rightarrow d_{u p}^{6}=n, \text { else } \rightarrow d_{u p}^{6}=y_{0}^{6}+y_{1}^{6}+y_{2}^{6}+y_{3}^{6}+y_{4}^{6}+y_{5}^{6} .
\end{aligned}
$$

The constraints for counting how many other men are required to change their partners in order to provide a repair stable matching that dominates the current matching are listed below; see Constraint 4.17 (Page 111).

Similarly, the number of men that need to change their partners to obtain the the dominated stable matching is calculated as follows; see Constraint 4.18 (Page 111).

$$
\begin{aligned}
& \beta_{0}=\text { true } \rightarrow d_{\text {down }}^{0}=n, \text { else } \rightarrow d_{\text {down }}^{0}=z_{1}^{0}+z_{2}^{0}+z_{3}^{0}+z_{4}^{0}+z_{5}^{0}+z_{6}^{0}, \\
& \beta_{1}=\text { true } \rightarrow d_{\text {down }}^{1}=n, \text { else } \rightarrow d_{\text {down }}^{1}=z_{0}^{1}+z_{2}^{1}+z_{3}^{1}+z_{4}^{1}+z_{5}^{1}+z_{6}^{1}, \\
& \beta_{2}=\text { true } \rightarrow d_{\text {down }}^{2}=n, \text { else } \rightarrow d_{\text {down }}^{2}=z_{0}^{2}+z_{1}^{2}+z_{3}^{2}+z_{4}^{2}+z_{5}^{2}+z_{6}^{2}, \\
& \beta_{3}=\text { true } \rightarrow d_{\text {down }}^{3}=n, \text { else } \rightarrow d_{\text {down }}^{3}=z_{0}^{3}+z_{1}^{3}+z_{2}^{3}+z_{4}^{3}+z_{5}^{3}+z_{6}^{3}, \\
& \beta_{4}=\text { true } \rightarrow d_{\text {down }}^{4}=n, \text { else } \rightarrow d_{\text {down }}^{4}=z_{0}^{4}+z_{1}^{4}+z_{2}^{4}+z_{3}^{4}+z_{5}^{4}+z_{6}^{4}, \\
& \beta_{5}=\text { true } \rightarrow d_{\text {down }}^{5}=n, \text { else } \rightarrow d_{\text {down }}^{5}=z_{0}^{5}+z_{1}^{5}+z_{2}^{5}+z_{3}^{5}+z_{4}^{5}+z_{6}^{5}, \\
& \beta_{6}=\text { true } \rightarrow d_{\text {down }}^{6}=n, \text { else } \rightarrow d_{\text {down }}^{6}=z_{0}^{6}+z_{1}^{6}+z_{2}^{6}+z_{3}^{6}+z_{4}^{6}+z_{5}^{6} .
\end{aligned}
$$

Finally, the constraint for measuring the robustness of the solution concludes the model; see Constraint 4.19 (Page 111).

$$
\begin{aligned}
& \left(\neg\left(\alpha_{0}\right) \rightarrow\left(b \geq d_{u p}^{0}\right)\right) \vee\left(\neg\left(\beta_{0}\right) \rightarrow\left(b \geq d_{\text {down }}^{0}\right)\right), \\
& \left(\neg\left(\alpha_{1}\right) \rightarrow\left(b \geq d_{u p}^{1}\right)\right) \vee \vee\left(\neg\left(\beta_{1}\right) \rightarrow\left(b \geq d_{\text {down }}^{1}\right)\right), \\
& \left(\neg\left(\alpha_{2}\right) \rightarrow\left(b \geq d_{u p}^{2}\right)\right) \vee \vee\left(\neg\left(\beta_{2}\right) \rightarrow\left(b \geq d_{\text {down }}^{2}\right)\right), \\
& \left(\neg\left(\alpha_{3}\right) \rightarrow\left(b \geq d_{u p}^{3}\right)\right) \vee \vee\left(\neg\left(\beta_{3}\right) \rightarrow\left(b \geq d_{\text {down }}^{3}\right)\right), \\
& \left(\neg\left(\alpha_{4}\right) \rightarrow\left(b \geq d_{u p}^{4}\right)\right) \vee \vee\left(\neg\left(\beta_{4}\right) \rightarrow\left(b \geq d_{\text {down }}^{4}\right)\right), \\
& \left(\neg\left(\alpha_{5}\right) \rightarrow\left(b \geq d_{u p}^{5}\right)\right) \vee \vee\left(\neg\left(\beta_{5}\right) \rightarrow\left(b \geq d_{\text {down }}^{5}\right)\right), \\
& \left(\neg\left(\alpha_{6}\right) \rightarrow\left(b \geq d_{u p}^{6}\right)\right) \vee\left(\neg\left(\beta_{6}\right) \rightarrow\left(b \geq d_{\text {down }}^{6}\right)\right) .
\end{aligned}
$$

A. CP Model
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[^0]:    ${ }^{1}$ We show later in this section that an incomparable stable matching can never be the closest stable matching within the defined context. Therefore, we do not discuss this case for the moment.

[^1]:    ${ }^{2}$ The brackets () in Equations 4.1 and 4.2 are used to emphasise priority between the operators.

[^2]:    ${ }^{1}$ Our datasets are publicly available at: github.com/begumgenc/rsmData

