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Abstract As consumers switch to video-on-demand services, over the best ef-
fort Internet, the importance of service level agreement enforcement schemes can
not be over emphasised. For these agreements to be effective, content providers
must be able to enforce business policies in a simple and scalable manner, typi-
cally without access to the functionality within the core of the content delivery
infrastructure. The option of relying on Media Presentation Description (MPD)
attributes for video rate restriction is neither flexible or effective. Hence, in this
paper, we present a bio-inspired solution that exploits the inherent features of an
HTTP-based adaptive streaming service to enable content providers guarantee ser-
vice level agreements. We utilise concepts from mathematical ecology that model
species competing for a limited resource. In the proposed solution, distributed
clients are assisted with global information using SDN. To enhance the scalabil-
ity of the system, a business policy is enforced through parameter optimisation.
To demonstrate the applicability of the proposed service, we built a test-bed and
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implemented a number of business policies. Evaluation results show that business
policies are enforced in a fair and stable manner.

Keywords Population Dynamics · HTTP Adaptive Streaming · Dynamic
Adaptive Streaming over HTTP · SDN

1 Introduction

To cater for heterogeneous viewing devices and unpredictable network conditions,
HTTP-based adaptive streaming (HAS) services, such as the Dynamic Adaptive
Streaming over HTTP (DASH) [23], are the most popular mechanisms for video
distribution over the Internet. HAS services require content providers to segment
their video file into small chunks, with each chunk encoded into multiple bit-rates.
This allows a HAS client to progressively choose a chunk with a video rate that
best suits its context.

Since HAS services are generally delivered via the best-effort Internet by the
content providers, either directly or through content delivery networks, guaran-
teeing an agreed quality level is difficult. Providing a service level guarantee is
further complicated by the fact that, in practice, video content providers typically
adopt a multi-tiered service strategy, where members of a group of customers are
individually and separately charged a particular price in return for an agreed level
of service.

A video quality guarantee can be enforced by a central network control agent
or through a client-side mechanism. Amongst the network-based solutions is the
Server and Network Assisted DASH (SAND) [17], which presents a standardised
interface for message exchange between streaming clients and network elements.
Like most of the existing network-assisted designs, SAND mandates an active
network agent, a DASH aware network element (DANE), but this design paradigm
implicitly assumes that a content provider has access to the core of the content
delivery network. For example, implementing a shared resource allocation service
using SAND the authors of [18] assume the service intended deployment scenario
is either a home wireless network, or aircraft. However, at the client-side, a content
provider can provide differentiated video quality levels to its customers by either
restricting the maximum advertised bitrate in the media description document
(MPD) sent to a client, or by using the Profiles attribute provided in ISO/IEC
23009, which “permits external organisations or individuals to define restrictions”
on the features that a client can consume [1]. As we shall see later in Section 7,
these techniques fail when the available capacity is not sufficient to allow all clients
to converge at the MPD advertised upper limit.

Hence, we propose to define a scalable business policy enforcement model with-
out the need for an active network agent, thus removing the necessity of access
to functionality within the network core. We envision a system where individual
streaming clients rely on local information about their environment to assist in
making decisions that converge at a service level agreement (SLA) determined
rate. To achieve this, we take inspiration from nature. In a typical biological sys-
tem, the behaviour of the “global dynamics” emerges from simple interactions
amongst local individuals, which initially may be in a state of disorder [3]. A typ-
ical natural scenario, where self-organisation is evident in nature, is population
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dynamics. Here, out of local actions of various species, global order and regularity
are borne. And under well-known conditions, the ordered global state is known to
be in a stable equilibrium.

As such, we utilise concepts and models from population dynamics to de-
sign a coordinated distributed control framework for enforcing a differentiated
treatment to different subscribers of a streaming service. Specifically, we use the
Lotka-Volterra (LV) competition model [33]. A set of differential equations used
in modelling the impact of competition, against a single limited resource, on the
population dynamics of the competing species.

The proposed scheme accords the same treatment to clients within a given
class and offers different treatment to clients belonging to different classes. In this
paper, we define a class to be a set of streaming clients, whose users sign and agree
to a similar service level agreement, such that flows of each individual class are
accorded similar treatment by a video content provider, for example, are allocated
equal network resource. The proposed scheme combines a client-side video rate
selection utility function with information on the global/cumulative transmission
rate of the competing flows at the bottleneck link. The framework allows HAS
video clients, sharing a network, to focus on short-term decisions such as the next
video rate to request, while allowing a passive central control agent to guide the
clients on longer horizon decisions e.g. the target video rate at which to converge.

The rest of the paper is arranged as follows. Section 2 presents related work.
Section 3 introduces population dynamics, and specifically the Lotka-Volterra com-
petition model. While in Section 4 we propose the system model and how we map
our system to its ecological counterpart. In Section 5 the behaviour of the system is
analytically investigated, using a number of business policies. Section 5.2 discusses
how the various parameters of the proposed scheme can be derived. While experi-
mental set-up is discussed in Section 6, and the results of our experimentation are
presented in Section 7. Section 8 concludes the paper.

2 Related Work

HTTP-based adaptive video streaming services adapt the quality of the delivered
video content to the context of a streaming client. In its standard form, a video file
is segmented into equal temporal sized chunks and encoded into multiple bit rates.
Details of the chunks (such as URL, bitrate, resolution, etc.) are gathered into an
XML-based meta-data file called a media presentation description (MPD) file and
are stored in a server. For client chunk selection, an adaptation module of HAS,
also known as Adaptive Bit-rate Selection (ABR) [21], continuously monitors and
measures system capabilities, typically, network capacity and buffer occupancy
and then progressively request chucks with an appropriate bitrate.

A plethora of client-side ABR algorithms exist. In [14], a throughput-based
HAS-based services that strictly rely on throughput estimate for video rate selec-
tion is proposed. However, it is known that throughput-based ABRs suffer from
sub-optimal video quality, excessive instability and a high number of rebuffering
events [8]. An alternative approach solely relies on buffer state changes for video
bitrate selection decision [9,20,24]. In [9], a piece-wise defined function is used
to map video rate to buffer level while in [20] the logistic function is used. The
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authors of [24] used Lyapunov optimisation to map the bit-rates to the buffer oc-
cupancy. To get the best of both buffer-based and throughput-based techniques,
hybrid video rate selection algorithms are the most widely deployed [12]. In [31],
a control theory based player was proposed, the service relies on both throughput
estimation and buffer state changes for video rate selection decision. However, in
[15] a deep reinforcement leaning based player was proposed. The scheme uses a
model-free trained to generate video quality adaptation algorithms. However, these
algorithms, like most client-side ABR schemes, are designed to opportunistically
maximise their user-level quality of experience (QoE). Hence, making it difficult
to enforce even the most basic level of guarantee: fairness amongst flows. Excep-
tions to this rule are the client-side schemes such as [12,20] that are designed to
prevent clients from selfishly maximising user level QoE, however, they too, are
not designed to provide a flexible SLA enforcement.

To guarantee fairness, network-assisted schemes have been proposed. In [6], a
software-defined network (SDN) based agent is used to orchestrate the monitoring
of video streams and the arbitration of resource allocation to ensure network-
wide QoE fairness. The authors of [10] conducted a large scale evaluation of the
DASH Assisting Network Element (DANE). Their resulting DANE improves the
performance of the streaming clients competing for a limited bandwidth, by re-
ducing stalling and video quality instability. Furthermore, they found the scheme
improves the average video bitrate, and reducing unfairness. In [32], a network
traffic pacing agent that relies on both network and client state information for
traffic management is proposed. While in [19], the use of traffic shaping techniques
is found to have a positive impact on the performance of HAS streaming clients.
In [4], a network-assisted service is proposed: the scheme leverages the capabilities
of the SDN control plane to collect various information, such as available band-
width, to help guide a player to make a more informed bitrate selection decision.
However, all these services are designed to enforce a single policy: equal allocation
of resource, using an active network agent.

Some studies have employed bio-inspired techniques to control the rate of traffic
injection into a network. In [22], a bio-inspired buffer-based video rate adaptation
scheme based on Verhulst population model is proposed. However, the work neither
considers the impact of competition when making the video rate selection decision
nor guarantee service delivery. In [2], the LV model was used in designing a con-
gestion control algorithm for a wireless sensor network-based application. In [30],
multi-priority data transmission control for the Enhanced Distributed Channel Ac-
cess (EDCA) protocol is proposed. However, these techniques are only designed for
a specific scenario. The scheme proposed in [2] treats all traffic equally, while the
scheme in [30] assumes traffic differentiation is in strict compliance with the IEEE
802.11e EDCA protocol. Furthermore, both approaches implicitly assumed that a
content provider has access to the intermediary network nodes. In this paper, we
exploit the inherent nature of the LV model that allows agents acting individually
to converge at a global optimal solution. By appropriately tuning the behavioural
parameters of our LV model, a converged state can be obtained. Hence, we present
a flexible business policy enforcement for HTTP-based adaptive video streaming
services. The scheme allows a content provider to scalably implement a variety of
business policies without the need for an active network agent.
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3 Mathematical Ecology: Population Dynamics

Population dynamics is the branch of mathematical ecology that studies the changes
in population as well as the processes that influence the changes, e.g. the avail-
ability of resources, the presence of a competing species and the nature of the
competition [26]. Modelling population change is commonly initiated with the
following basic assumptions:

1. The size of population, at a give time, determines the state of a system.
2. Habitat has a limited caring capacity.
3. There is always a seed population to kick-start the growth.
4. Growth is density-dependant.
5. Impact of exogenous factors, such as competing species and available resource,

are consequential.

The most prominent model used in formulating population dynamics is Ver-
hulst model [28], which formulates the dynamics of population growth in absence
of competition. However, since rarely does a species of animal live in isolation,
this model does have a limited applicability. Furthermore, in a typical ecologi-
cal habitat, animals are in constant competition with one another for a limited
resource. This competition can be within animals of the same species, called intra-
species competition, or between animals of different species, called inter-species
competition. The Lotka-Volterra (LV) model [33] extends the Verhulst model and
describes the dynamics of population growth when multiple species compete for
some limiting resource, such as food, nutrients, space etc.

The LV model relies on three sets of parameters: intrinsic growth rate, which
governs the behaviour of a system when only a single species exist. An intra-species
coefficient that rules the behaviour of intra-species competition; typically members
of the same species share equal value. And finally, an inter-species coefficient, which
is concerned with interactions amongst different species. The n-species LV model
is expressed by the following differential equation

dpi
dt

= pi

(
ri −

βiri
Ki
− ri
Ki

( n∑
j=1

αijpj

))
, (1)

i = 1, ..., n, pi,Ki, ri, βi, αij ∈ R.

Where pi is the size of the population of species i at the time t , Ki the maximum
population size of ith species that the habitat can sustain and ri is the intrinsic
growth rate constant. βi is the intra-species competition coefficient and αij is the
inter-species competition coefficient of species j on the growth rate of species i.

4 System Modelling

Consider a case where a set of streaming devices I = {1, ..., i} share a network slice
with a total capacity C. Since a network slice is rented out on a fixed capacity
basis, the upper-bound of C is known (for the time-dependent estimate of C see
Section 6 for more detail). Let each device be characterised by two parameters
{0 < Rmin < Rmax}, where Rmin, Rmax are the minimum and the maximum
bitrate that the resolution of a device permits.
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Table 1: Model Notation

pi Size of the population of species i

Ki Maximum population size of ith species

ri Intrinsic growth rate constant

α Inter-species competition coefficient of species

βi Intra-species competition coefficient

Rmax Maximum video rate

Rmin Minimum video rate

Bmax Maximum buffer size

Bt Buffer size at time t

C Total link capacity

Q The set of the available video representations

ts Chunk start time

te Chunk end time

xi(t) Download rate of client i at time t

X diag(x1, x2, x3, ..., xj)

R (r1, r2, r3, ..., ri)
T

A see Eq. 5

wi(t) see Eq. 7

x∗ set of positive non-zero stable equilibrium

When a client begins streaming using HAS technology, typically at time t = 0,
a server presents an MPD file to the streaming client. This file contains information
about the set of available video rates Q = {q0, q1, q2, . . . , qn}. Let us assume that
the bitrates are arranged in increasing order, such that q0 = Rmin and qn 6
Rmax. In other words, a client can only choose from a subset of available video
rates. Let Bt be the buffer occupancy at time t and Bmax be the maximum
buffer size. After parsing the MPD file at time ts > t0, a client begins to request
chunk l > 1 with the video rate qn < Rmax. The chunk download starts at time
ts and finishes time te. This continues until either the buffer is full or the last
chunk is requested. Let xi(t) be the download rate of client i at time t. When
xi(t) < Rmax ∀i and

∑i
i=1 xi(t) < C(t) resource allocation is easy, as all devices

can stream at Rmax. However, if total bandwidth is not sufficient to cover such
a scenario, in a managed service, a provider will want to ensure that bandwidth
is allocated such that system converges at xi(t) ∈ [Rmin, Rmax] ∀i in accordance
with a business policy (see Table 1 for the summary of notations). For example,
a business policy may requires that different classes of customers enjoy different
maximum resolutions as is currently the case for Netflix users, see Section 5 for
more detail discussion of business policies.

4.1 The LV-based Resource Allocation

An ABR streaming session typically starts at the lowest video rate when the buffer
is empty, with the ultimate aim of ramping-up the video rate to the maximum
available bitrate by the time the buffer is filled [9,20]. A series of state traversals
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that move the system from the initial state to a target state defines the system
trajectory, and henceforth is called the rate map. When the Rmax < C(t) and
we have no other competing clients, the rate map easily converges at the Rmax.
However, this case may not be always obtainable, as capacity can be limited and
competition for it, is inevitable. To arbitrate bandwidth consumption amongst
competing clients sharing a network bottleneck, we assume that the video delivery
service is analogous to a biological ecosystem. We are motivated by the deep
similarity that population dynamics shares with adaptive streaming system. To
help us better elucidate this matter, let us begin by assuming that the video
bitrate is the unit of population whose growth we are interested in. As in the case
of modelling the biological system, the bitrate of the downloaded chunk represent
our system state (Section 3, Assumption(1)). Furthermore, let us presume that
the playback buffer is its habitat, which as in the population system, is limited
and limits the maximum size of both the number of chunks we can cache and the
downloaded bitrate of the chunks (Section 3, Assumption (2)).

We begin with the case where a client starts streaming at the minimum video
rate, which as in the natural system represents the seed population (Section 3,
Assumption (3)). After the chunk i > 1 is received, the client requests chunk i+ 1
with the video rate such that xi+1 = rxi 6 Rmax. The download of additional
chunks is undertaken back-to-back except when the buffer is full. This ensures that
the periodic (ON-OFF) chunk request policy, generally associated with adaptive
streaming, is only used to prevent buffer overflow. By so doing, TCP is allowed
to behave as designed. Additionally, an increase in video rate is assumed to be
density dependent (Section 3, Assumption (4)). That is, the higher the video rate,
the less we are inclined to increase. A number of studies [7,20] have shown that
1) users are not keen on increasing video rate when the current video rate is
already sufficiently high, and 2) the higher the video rate, the greater the risk
of re-buffering (stalls) events occurring. Using a different formulation model from
those in the literature [22], we can now formulate a single streaming service as
follows:

dxi
dt

= rxi
(

1− xi
C

)
. (2)

In this context, clients compete for a given resource, which in this case is the
available bandwidth. First, let us assume that users who sign the same SLA are
to be accorded similar treatment. Therefore, it is logical to consider all flows from
their streaming devices to be analogous to animals of the same species. Hence-
forth, we say they belong to the same class. However, if users signed different
SLA they are considered to belong to different classes, because they have different
demands and require different treatment. Next, we assume the data flows initi-
ated by HAS clients compete with each other for the available bandwidth. The
competitions, between flows originating from devices belonging to the same class,
are governed by the intra-species coefficient β. And competitions between flows
originating from devices belonging to different classes are controlled by the inter-
species coefficient α. Simply put, the flow rate of each client is affected by the
presence of both clients belonging to a similar and different class. Hence, Eq 2 is
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reformulated, to the form of Eq 1, and presented as follows:

dxi
dt

= xi

(
ri −

βiri
C
− ri
C

( n∑
j=1

αijxj

))
. (3)

For convenience, henceforth, Eq 3 is rewritten in matrix form [2,29,30], as follows

dx

dt
= X ◦ (R−Ax). (4)

WhereX = diag(x1, x2, x3, ..., xj) is an j × j dimensional matrix, ◦ is element-wise
multiplication, R = (r1, r2, r3, ..., ri)

T is the i-dimensional vector of all intrinsic
growth rate constants, x = (x1, x2, x3, ..., xi)

T is an i-dimensional vector of all the
clients’ flow rates and A is a metric shown in Eq. 5:

A =
1

C


β1r1 α12r2 α13r3 ... α1jri
α21r1 β2r2 α23r3 ... α2jri
α31r1 α32r3 β3r3 ... α3jri

...
...

...
. . .

...
αi1r1 αi2r2 αi3r3 ... βiri

 . (5)

The solution of Eq. 3, as obtained in [30], assuming a client starts streaming
with xi = xi(0) ≥ Rmin, is:

xi(t) =
wi(t)xi(0)

βixi(0) + [wi(t)− βixi(0)]e
wi(t)ri

C
∆t
. (6)

wi(t) = C −
n∑
j 6=1

αijxj . (7)

From Eq. 6, the following three important facts can be deduced: First, that
ri dictates the convergence time, which is the time it takes a player to reach the
steady state; Second, βi determines the maximum converged video rate, that is
the highest video bitrate that a player converges at and finally, αi determines the
maximum instantaneous target video rate.

5 System Behaviour

In this section, we investigate the dynamic behaviour of the derived model and
the conditions under which a fair and stable equilibrium can be achieved.

5.1 Equilibrium and Stability

We begin by investigating the equilibrium points of the system. An equilibrium
point of the proposed model represents a stationary condition. In other words, it
defines the converged state that corresponds to a constant streaming condition,
for a given streaming client. We find the equilibrium points of Eq. 4, by setting
the equation to zero, thus the equation becomes
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X∗ ◦ (R−Ax∗) = 0. (8)

The solution will result in 2i combinations of zero and non-zero equilibrium
points [13]. This represents the states at which some or all clients either fail or
survive the competition for the network resource. Let H be the set of all clients
that are out-competed. That is H is a subset of streaming client I = {1, ..., i},
such that x∗h = 0 ∀h ∈ H. Therefore, I = J + H, with x∗j > 0 ∀j ∈ J being an
element of the subset of the flows that survive the competition. In this paper,
we are interested in finding the condition under which all clients will survive the
competition. That is, when H = ∅, so such that I = J and all elements of J have
a positive non-zero equilibrium point.

According to [13,25], we can find the stable non-negative equilibria x∗ when the
matrix in Eq. 5 is positive definite. However, in general, this is difficult to determine
analytically [2,13], and when I is very large it becomes computationally intractable
to do an exhaustive search for the feasible points [13]. However, an approximate
solution can be found in a reasonable time, if we restrict the search space. For
this, we use three representative business policies 1.

5.1.1 Policy I: All Flows are Treated Equally

For this policy, all flows are accorded the same treatment, this scenario corresponds
to a situation whereby a content provider is interested in treating all customers
equally. In this case, we can group all clients into a single class, making n = 1 (n
represents the number of classes). In doing so, both the intra-species and inter-
species coefficients (β, α), as well as r will be equal for all flows. Therefore, αij = α,
βi = β and ri = r. We can now reformulate Eq. 5 as the following:

A =
r

C

[
β α

]
. (9)

Eq. 8 has two sets for equilibrium points, the first is when X∗ = 0, and the second
when x∗ is a set of positive non-zero stable equilibrium presented in the following
equation:

r −A · x∗ = 0. (10)

The solution of the above expression is now presented as

x∗ =
C

α(n− 1) + β
. (11)

5.1.2 Policy II: Device-based Differentiation

When heterogeneous devices are used for streaming, it is desirable to allocate
resources in a manner that takes the specificity of the devices into consideration.
Recall from Section 4, streaming devices can be differentiated using the range of
bitrates they support. If we assume the range of the supported bitrates of all the
streaming clients can be grouped into n classes. For the sake of demonstration,
in this paper we use n = 3. Now, our task is to find the vector of the three

1 It is worth noting that these policies are by no means the only policies that can be imple-
mented, we use them only to demonstrate how the scheme can be used in practice.
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non-negative stable equilibria such that ẋ∗i ≤ Rmax where i ∈ {1, 2, 3}. Recall
from Section 4, the value βi determines the global maximum rate of a flow, hence,
the intra-species coefficient (βi) can be used to differentiate devices belonging to
different groups, while the inter-species coefficient (α) can be left the same for all
devices, hence, αij = α. Furthermore, for simplicity we assume ri = r 2, and with
this information we can rewrite Eq. 5 as:

A =
r

C

β1 α α
α β2 α
α α β3

 . (12)

The solution of Eq.10 using the the expression of A in Eq. 12 shown below,
results in three non-negative stable equilibrium points (x∗1, x

∗
2, x
∗
3).

x∗i =
C

α(n− 1) + βi
. (13)

5.1.3 Policy III: Subscription-based Differentiation

For this policy, let us assume a service provider has three subscription packages:
{1, 2, 3} in decreasing order of priority. All the three classes of flows share the
available bandwidth at the ratio e : f : g. To enforce this policy, we assume that
the impact of inter-specific competition from higher priority class is felt by all
classes lower than it, however, a higher priority class is impacted only by the class
next to it in the priority list. This corresponds to a scenario, in nature, where the
impact of a powerful species is felt by all other less powerful species, but in turn
the powerful species is only impacted by a competitor of comparable strength. This
prevents any class from dominating others. Since the allocation is independent of
the nature of the streaming devices βi = β and ri = r. Therefore:

A =
r

C

 β α12 α13

α21 β α23

0 α32 β

 . (14)

The solution of Eq. 10, considering A from Eq. 14, yields:

x∗1 =
C(α12 − β)

(α21α12)− β2
,

x∗2 =
C(α22 − β)

(α12α21)− β2
,

x∗3 =
C

β

[
1− (α32(α21 − β)− α31(α12 − β))

α21α12 − β2

]
.

(15)

2 For this policy, there are several ways one can formulate the expression of ẋ∗i, here we
only present the simplest formulation we can derive.
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5.2 Convergence and Parameter Selection

Our desire is to have each client converge at an SLA determined video rate. For
this to happen, we have to ensure that the stable equilibrium points obtained in
Eq. 11, 13 and 15 correspond to the desirable solution. However, as can be seen
from these equations, the result of our solutions depend on the values of three
constants: r, α, β, and the available bandwidth.

Like in any adaptive streaming service, any factor that influences the ability
to accurately estimate the available capacity C, such as TCP congestion control,
chunk size and throughput estimation methods, will certainly affect the the value
of x∗. While the criterion for choosing a specific TCP protocol is outside the scope
of this paper, our earlier policy to request video chunk back-to-back decouples the
TCP control loop from the ABR dynamics [9,21], and enhances the ability of TCP
to more easily reach steady state. When estimating the available throughput we
suggest that forecasting is undertaken on aggregate flows, as we found this method
achieves a better estimate. Something worth highlighting at this point is that
the converged video rate is independent of streaming and content characteristics,
provided they have no influence on our ability to estimate the available network
capacity. Factors such as finite video lengths and different streaming lengths have
no influence on x∗ as can be seen its previous formulations .

5.2.1 Growth constant (r)

The value of r determines the rate at which the video rate changes with respect
to time, independent of any competition. If we simplify Eq. 2 to dxi

dt = ru, where
u =

(
1− xi

C

)
, it is easy to see that r dictates the convergence time. Too high a value

of r makes the system overly aggressive and too a low value makes the system less
responsive. To ensure that the system converges in a reasonable time, we require r
to be a function of buffer size. This helps ensure that the selected value of r is buffer
size dependant. First, it should be noted that, generally in HAS services, buffer
occupancy is measured in units of time. Therefore, we can conveniently replace t
with Bt. We assume streaming begins, for all devices irrespective of policy or class
flow, with a flow rate of x(0) and reaches x(Bmax) ≥ Rmax when the buffer is full.
Using this information we can derive the expression of r from Eq. 6 and visualise
it in Figure 1 as:

ri =
Rmax
BmaxC

ln

[
Rmaxx(Bmax)− x(Bmax)x(0)

Rmaxx(0)− x(Bmax)x(0)

]
. (16)

5.2.2 Intra-species (α) and Inter-species(β)

For the remaining two parameters (α and β), we cast the solution into a single-
objective multi-constraint optimisation problem that maximises the sum of the
converged video rates:
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Fig. 1: The mappings between values of r to buffer levels

Maximise: F =
i∑
i=1

x∗i ,

Subject to: F ≤ C,
βi > αij ,

βi ≥ 1,

x∗i ≤ Rmax.

(17)

Where x∗i > 0 is the converged video rate of flows from class i at the stable
equilibrium, as derived in the previous section. To further restrict the solution, the
objective function, in Eq. 17, is restrained by three constraints. The first restricts
the sum of all flow rates to, at most, the maximum available capacity of the
bottleneck link; the second ensures that flows belonging to a class that can survive
in the presence of flows from other classes (for more details see [2]); and the third
ensures that the video rate selection function does not converge at a video rate
greater than the allocated share. It should be noted that our formulation is network
architecture independent. The only topology depends variable is the capacity of
the bottleneck link, which can be located anyway within a network.

6 System Implementation and Experimental Setup

To evaluate the proposed scheme, which we call Bio henceforth, we envisioned a
scenario where a number of geographically distributed customers are connected
to a back-end server via a single network slice. Within each location, a number
of streaming devices, subscribing to a managed video service, are connected via a
single access switch, which is in turn connected to the Internet via a distribution
switch. To facilitate better understanding, Fig. 2 presents the schematic diagram
of our experimental set-up decoupled into the control and monitoring traffic plane
(Fig. 2a) and the video streaming traffic flow plane (Fig. 2b). Our test-bed is
inspired by the work of [5].
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(a) Control and monitoring traffic

 

(b) Video traffic

Fig. 2: Experimental Set-up

Table 2: Video resolutions and the supported Bitrate

Screen Resolution Video Bitrate (kbps)

1080p 100-4500
720p 100-2300
360p 100-1000

As can be seen from fig. 2a, the test-bed is an SDN-enabled infrastructure.
All streaming clients used are Mininet 3 instances connected via software-based
OpenFlow-enabled switches. All switches are connected to a Pox controller 4. In
the test-bed, the link between the distribution switch and the video server is set as
the bottleneck with a total bandwidth allocation of C. The value of C is scenario
dependent, while all other links are set to 100 Mbps. This ensures that contention
happens only at the bottleneck link.

MongoDB, 5, a highly scalable NoSQL database management system, is used
for all data archival. To allow for maximum portability, the Pox controller and the
MongoDB are hosted on the native machine. All communications with the Mon-
goDB are done via REST calls. Throughout our implementation, the PyMongo 6

is used to handle REST calls. As can be seen in Fig 3 Host Tracker, Measurement

3 http://mininet.org/
4 https://github.com/noxrepo/pox
5 https://www.mongodb.com/
6 https://api.mongodb.com/python/current/
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ABR

Measurement 
Engine

Host 
Tracker

Client side

SDN Controller

Database

Forecasting 
Engine

Fig. 3: Distribution of all the implemented modules.

Engine and Forecasting Engine were all implemented on top of the SDN controller.
The Host Tracker monitors and updates the database with the current activity
status of all streaming clients (i.e. whether a client is active or not). It also registers
new clients to the service and then raises an event that informs the Measurement
Engine to begin measuring the throughput of the flows of the new client, thus
offering a highly dynamic and scalable framework that accommodates new users
as well as optimising delivery for existing users. The measurement engine relies
on a modified version of OpenNetMon [27], a network monitoring module used to
measure the per-flow throughput of the video streams. The output of the mea-
surement engine is stored in the database. Since the measurement is historical in
nature, we include a Forecasting Engine. This module takes both per-flow and per-
link measurements produced by the measurement engine, and predict the future
throughput at flow and link level. For the forecast, we compute the exponentially
weighted moving average (EWMA) for both per-flow and per-link throughput. A
weighting factor of 0.9 is used in both instances.

Fig. 2b demonstrates how the video streaming traffic flows through the test-
bed. Within each Mininet instance, we implemented a Python-based DASH com-
pliant headless player. By disabling the decoding and rendering capacities, we
are able to significantly reduce our CPU footprint without affecting the player’s
network behaviour. Algorithm 1 presents the detail of the ABR algorithm imple-
mented in the headless player. A Lighttpd 7, hosted on a separate machine, is
used as the video server and hosts the DASH video content. To create a path from
the streaming clients to the server, the machine hosting the SDN infrastructure
is equipped with two network interfaces, with one of the interfaces is connected
to the distribution switch and the other interface is connected a physical switch
that has been connected to the video server. For the video content, we use the Big
Buck Bunny video data-set with a 2-second chunk size [11]. Detail of the three

7 https://www.lighttpd.net/
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resolutions and their respective range of bit-rates is shown in Table 2. The player
is composed of two threads, the first thread, which is fired after a successful chunk
download, requests from the database the latest capacity of the shared link, the
client’s share and updates it with a new value of the client’s current download
rate. The second thread uses the data from the first thread to compute the video
rate of the next chunk using Eq. 6. The player uses the Python Request package
for HTTP request-response transactions.

We compare our proposed service against using MPD modifications to restrict
the maximum video representation a client is allowed to download. In line with
this, two other HAS algorithms are implemented, henceforth called the baseline
players. These are a Buffer-based player [9] called BBA and a hybrid player [16]
called Hybrid. It should be noted that our desire, in this evaluation, is to find the
extent to which our proposed scheme is able enforce convergence at a business pol-
icy determined rate in a stable manner. Hence, for the evaluation, we first assess
how close the maximum and average video rates of both clients are to the policy
defined maximum video rate. Then we compare the performance of the baseline
players against our proposed scheme using the following metrics, which are widely
recognised as the key QoE indicators: video bitrate instability, calculated as the
percentage of video rate changes; network utilisation, calculated by dividing the
total average video rate achieved by all clients by the average network capacity;
and the perceptual video quality computed using the function developed in [6]
for mapping video rate to Structural Similarity Index (SSMI). Each experiment
is conducted five times and the average is presented. For finding the appropriate
parameters of the policies outlined in Section 5.2. We use the APmonitor Op-
timization Suite 8. APMonitor is a language for mixed-integer and differential
algebraic equation modelling.

7 Experimental Evaluation

This section presents the results of the evaluation of policies modelled in Section 4.
Before each experiment, we solve the optimisation in Eq. 17 for the values of r,
αi, βi. On a MacBook Pro (memory: 16GB, Processor: 3 GHz) each round of the
optimisation took on average 30sec to finish. We feel this is acceptable for real-time
usage, especially since we do not expect business policies to change very often.

7.1 Policy I

This policy is to guarantee a 2Mbps video rate for all streaming devices. For
this test, we vary the number of streaming clients (4, 9, 16, 25) and the respec-
tive bandwidth of the bottleneck link (8Mbps, 18Mbps, 32Mbps, 50Mbps). A new
player is introduced every 5 seconds. Each player streams using the 1080p video
set (see Table 2). The following parameters are obtained by running the optimi-
sation: r = 1, β = 1.77, α = 0.76. Furthermore, the initial rate (xsi(t = 0)) is set
to the minimum video rate. To properly evaluate the performance of the proposed
scheme, we compare it against two scenarios: Fig. 4: when the baseline players are

8 www.apmonitor.com
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Algorithm 1: Client-side Algorithm

input : qn
Bt

output: qnext
Bdelay
xs ∗ α

if Bt := 0 then
Bdelay = 0
qnext = q0
if get link capacity() 6 0 then

C = rand
w(t) = C

else
C = get link capacity()
w(t) = rand

end

else
if U(t+ 1) 6 qn−1 then

qnext = qn−1

else if U(t+ 1) > qn+1 then
qnext = qn+1

else
qnext = qn

end
if qn =: q0 then

qnext = q0
end
if qn =: Rmax then

qn = Rmax
Bdelay = V

end
qn = qnext

end

free to choose any video rate in the MPD and Fig. 5: when the baseline players
are limited to the video rates in the MPD below a specific threshold. As can be
seen that in Fig. 4a all the streaming clients using Bio, achieve an average video
rate of 1.85 Mbps and converge at exactly 1.9 Mbps, which is the closest available
video rate less than or equal to the requirement set by the policy. Furthermore, it
can be seen the average video rate of the Bio algorithm is consistent regardless of
the number of competing clients. However, for the baseline players, the greater the
number of streaming clients the more the variation in the achieved average video
rate. This occurs because as we increase the number of streaming clients per run,
the overall capacity of the bottleneck link also increases. Since the clients join the
network at different times, we find the baseline players that join early utilise as
much capacity as possible, however, this first-come-first-served allocation disad-
vantages the players joining later, which ultimately leads to increased variation in
the achieved average video rate.

From Fig. 4b, we note a marked increase in instability of the baseline players
as the number of streaming clients per run is increased. Hybrid players suffer video
rate instability of between 5% to 28%. The clients streaming using the Bio scheme
experience the least instability, 5%, with a consistent rate regardless of the number
of streaming clients.
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(a) Average video rate (b) Instability Test

Fig. 4: Policy I: when HAS clients, BBA and Hybrid, can choose any available
bitrate in the MPD file

(a) Average video rate (b) Instability Test

Fig. 5: Policy I: when HAS clients, BBA and Hybrid, are limited to the same
available bitrate as our bio-clients

Fig. 5 illustrates results when the baseline players are restricted to a maximum
video rate of 2Mbps. In our evaluation, this is achieved by removing the higher
bitrate representations in the MPD text file at the HTTP server. As can be seen
in Fig. 5a, BBA achieves the lowest average video rate, in other words, it is the
furthest from the requirement of the policy. While both Bio and Hybrid achieve an
average video rate of circa 1.9Mbps regardless of the number of concurrent player
per session. This is achieved with a high degree of stability in video rate, with all
the player suffering a video rate instability of between 3− 5% (see Fig 5b).

7.2 Policy II

Policy II requires streaming devices to be differentiated based on the package
they subscribed. The packages are Basic, Standard, and Premium, For this test,
we run nine players and create three classes: Players 1, 4, 7 subscribe to the
Basic package, which only support a resolution of 360p. Players 2,5,8 paid for the
Standard package, which allows for the maximum resolution of 720p, while players
3,6,9 registered for the Premium, a package that allows for the maximum resolution
of 1080p. For the baseline players, modified MPD files were used to force them to
remain within the desired bitrate ranges. The bandwidth of the bottleneck is set
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(a) Bio (b) BBA

(c) Hybrid (d) Bio

(e) BBA (f) Hybrid

Fig. 6: Policy II

to 13 Mbps, which is equivalent to 56% of the total rate needed to guarantee all
players stream at the highest supported video rate (respective of class).

The following are the derived parameters r = 1.0, β1 = 2.5, β2 = 1.7, β3 =
1.3, α = 0.76. As in the previous policy, all the players are configured to start at
the minimum video bitrate. Fig. 6 plots the video rates of the players’ downloaded
chunks (top row) and the corresponding perceptual video quality (bottom row).

As can be seen in Fig 6, regardless of the type of the ABR used by a player,
the players subscribing to the Basic package (1,4,7) remained within the allocated
range of bitrates (6 1.1 Mbps). However, when the baseline players are used, the
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devices subscribing to either Standard or Premium package violated their contract.
As can be seen in Fig. 6e, for both classes of the subscribers, when using BBA
they eventually converged at the same video rate. This results in players subscrib-
ing to the Premium plan converging at lower than expected video rate and the
opposite for the standard players that converged at higher rate. Consequently, the
consumers that pays lower enjoyed higher perceptible video quality. In Fig. 6f, the
Hybrid players made some attempt to discriminate the two classes of the players
at the cost of an increase in instability and significant fluctuation in perceptible
video quality.

However, when the Bio scheme is utilised, the three classes converged at 2.3
Mbps, 1.3 Mbps and 0.7 Mbps which is equivalent of 52%, 56% and 63% of the
requirement (see Fig. 6a), this illustrates that our scheme is able to appropriately
discriminate the flows, as can be seen in Fig. 6d, and results in the players enjoying
the differentiated level of perceptible video quality, with a marked reduction in
instability.

7.3 Policy III

Policy III requires that the available capacity is shared amongst competing flows in
a proportion set by a service provider. Here in addition to being able to proportion-
ately share the available capacity, we expect high utilisation from the competing
clients. It worth noting that we deliberately do not include the SSIM plots, for
it is our view that such metric is not the most suitable for evaluating bandwidth
utilisation. As laid out in Section 5.1.3, category 1, 2 and 3 are assigned a decreas-
ing order of priority. For evaluation, we set a client allocation ratio of 5:3:2. The
calculated parameters are r = 1, α3,1 = 0.1, α2,1 = 1.3, α1,2 = 0.14 α3,2 = 1.6
and β = 2.0. As in the previous policy, the bottleneck link is set to 13 Mbps and
the players start streaming from the lowest video rate. As can be seen in Fig. 7
video rates converge at a stable equilibria of 1.9Mbps, 1.5Mbps and 0.9Mbps, re-
sulting in the three classes of flows achieving average bitrates of 1.88, 1.34 0.78 ,
and achieving approximately 4.4:3:1.8 bandwidth distribution ratio corresponding
to 94% bandwidth utilisation. For the baseline players, we find that they cannot
differentiate between the assigned allocation ratios, and the result for Policy III is
identical to the one shown in Fig 4 for Policy I.

7.4 System Responsiveness

To test the responsiveness of the Bio model to a sudden change in the available
resources, we investigated the following cases: 1) when system capacity suddenly
increases either because the service provider has decided to purchase more capacity,
or 2) as a result of some players leaving and 3) how the scheme responds to a sudden
drop in link capacity. The plots shown in Fig. 8a to Fig. 8c present the achievable
video rate (y-axis left hand side), elapsed time (x-axis) and available bandwidth
(y-axis right hand side).

From Fig. 8a and 8b it can be seen both sessions started with a shared band-
width capacity of 12 Mbps and the players converge at a stable equilibrium points
of 1.9Mbps, 1.3Mbps and 0.9Mbps, corresponding approximately to a ratio of
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Fig. 7: Policy III
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5:3:2, which is the set target of policy III. Half-way through the streaming session:
for Fig. 8a we increase the shared capacity to 22 Mbps (see the brown plot) and
the players switched to a new converged rate of 2.7Mbps, 2.3Mbps and 1.5Mbps
(4.2:3.5:2.3). While in Fig. 8b three players (1,2,3 - one player from each class)
left the session, thus increasing the available capacity by about one third for the
remaining streaming clients. As can be seen, our model is able to redistribute the
new capacity at a proportion required by the underlying policy. Finally in Fig. 8c
we reversed the available bandwidth rates allocated in Fig. 8a, such that 22Mbps
is available bandwidth at the beginning of the session, with a reduction of 12Mbps
occurring half-way through the session. Similar to the earlier tests, the Bio clients
smoothly changed representation rate selection with very little overall instability.

8 Conclusion

Guaranteeing an agreed SLA to a managed HTTP-based adaptive streaming ser-
vice users is a challenging task. In this paper, we have introduced a distributed
framework that allows a service provider to enforce business policies without the
need for an active network agent. The proposed framework utilises the ecological
models of species competition for a limited resource. Using SDN, we implement
the framework and through careful parameter selection of inter-species and diff-
species coefficients, we developed and evaluated a number of policies. Our evalua-
tion shows that policy enforcement results in a fair, stable and high-quality video
streaming service for all players. For future work, we will focus on implementing
additional SLA policies and further scaling the implementation to encompass ad-
ditional players, while also investigating the relocation of the bottleneck link(s) to
air-interface last-hop models such as WIFI, LTE and 5G.
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