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ABSTRACT

The wave energy industry is progressing towardsi@ranced stage of development,
with consideration being given to the selectiorsatable sites for the first commercial
installations. An informed, and accurate, chara&ation of the wave energy resource
is an essential aspect of this process. Irelamkp®sed to an energetic wave climate,
however many features of this resource are not wadlerstood. This thesis assesses
and characterises the wave energy resource thditdlemsmeasured and modelled at the
Atlantic Marine Energy Test Site, a facility forraducting sea trials of floating wave
energy converters that is being developed near @idmon the west coast of Ireland.
This characterisation process is undertaken thrabghanalysis of metocean datasets
that have previously been unavailable for exposisth kites. A number of commonly
made assumptions in the calculation of wave powercantested, and the uncertainties
resulting from their application are demonstrafBae relationship between commonly
used wave period parameters is studied, and iteriapce in the calculation of wave
power quantified, while it is also shown that acdisnect exists between the sea states
which occur most frequently at the site and thdse tontribute most to the incident
wave energy. Additionally, observations of the exte wave conditions that have
occurred at the site and estimates of future stahasdevices will need to withstand
are presented. The implications of these resultgshi® design and operation of wave
energy converters are discussed. The foremost ibotitm of this thesis is the
development of an enhanced understanding of thdafuental nature of the wave
energy resource at the Atlantic Marine Energy Bet&. The results presented here also
have a wider relevance, and can be consideredalypicother, similarly exposed,

locations on Ireland’s west coast.
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CHAPTER 1 Introduction

1.1 Wave Energy: Historical Context and Future Potatial

Whether the observer is at the shore or aboarcgos®y vessel, demonstrations of the
energy contained in ocean waves are stirring, imgoand often frightening. For this
reason waves have long been the subject of stanédsvorks of art. In recent years the
exploits of big-wave surfers, and their accompagytamera crews, have seen breaks
such as ‘Mavericks’ in California, ‘Dungeons’ néaape Town and ‘Prowlers’ off Co.
Sligo enter popular culture as illustrations of {h@wer inherent in the seas off our
coastlines. The unconstrained potential for theiouar ocean energy technologies
currently being developed, including wave energyali as systems that exploit tidal
range, tidal currents, ocean currents, ocean tHeemergy and salinity gradients, has
been estimated at 7,400 EJ/yr (Lewis et al. 2643 figure well in excess of the current
global primary energy use of 470 EJ (Sims et ab72@nd of any possible scenario of
human requirements. While such absolute utilisatbthese resources is implausible,
the possibility of harnessing ocean waves to supplee fossil fuels that currently supply

our energy needs is an enticing prospect.

N

. :’._. &

Figure 1.1: 'The Great Wave off Kanagawa' by Katsubika Hokusai (Image from Wikipedia.com)



The history of the efforts to extract useful enefgyn ocean waves is fraught with
examples of innovative ideas and boundless enthusi@mpered by false starts and
costly failures. Patents for devices capable ohéssing this energy, henceforth referred
to as Wave Energy Converters (WECS), appeared &g &a 1799 with the raft and
pulley mechanism developed by the Girards from é@arLacking readily available
cheap fuel and hydroelectric resources, Califosaa a surge of interest in the potential
of harnessing the power of the Pacific Ocean atuhe of the 28 century to drive the
expansion of its growing cities. Shares in commeeations such as Duffy’s Wave Motor
were sold without the devices ever being constdjctdile one of the few projects to be
physically realised, the Starr Wave Motor at RedoRder near Los Angeles, “sunk like a
lump of sugar when dropped into water” (MadrigalL2) Efforts were renewed in the
1970s, spurred by Europe’s greatly reduced acoeskddle Eastern oil. This period saw
the development of promising new devices, the fasnbeing Salter's Duck. This
advancement, however, was halted by the vagarigsolitics — UK Department of
Energy funding for the project was discontinued mhee associated cost of energy was
overstated in a report by the Advisory Council oes®rch and Development (Salter
2008).

While wave energy still remains a nascent indusimth total installed capacity
worldwide reported to be approximately 2MW in 20dMplementing Agreement on
Ocean Energy Systems (OES-IA) 2010), a move towandsmercialisation is evident.
Detailed reviews of the state of the art in wavergp conversion and outlines of the
leading technologies have been compiled by varsmsces (Falnes 2007; Waveplam
2009; Falcdao 2010; Bahaj 2011) and will not be atpe in this work. The sector
resembles a pyramid, with a base consisting ofrgelaaumber of developers still
operating in the early phases of the suggeste@dtdgvelopment plans (Holmes 2003).
Meanwhile, a select group of the most advanced emiep form the apex of the industry
and are deploying their concepts in real sea cmmditand beginning to move towards
multi-device farms. New installations with capagstitotalling approximately 2.4MW
were added globally in 2011 with a further 9.2MVedticted to be in place by the end of



2012 (Kennedy 2012). The majority of projects cos®pof single device demonstrations
but by 2015 these should be superseded by larggysanf devices across Europe such as
the 10MW Aegir Wave Power Ltd. project off the dowmest coast of Shetland (Aegir
Wave Power 2012); the NER300 funded Ocean SWELL 5mWject near the town of
Peniche in Portugal (AW-Energy 2012); and a projeet has been proposed for the
Island of Lewis by Aquamarine Power through a sdibsy company, Lewis Wave
Power Ltd, that could potentially become a 50 de#OMW) wave farm (Aquamarine
Power 2012). In the United States, Ocean Powerri@obies plans to deploy up to 200
of the company’s 500kW rated PowerBuoys at the ggegd Reedsport OPT Wave Park
near Coos Bay, Oregon (Ocean Power Technologiezal01

While these proposals appear impressive it is\ikeht many of these ambitious projects
will be reduced in scale or even discontinued gitka high attrition rate that is
seemingly inherent to the wave energy industry. agkl of funding for continued
development is one of the major threats to theréugrowth of the sector. The large
financial outlay associated with progressing conumaérsites is beyond the reach of
device developers. The Carbon Trust (2006) hastifaeh that the financial support
mechanisms available at this stage of developmeninadequate; the so-called ‘valley
of death’. Funding from venture capital sources &las been steadily reduced, due as
much to the apparent lack of return on investmeribahe global financial crisis. It has
been estimated (McCrone 2012) that the 12 leadiagewand tidal energy companies
have cumulatively spent approximately $600 milliaf investor capital without
achieving profitability. This shortfall has beentig@ted however by the introduction of
large energy utilities and industrial players sashABB, Vattenfall and Alstom to the
market (reNews 2012).

1.2 Wave Energy in Ireland

Ireland benefits from a particularly abundant wawergy resource, as illustrated in Fig.
1.2. This is unsurprising given the island’s gepbieal location. Sitting at the western

edge of Europe, Ireland is exposed to fetches ef @800km towards Greenland to the



Northeast, 2,800km towards Newfoundland to the Véest 6,000km to the Caribbean
islands to the Southwest. In combination with thevgiling south-westerly winds, this
vast expanse of ocean acts as an immense tranesmisg transporting wind-generated
wave energy to the Irish west coast. Previous giternave been made to quantify this
resource and calculate the potential contributianevpower could make to the country’s
energy mix. One of the earliest studies employedJka Met Office wind-wave
hindcasting model and demonstrated that averagemplewels varied from 57-77 kW/m
along the west coast and estimated that approxiynate quarter of Ireland’s electricity
demand could be provided for by a 10km string of thost advanced WECSs in
development at that time (Mollison 1982). A moreeamt report calculated a theoretical
annual energy resource of up to 460 TWh, with aeraye annual accessible energy
resource of approximately 20.76 TWh (ESB Internmald2005). To put these figures in
context Ireland’s consumer side electrical energynand for 2010 was 25.2 TWh
(Sustainable Energy Authority of Ireland 2011b)rdpean (WERATLAS 2001; Serri et
al. 2012) and global (Cornett 2008; Mgrk et al. @OReguero et al. 2011) atlases of
wave energy resource also allow the average posweld the off the Irish coast to be

inferred.

Figure 1.2: Global annual mean wave power [kW/m] (Grnett 2008)



The economic promise of this profuse wave energgure has been recognised at the
highest political levelsAn Taoiseack{Irish Prime Minister) Enda Kenny has expressed
the belief that the ocean energy industry has tienpial to create up to 70,000 jobs with
a cumulative economic benefit approaching €1200bilby 2050 (Mayo Today 2012),
while the former Energy Minister Eamon Ryan envexhdreland becoming “the Saudi
Arabia of ocean and wind energy” (Department of Gamications Marine and Natural
Resources 2007b). The Ocean Energy Roadmap to (BdsBainable Energy Authority
of Ireland 2010) outlines the possible developmeanssibilities for an ocean energy
industry in Ireland. Following a baseline growtresario an annual output from ocean
energy sources (mostly from wave with some contigoufrom tidal) of close to 25 TWh

is expected by 2050 while this increases to alm@6t TWh — significantly higher than
the ESB International estimate from 2005 — for thest optimistic projection, which
also anticipates that energy that will be surptuddmestic requirements will be exported

to Britain and mainland Europe through large sgaie interconnection.

In order to realise these goals firm actions sugtthe creation of supportive funding
structures and the provision of suitable incubatiacilities are required in order to
stimulate the expansion of indigenous start-ups$ ploasess promising device concepts
and to incentivise the most advanced companiesepdog and operate wave farms in
Irish waters. Device developers have been assisfeSEAI's Prototype Development
Fund and this fundamental research will be furtthelby the improved tank testing
facilities at the Hydraulics and Maritime Resea@#ntre which are being enhanced with
the construction of the new Beaufort Laboratory mest of the IMERC Campus
(University College Cork 2012). The quarter scakvway Bay Test Site has seen three
separate device deployments by Ocean Energy LtdvyeWdbb and as part of the FP7-
funded CORES Project (Thiebaut et al. 2011). Thal fpiece of infrastructure planned
for the ocean energy sector is the Atlantic Maimergy Test Site, AMETS (Ascoop and
Frielding 2010), a grid connected test area which allow developers to prove the
survivability of their devices at full scale in anergetic wave climate that is equivalent
to the conditions that can be expected at potentaimercial sites off the Irish west

coast (Fig. 1.3). While it is unlikely that the ginal government target of having



500MW of ocean energy installed by 2C(Department of CommunicatiomMgarine anc
Natural Resources 2007ajll be me, progress is being made towardsnging earl

commercial developments fruition. What will likely become Ireland’ first full scale
WEC arraythe 5SMW WestWave Project, is being developed by B8& is ntended to
be operational by 201&harkey 201 In addition,Carnegie Wave Energy has lod¢
an application for &oreshore license with the Department of Environment in the firs
stage of its plan to deploy a 5MW installation n&panish Point, Co. Cla(Carnegie
Wave Energy 2012).

Eagle istand

MULLET PENINSLILA

HMRC CORK
Tank ressng

Figure 1.3: Layout of AMETS and locations of Ireland’s wave energyest centre: (image courtesy of
SEAI).

While the scale of the wave resource off west coast has been recognizadistorical
lack of sources of high quality metocean data ishirwaters to allowfor more
comprehensive and localised studies represa potential impedimerin Ireland’s patt
to developing a viable wave energy indu. The Marine Institute operates a network
six buoys located around the Irish Coast, howedwesd provide only a lirted number o
summary statisticsuch as significant wave heigtHs) and he average ze-crossing
period (T,) —the detailed spectral information required for wasmeergy resourc
assessments is not provide&d hoc deployments of more suitable sensowve been
supported (O'Sullivan 1985; Holmes and Barret 20, but the databases
measurements tend to be of short duradue to the limited nature of these projein
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contrastto the paucity of sensors in Irish wa, the National Data Buoy Centre in tl
United States maintains 110 moored buoys which geoWill spectral data anwhich
often retainarchives of measurements dating back over 20 yThe NDBCalso hosts
the measurements from academic research s such as the Scripps Institute
Oceanogaphy at the University of California San Di¢, which itself operate
approximately 50 Datawell Waverider buc

Figure 1.4:Marine Institute M-Buoy Network (Marine Institute 2012)

The recent developments of the test sites in GaBay and near Belmullet have hthe
additional benefit ofsignificantly augmenting the wave measurement netvadf the
Irish west coast.Individual Waverider buoys have been deployed on aémost
continuous basis since 2005 to monitor the wavelitions at th benign quarter scale
wave energy test sitend motivated iprevious studyconducted at HMR(of the wave
climate in Galway BayBarrett 201C. The proposed development of AMETS has
seen the initialisation of a metocean measunt campaign with bucs deployed at
depths of 50m and 10Qmwhile a detailed sixteen year nencal climatology was als
commissioned for the site by SE(Curé 2011apnd made available for analy. More



detailed descriptions of the range of measuremiesitsgy attained at these sites and the

types of instruments being used will be providedrlan this work.

1.3 Research Outline

The recent availability of these data sources ptss& unique opportunity for the study
of the wave climate in Irish waters. The charastgion of the sea-states in which future
wave farms will operate in forms the basis for ghisject. This research does not aspire
to supersede earlier studies to produce a revissdsament of the Irish wave energy
resource at a national scale. Nor will it endeavouselect the most promising locations
for the deployment of WECSs. Instead, the measuwrd dere collated, analysed and
interpreted expressly to further the following r&®d objectives:

* Characterise the wave energy resource at AMETSaaséss the appropriateness
of the site, and by extension other similarly exgmbsocations along Ireland’s
Atlantic coast, for the deployment of WEC projects.

» Utilise the high quality spectral measurements #inatcurrently being collected to
further the understanding of prevailing wave caoddg in Irish waters and
enhance the results gained from preceding studieshwelied on more limited
datasets.

* Identify extreme wave events, and their frequenicgoourrence, for the purpose
of establishing the conditions wave energy deweiise required to withstand if
they are intended for deployment at AMETS or sinsises.

Through pursuing these actions a more detailedratateling of the nature of the wave
energy resource off the Irish west coast could drenéd to supplement the existing
knowledge of the nature of the resource. The fatlybof the research is outlined in this

thesis which adheres to the following structure:

Chapter 2 outlines the importance of resource ass&® in developing wave energy
projects and presents a review of the currentalitee in this area. The various stages

involved in generating the required metocean didaseinform these assessments are
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described, including the theory of wave measuremasimy in-situ buoy instruments, the
operating principles of some of the most widelydusensors and methods of processing
and analysing the data. Numerical wave models lagid tole in resource assessment are
also discussed.

Chapter 3 introduces Ireland’s real sea wave entagjysites in Galway Bay and near
Belmullet, Co. Mayo and details the wave measurénoampaigns that have been
conducted there, which have provided the necestatey for this research project. Other
similar test areas in Europe and the United Statesymber of which encompass unique
examples of infrastructure, are also summarisedaddition, the importance of these
facilities within the context of staged developmpathways for wave energy conversion
concepts is also discussed.

Chapter 4 is a detailed study on the variabilityrafasured spectral shapes and how they
differ from the standard formulations prescribed thgory. In particular dissonance
between the ratio of the energy period)(i the average zero-crossing periogy)( vas
investigated at a range of open ocean locationss fidfationship is important in the
context of resource assessment as many previouswacking in detailed spectral data,
have often assumed an incorrect ratio which in tuas influenced the accuracy of the
resulting estimates of wave energy. Ongoing colatdee work to advance this
understanding, undertaken as part of the Europesnglf Research Alliance (EERA)

Joint Programme on Ocean Energy, is also described.

Chapter 5 presents analysis techniques and metlobdslata interpretation for
characterising the wave energy at a site of inte®sectral shapes at a range of sites
from different geographical regions are evaluateith reference to their influence on
WEC power production, in order to assess the réselocations’ suitability for device
deployments.

Chapter 6 builds on the work in the previous sectmpresent a detailed characterisation

of the wave energy resource at AMETS. Outputs ftbenSWAN model commissioned



for the site are compared to in-situ measuremenéssess how accurately they replicate
the overall wave climate and are utilised to idgnthe suitability of the site for
commercial scale WEC deployments. The variabilftthe resource, both with respect to
water depth as well as fluctuations on a seasarhirderannual basis, and how this will
impact WEC operation is illustrated and discusdddasurements from AMETS and
Galway Bay are also directly compared to assesdé#tgeee of scalability that exists

between Ireland’s real sea test facilities.

Chapter 7 departs from addressing the potentiaéf@rgy extraction from the incident
wave climate and instead focuses on the extremdittmms WECs are likely to face
during open ocean deployments. The long-term maafelthe wave conditions
surrounding AMETS allows for the prediction of thest severe storm conditions that
should be expected for return values relevant & lifietime of potential commercial
deployments. Extreme individual waves are also idensd and measurements of these
events recorded at AMETS are studied. An awaremésthese conditions will be
fundamental for the design of WEC components andrings.

Chapter 8 explores the short term variability oev@nergy and how this may impact on
WEC operation. Wavelet analysis is applied as #héurtool to investigate short term

variability and an analysis of the brief datasetfrconcurrently deployed measurement
buoys is undertaken to assess the fluctuationsavewconditions along temporal and

spatial scales.

Chapter 9 contains a final discussion of the respitesented previously and the

conclusions that can be drawn from the project.

1.4 Publications

The research outlined in this thesis has contribat@umber of publications and papers,

outlined below. Additionally, the research outlinedChapter 4 is being prepared as a
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standalone journal paper, and will also be incluided collaborative paper being written

as part of the EERA project.

— Cahill, B. G. (2012).Resource Characterisation of the Galway Bay 1/4leSca
Wave Energy Test Sjt€ommercial report prepared on behalf of the Suaide
Energy Authority of Ireland.

— Cahill, B. G. and A. W. Lewis (2012)ong Term Wave Energy Resource
Characterisation at the Atlantic Marine Energy Te&Site World Renewable
Energy Forum (WREF), Denver, USA.

— Cahill, B. G. and A. W. Lewis (2011)Yvave Energy Resource Characterization
and the Evaluation of Potential Wave Farm Site§TS/IEEE OCEANS'11
Conference. Kona, Hawaii, U.S.A.

— Cabhill, B. and A. W. Lewis (2011)Vave Energy Resource Characterization of
the Atlantic Marine Energy Test Sitdth European Wave and Tidal Energy
Conference. Southampton, United Kingdom.

— Cabhill, B. G. (2011).Characterizing Ireland's wave energy resourcEhe
Boolean2(00): 13-17.

— Cahill, B. G. and A. W. Lewis (2010WWavelet analysis applied to the wave
energy resource at an Irish west coast 9ild.S/IEEE OCEANS’ 10 Conference,
Seattle, U.S.A

— Cabhill, B. G. (2010)Wave farm modelling: harnessing Ireland's greatstrgy
resource The Booleari(00): 22-25.
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Chapter 2 Wave Measurement, Data Analysis and WaveEnergy

Resource Assessment

Development of an understanding of the magnitudedcaracteristics of the resource at
the site of a potential wave energy installatioquiees the measurement, analysis and
interpretation of the incident wave climate. Thisqess is the focus of this chapter. The
most commonly utilised wave measurement instrumanésdescribed in Section 2.1.
Particular reference is given to wave buoys, frohicl the observations used in this
research were obtained. The methods for processmiganalysing this data are also
detailed in this chapter, including the applicatmfinquality control checks for ensuring
the validity of the measurements. A review of psiféid literature has been undertaken to
determine the accepted methods of defining andachenising wave energy resource, and
these are summarised in Section 2.3. Previousestudiating to the Irish wave energy
resource are discussed, and the specific knowlgdgs that exist are identified in order

to place the contribution of this research in cente

2.1 Wave Measurement

Accurate measurements of ocean waves are esséotighe direct assessment and
characterisation of wave energy resource, andrasamns to validate numerical models.
Historically, wave data were derived from visuaketvations taken aboard ships. Even
though the errors associated with visual obsermatibave been shown to be within

acceptable limits when compared to instrument @xqGuedes Soares 1986), this
method is unsuitable for studying the wave enegppurce as the data are transient in
time and space, are clustered along shipping laaed, other unsuitable areas for
developing WEC installations, and are inherenthsbd as ships will generally avoid the
most severe conditions if it is possible to do Bocker and Pitt (2001) described the
development of early, scientific sensors from tBdQs onwards by wave research groups
in the UK . Many of the first instruments were \aats of fixed wave staffs, which

measure the change of certain properties of paraites that are partially submerged in
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the wave field, such as resistance or capacitamcieh allows the time series of surface
elevation to be determined. These sensors werecydarty suitable for providing
information about the wave climate for the desifrtaastal infrastructure and offshore
structures for the oil and gas industries as tloeydcbe mounted on existing installations.
It would be impractical and expensive, howevercdastruct the bespoke structures that
would be required to apply these instruments toidemcoastal observation network,
particularly in deep water areas. The first waveysuwere developed in the 1960s as a
response to the need for accurate and portablersgdihat could be deployed at a wide
range of sites and operate autonomously. Wave lladg are analysed extensively
throughout this thesis, and two of the most fredlyartilised types of buoys — the pitch-
roll-heave (PRH) type and particle-following buoys are described in detail in the
following section. Some of the other establishextrimments that are commonly utilised
as alternatives, or complements, to buoys are dismssed, as well a number of novel
measurement systems that are currently undergoeglabment and have the to

potential to be of practical use to the wave enanguystry.

2.1.1 Particle Following Buoys

Surface following buoys have seen widespread agipbic as measurement instruments
in ocean engineering studies. The small size dfetieioys means that they can be easily
deployed and recovered by hand from a small amftoving the need for specialist, and
expensive, vessels. Datawell Directional Waverllerys (Datawell BV 2010) are one of
the most commonly utilised buoys of this type, dwade been deployed at the AMETS
and Galway Bay wave energy test sites, as detaieGhapter 3. Other commercial
particle following buoys include the Seawatch Minmanufactured by Fugro-Oceanor,
the model used in the Wave Hub measurement arrafit¢h 2011), and the Triaxys
directional buoy (AXYS Technologies Inc. 2012).
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Figure 2.1: Datawell Waverider at the quarter scalgest site in Galway Bay. Image courtesy of the
Marine Institute.

Measurement Principle

Wave measurement from particle following buoys liedcated on the assumption that
the buoy, which is small in comparison to the ieciiwavelengths, replicates the profile
of passing waves. This is referred to as Lagrangiation, as opposed to the Eulerian
motion associated with surface profiles measurethffixed sensors. The buoy’s low-
frequency threshold for accurate response is @idthy its natural period. The Datawell
Waverider has a diameter of 0.9 m; as a resulant accurately measure waves with
periods in the range 1.6 — 30 s (Datawell BV 20I®)e surface elevation is measured
using an accelerometer that is housed within alstath platform. The observed vertical
acceleration signal is double integrated to prodtle® heave motion of the buoy.
Directional information is determined through amséyof the vertical and horizontal

acceleration.

The accuracy of the directional Waverider, anchds-directional predecessor, has been
validated in a number of studies against otherasn@®llender et al. 1989; Barstow and
Kollstad 1991; O'Reilly et al. 1996). In particylaD’Reilly et al. showed that the
estimates of directional parameters from the DalilaWéaverider are a significant

improvement on those produced by the NDBC 3 m Biduwoy that will be introduced in
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subsequent sections. The latest Waverider models Hespensed with the traditional
accelerometer and have incorporated a new sensabrofferates using a differential
Global Positioning System (GPS). This GPS sens@ lbeen shown to replicate
accurately the results provided by the acceleron{t®gstad et al. 1999; de Vries et al.
2003), and has the additional advantages of hawvilogv weight and no complex moving

parts, which allows for trouble free transport déwaehdling of the buoy.

Mooring

Mooring systems are an important component in wawey installations as they are
required to keep the instrument on station withrexgessively affecting the motion of the
buoy and the resulting measurements. The mooriqgirements at different sites will
depend on the water depth, as well as other presesgh as the tidal wave, currents and
the severity of the expected wave climate. Mooriagouts suggested by Datawell
(Datawell BV 2010) for the water depths encounteaethe Galway Bay and AMETS
sites are shown in Fig. (2.2). The mooring lineelitss composed of sections of
polypropylene rope and rubber cord, with floatseatitb keep the line clear of the sea
bed.

Poorly designed mooring arrangements have been rshiowinduce artificial buoy
responses, which correspondingly add uncertainth@galerived wave parameters (James
1986; Allender et al. 1989; Niclasen and Simonsed72. Analytical analysis by James
(1986) showed that for an idealised case a tethaueg is unable to follow the surface
particle motion. Allender et al (1989) conducted exttensive series of sea trials with
several types of buoy and demonstrated that Waesridlisplay a tendency to
underestimate highest waves in the most severestages as they traverse around the
crest or get dragged below the surface to the wahé issue is of concern to the
research detailed in Chapter 7 of this thesis, Wwhicludes the analysis of extreme
individual waves, and adds a degree of uncertadimtgbservations of large and steep
waves. Niclasen and Simonsen (2007) observed \argatn the measured wave height
that were correlated with tidal conditions in butsata collected at a number of locations

around the Faroe Islands. It was postulated tleaeased drag forces, due to insufficient
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mooring flexibility when current velocities wereragest, prevented the buoys from
following the true profile of the highest wave. Thdluence of tidal currents on the
measurements of wave height at AMETS is likely te inimal as previous

measurement campaigns have indicated that theityetacely exceeds 0.4 m/s (Murphy
2011).
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Figure 2.2: Mooring arrangements for Datawell Waverders in shallow (< 17 m) water (left) and
water depths up to 60 m (right). Images from Datawié (Datawell BV 2010)

2.1.2 Pitch-Roll-Heave Buoys

Pitch-roll-heave buoys (PRH) are disc-shaped bubgs follow the slope of the sea
surface, as opposed to tracking the orbital motike the particle following buoys
discussed previously. As the name suggests, the aitd roll inclinations are measured,
along with the vertical heave, using a sensor suscthe Datawell Hippy (Mettlach 2010)
or the OCEANOR Wavesense (Fugro OCEANOR 1999). @tmmbination of these

measurements allow the directional properties ofesdo be determined; these were the

16



earliest buoys that had this capability (Tucker & 2001). The large size of these
buoys also makes them suitable platforms for hgusither metocean sensors for the
measurement of wind speed, barometric pressureamngmperature. Data from PRH
buoys have been used in this research to completimemheasurements collected by the
Waverider buoys at AMETS and in Galway Bay. A FughMavescan buoy was
positioned at the 100 m depth berth at AMETS okierdourse of two deployments, with
a cumulative duration of almost 12 months. Rec@rais the NDBC network, described
in Section 3.4. have also been of use. The NDB@amily operated the 3 m Discus
buoy, though 6 m and 12 m diameter variants aewdsd in areas where survivability is

a concern. These buoy types are shown in Fig. 2.3.

Figure 2.3: PRH Buoys; Fugro Wavscan deployed at AMTS and NDBC 3 m Discus Buoy. Images
courtesy of SEAI and NDBC.

2.1.3 Alternative Wave Measurement Systems

Acoustic Doppler Current Profilers

Acoustic Doppler Current Profilers (ADCP) have beadely used in the assessment of
the tidal energy resource, however information alwave conditions can be obtained by
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adapting the existing system. Directional wave speare computed from the orbital
velocities of passing wave, which are measuredgukigh frequency pulses which are
reflected from the moving water particles. The waterface elevation is measured by
either a pressure sensor or an additional vertoelm. Comparisons between the
measurements of co-located ADCPs and wave buoys besn shown to display good
agreement, particularly for wave height paramet{deans et al. 2002; Hoitink and
Schroevers 2004; Strong et al. 2012).

These instruments are generally positioned on tearo floor. The seabed location has
the advantage of reducing the risk of the instrunteing lost to extreme environmental
conditions or damaged by passing vessels, howeaso increases the complexity of
deploying and recovering the ADCP and requires itieasured data to be stored
internally, rather than being transmitted backHhors. This eliminates the opportunity to
conduct real time monitoring of the wave conditieasan important consideration for
WEC deployments — unless the instrument is servined costly cable. Additionally,
the deployment depths of ADCPs are limited by thgles of the side beams.
Deployment durations are determined by operatiiegdf the battery system, and unlike

large buoys there is no option to augment the pdudget with photovoltaic cells.

HF Radar Systems

Wave measurement using high frequency (3 — 30 MHEdar systems is based on the
scattering of electromagnetic waves from the rooggan surface. It is possible to derive
wave spectra from the application of processingrigpies to the backscattered Doppler
spectra, as described by Essen et al. (1999). 8faieslar stations can measure wave data
from a wide area; for example the WERA system haggerational limit of 110 km,
with a spatial resolution as fine as 150 m overtginaganges, depending on its range of
operational frequencies (Helzel Messtechnik 200Bj)s gives the system the potential to
guantify the spatial variability of the wave fieldhich will be an important consideration
once WEC arrays are developed. Comparisons ofodditected from a Pisces HF system
with buoy measurements from the Celtic Sea and stldhat there was a good degree of

correlation between the concurrent values @b, Hhought the results for period and
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directional parameters were not as promising (Wg@a@9). Radar systems can also be
used to measure surface currents, though theynafglaito produce depth profiles of the

current speed, and as they are remote sensingnmstts and they have the advantage of

being easy to access and maintain.

Figure 2.4: WERA system overlooking Dingle Bay witlthe antenna array visible in the foreground.
Image courtesy of James Kelly, HMRC.

Satellite Measurements

Satellite measurements, using either altimeterynthetic aperture radar (SAR) systems
allow wave data to be collected at a global scaie] have been used as input for a
number of assessments of the worldwide wave enezggurce (Mgrk et al. 2010;
Arinaga and Cheung 2012). Altimeters compute waissics from the backscatter
detected in high frequency pulses that the sensectd at the ocean surface, whereas
SAR systems produce a directional spectrum fromlyaisa of high resolution
representations it captures of the wave fields agngs path (Holthuijsen 2007). Other
authors have provided validations of altimetery &%R measurements against in situ
buoy data (Durrant and Greenslade 2007; Collaal.€2009). Long duration datasets of
these measurements are also available (GlobWayecP@912), and have been utilised

as a complement to hindcast models in studies @firterannual variability of wave
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energy resource, and its influence on WEC outpuagihdy et al. 2010). Unfortunately
the data collected by these methods are not canigjuas gaps of several days exist
between satellite passes over the same point, lanckir systems perform poorly when
operating close to land, where most WEC farms alinstalled.

Pressure Sensors

Pressure sensors are measurement instruments wbdacporate strain gauges to monitor
the fluctuations in pressure — which attenuate$ witreasing depth — as waves pass
overhead. As with ADCPs the accuracy of pressuneas is limited by the deployment
depth as high frequency waves penetrate the watema less than long period swell.
For example the Valeport MIDAS recorder is onlyealbd measure was with periods
greater than 7 seconds at a depth of 20m (Valépdr2004). This limits the use of these
instruments to nearshore studies. Additionallyspoee sensors share many of the access
issues faced by ADCPs due to their positioning e geabed, though they have been
observed to operate satisfactorily even when cavibyea layer of sand and mud (Tucker
and Pitt 2001).

Wave Gliders

Wave gliders, such as the model operated by Ligrobtotics, are mobile measurement
platforms that can operate autonomously or be nigngantrolled by a technician
onshore. The glider is propelled by a group of sutface foils which convert wave
action into forward motion, while onboard solar gsnpower the data measurement and
communication systems. Wave measurement is cavtedsing a Datawell GPS sensor,
with a filter applied to account for the hydrodynamesponse of the glider (Liquid
Robotics 2012). The instrumentation that the glidamries can also measure physical
oceanographic parameters, such as salinity angd@@centration, as well as detecting
the presence of marine mammals (Hine et al. 2002011 Liquid Robotics initiated the
Pac-X project, involving four Wave Gliders deployed Monterey Bay, California,
crossing the Pacific; two to Australia and two tpdn (Liquid Robotics 2012). The

progress of the buoys can be followed on the ptojabsite referenced earlier and the
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measured data have been made freely availablecessicPotential applications for wave
gliders in the context of wave energy could incladeeries of short term deployments to
provide validation data for numerical wave moddlsadarge number of locations of

interest at a prospective commercial site or tHiecton of a range of distances in the lee

of an array of devices to help understand wakectsfe

Seismic Observation

Another novel method for measuring wave conditiaisough the analysis of
measurements from terrestrial seismic stationseisigo developed by researchers at
University College Dublin. Ocean waves induce piesshanges on the sea bed, which
in turn generate ‘microseisms’ that can be deteati¢éliin the background seismic noise.
Preliminary results that have been presented italitzat values of significant wave
height computed from the recorded seismic datar@asonably well matched to the
conditions observed offshore by measurement budgsi(et al. 2012). It is not possible
to generate time series of surface elevation, orewspectra, using this method so it
would be unsuitable as a standalone system fomptinpose of wave energy resource
characterisation. It could be useful, however, asraplement to point measurements and
as a means to validate numerical wave models. Aansike network of observation
stations already exists in Ireland and maintenaicine equipment is relatively cheap
and uncomplicated; unlike other wave measuremesttuments it is positioned onshore

and can be easily accessed, similar to the radéersg mentioned previously.

2.2 Wave Data Processing and Analysis

Analysis tools are applied to measured wave datarder to extract useful parameters
which describe sea states and information aboutctimeposition of the wave spectra,
important factors for characterising the wave ewergsource and predicting the
performance of WECs. The research detailed inttigsis utilises the data output files
produced by measurement buoys — primarily DataWédiveriders — that have been
operating at the Irish wave energy test sites duced in Chapter 3. Three file-types

were processed and analysed for the research weskmqted in this thesis:
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— Time series of the measured surface elevation, withuration of 30 minutes,
measured at a sampling frequency of 1.28 Hz foectivnal waveriders (.raw
files)

— Spectral density, including directional parametéos,64 frequency components
ranging from 0.025 Hz to 0.58 Hz (.spt files). These the average eight spectra
produced from the Fourier analysis of 200 s ofaefelevation time series.

— Processed results of wave-by-wave analysis peridrosng the zero-upcross
method (.wvs files).

Further details about these, and several othes flenerated by the buoys can be found
in the Datawell documentation (Datawell BV 2012&he collected wave data are
initially processed and stored by the Marine lnsfitand can be accessed through a
secure FTP website (Marine Institute Data Requéi®). The analysis methods applied
to these data files to produce sea state desaipterdescribed in the following sections.

2.2.1 Spectral Analysis

The irregular profiles of surface elevation tha abserved in real sea states, such as the
measured time series illustrated in Fig. 2.4, aflii appear complex. They can be
simplified and understood, however through the iappbn of a variety of techniques.
Time series analysis using a wave-by-wave appraaath as the downcrossing method
outlined by Tucker and Pitt (2001), can produceapeaters such as the significant wave
height, H, the maximum wave heightkk, and the average period,. Longuet-Higgins
(1952) demonstrated that the wave heights in ardetmlow a Rayleigh distribution,

which allows the variance of the sea state to lepcded.

Frequency domain analysis is perhaps the most powteol for the analysis of wave
data. Sea surface elevations can be decomposedcamibinations of a number of
harmonic components of varying amplitudes, spreadr e range of frequencies.
Applying spectral analysis to the discrete measdedd, most commonly through the use
of the fast Fourier Transform (FFT) algorithm (G®pland Tukey 1965) allows the
spectral variance density function, S(f), — gergnadferred to as the wave spectrum —
to be calculated. S(f) indicates the contributibattdiscrete bands of frequency make to

the total variance, and corresponding energy, ofr@yular sea surface. The process
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followed to determine S(f) is already well undeost@and it was not necessary to modify
or enhance existing techniques to carry out thearet described in this thesis. Complete
descriptions of the theory of spectral analysis #@sdapplication to wave data are
provided by Barrett (2010) and a number of oceagineering textbooks (Dean and
Dalrymple 1991; Tucker and Pitt 2001).

Dean and Dalrymple (1991) also describes methodsmafothing the resultant spectra
through the use of segmenting and the applicatiomaving averages to curtail any
errors or noise associated with spectral analy@gmenting involves splitting the time
series into a number of portions (N), applying sra@@nalysis to each individual section
and averaging the resulting spectra. The resuipertral estimate is then considered to
have a chi-squared probability distribution with @Bigrees of freedom. Examples of the
results of this process are presented in Fig.Spgctra for a 30 minute time series (part
of which is illustrated in Fig. 2.4) are computebile varying the number of segments (N
=1, 3, 6, 9) and applying a fixed moving averdgereasing N is shown to reduce noise
and result in a smoother spectral profile; howedgting degrees of freedom also reduces
the spectral resolution, so this must be balancearsuring that important spectral

details are not lost in the smoothing process.
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Figure 2.5: Measured time series of sea surface etdgion from the Atlantic Marine Energy Test
Centre.
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Figure 2.6: Wave spectra produced by N segments

24



The resulting variations in the derived parameten measurements collected over the
course of one day from the Waverider buoy deplatetthe Atlantic Marine Energy Test
Site (AMETS) are plotted together in Fig. 2.6.dtrioticeable that different methods of
spectral estimation do not have a significant éftat the calculation of the significant
wave height, Ho, and the energy period,g,Twhose magnitude depend on the overall
spectral shape. Parameters derived from higher spkxtral moments, or those such as
T, which is the inverse of the peak frequency, aende be more sensitive to spectral
smoothing. These parameters are described in meteel dh Section 2.2.4. Increased
variability is observed in parameters which depend small number of spectral points,
in this case the peak periods. This is consistent with results presented by Rp@z et

al. (1999), who assessed a range of different segngeand alternatives to Fourier

analysis such as the maximum entropy method.
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Figure: 2.7: Parameters derived from wave spectragduced by N segments
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2.2.2 Analysis of Wave Spectra

Computing the moments of the wave spectrum provadeseans to calculate summary
statistics which describe the nature of a sea @tatk also allows the time-averaged
incident power to be estimated. The spectral moment is given by Equation (2.1) and
the formulae for determining some of the most comiyatilised parameters are detailed
in Table 2.1. Ko is an approximation of §the significant wave height derived from
time series analysis; similarlypJis equivalent to the zero-crossing period Tg, the
energy period, is defined as being equivalent éopériod of monochromatic wave whose
height is equal to kb, and which has the same energy as the irrequiarstae in
guestion. The peak periodp,Tis not calculated using spectral moments. Itnstaad

given by 1/f, where § is the frequency component with the highest valus(f).

mo = | 15 @.1)
0
Moment
Parameter Symbol o

Definition

Significant Wave Height (m) ) 4./m,

Energy Period (s) =) m_,/m,

Zero-crossing period (s) od VMo /m,

Mean Period (S) & my/my

Table 2.1: Wave parameters derived from Spectral Mments

The power per unit width, P, of a regular wave wagen by Falnes (2002) in terms
height, H, and period, T, in Equation (2.2). A dation of P for the more practical case
of an irregular sea state, described by the spec8(f), is provided by Tucker and Pitt
(Tucker and Pitt, 2001), and is presented heregastiton (2.3).

P=2CTH? [Wim] (2.2)
P =pg [ Cy(HS(Hdf [Wim] (2.3)

p is the density of sea water, usually taken as 1@g6r, and g is acceleration due to

gravity. G refers to the group velocity of the frequency comgnts of the wave

26



spectrum and is a depth-dependant term. Equati@) ¢an be simplified and written in
terms of the m spectral moment — Equation (2.4) — if deep watenditions are
assumed, though the validity of applying this agstion is questioned in Chapter 5 of
this thesis.

2
Po=5"m_y [Wim] (2.4)

In practice, Equation (2.4) is usually rewrittentémms of H,o, significant wave height,
and Tg, the energy period.

Py = 0.49H2,Ty [KW/m] (2.5)
Spectral bandwidth is increasingly becoming consideas an important parameter for
the representation of sea-states, and is partigulaeful in the study of spectral shape.
Saulnier et al. (2011) illustrated the sensitivitythe performance of certain types of
WECSs to the spectral bandwidth and proposed thadw@th be included with kb and
Te as one of the standard sea state descriptorshéovacterising the energy resource .
Saulnier et al. also compiled a comprehensive vewkebandwidth parameters that have
been proposed in literature and outline the sthengind weaknesses of the various
formulations. Two bandwidth parameteks, and &;, which are defined below, are
particularly useful as they exhibit less sensiivib high frequency, low energy
components of sea-states when compared to themattves that are derived using
higher order spectral moments. The paramgteras first computed with studies of wave

energy in mind (Smith et al. 2006) and is define@quation 2.6 as:

mme_,

81:

—1 (2.6)
mg

The commonly utilised Narrowness Parametgris expressed in Equation 2.7 as

mgym;

€ =V = -1 (2.7)

2
my

The values of these bandwidth parameters range @rtonl, with narrow banded spectra
having the lowest values. For the theoretical Blateider Spectrum, introduced in
Section 2.2.3, it can be shown that.33 and,=0.42.
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2.2.3 Standard Spectral Shapes
Several standard spectral shapes have been deeivgirically. These are useful
instruments as they allow idealised spectra torbdyced when only summary statistics
are available at a location and can also be useckfasences to compare measured
spectra to. One of the most frequently utilisedtted standard spectral shapes is the
Generalised Pierson-Moskowitz Spectrum, also knasrthe Bretschneider Spectrum
(Pierson and Moskowitz 1964). This formula desaillbe case of fully developed
conditions that exist in deep water where the $at®sand the local winds are in
equilibrium and is generally considered to be repntative of conditions off the Irish
west coast (Holmes and Barret 2007). While theimaigPierson-Moskowitz spectrum
requires only the wind speed at a height of 19.bova water level (k5 as its sole
input parameter, the spectral density functiontter Bretschneider spectrum is specified
by input values of Ky and To; and takes the form

S(f) = AfSe Bf " (2.8)
A and B are independent parameters. As Tucker &h(2P01) show, these can be found

from the relationships

Ty, = 0.751B7025 (2.9)

A
Hyo = 2\/% (2.10)
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Figure: 2.8: Bretschneider Spectrum with constant #h0 (3 m) and T02 =5 - 10 s.
Equation (2.1) can also be given the general form
1 (B)-1 n
- —(= 2.11
my =2 ABW 1 ()] (2.11)

where T is the Gamma Function mathematical operator ardl fivie application of

Equation (2.11) allows the moments of the BretsilareSpectrum to be rewritten in
Table 2.2 in terms of the constants A and B.

Spectral Moment Bretschneider Form
A
m.y 0226@
m A
° 4B
A
0.443 4
m 443 —
2 \/E

Table 2.2: Moments of the Bretschneider Spectrum
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The JONSWAP Spectrum is employed to idealise fétmthed wave conditions as well
as to represent sea-states generated by stormsd¥#aithuijsen 2007). This formulation
was developed through the Joint North Sea WaveeBr@nd originally derived from
measurements collected from thirteen wave measuntestations over a period of ten
weeks in 1968 and 1969 (Hasselmann et al. 1973). JBNSWAP spectrum @, is
commonly presented as a modification of the peathefPierson Moskowitz spectrum,
referred to as &u(f) in Equation (2.12).

f=fr.2
exp (—0.5( %)
$,(f) = Sem(F)y o (2.12)

In this casey is the non-dimensional peak shape parametercaisda spectral width
parameter. In the original data the averagealue was 3.3 and according to Equation
(2.12) the JONSWAP spectrum follows the Piersondestz shape when=1. The
JONSWAP spectra for a fixed value of,dand Ty, are plotted for a range gfvalues in
Fig. 2.8
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Figure: 2.9: JONSWAP Spectrum with constant H, (3 m) and Ty, (7 s) fory=1,y=2,y=3.3,y=5 and
v=6.
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Approximate spectral moments for the JONSWAP Spettrhave been derived
previously (Det Norske Veritas 2010) and are preskem terms of Ko and f in Table
2.3.

Spectral Moment | JONSWAP Form
1 424y
m. _HZ -1
! 3z imolr 5,
1 2
1 6.8+ y
™ g fimoh 5
w o L 1l+y
ms THmOa)p m

Table 2.3: Moments of the JONSWAP Spectrum

2.2.4 Wavelet Analysis

One of the weaknesses of the spectral analysisashethitlined in the previous section is
that the signal being analysed is assumed to h®srsday and ergodic, and that the
frequency components do not change in time. Assaltrét has a limited capacity to
monitor the short term temporal variability of waneeords due to the presence of wave
groups or the influence of fast moving meteorolabfoonts. This variability may impact
on the power captured by WECs, many of which cadg aohieve optimal performance
over a narrow frequency bandwidth. Many devices$ aldo incorporate control systems
whose design could be better informed by knowleafgihe level of variability that can
be expected over short time scales (Fusco 2013 .pfbblems associated with using a
frequency spectrum derived from Fourier analysiddscribe wind waves are discussed
thoroughly by Liu (2000), who remarked that the doese the wave spectrum suppresses
information about the temporal variability in theé series of wave elevation, the nature
of potentially important local processes, which magcur in short time scales, is

concealed .
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A practical example of some of the weaknesseseelad analyzing time series record
using the Fourier transform is given by Massel @00Two distinct signals are
compared. Signal A, illustrated in Fig. 2.9(a), assuperposition of three sinusoidal
components with periods of 2 s, 5 s and 20 s réisyeéc Signal B is a ‘chirp’ type signal
where the same three sinusoids in A exist at thiferent time intervals, Fig. 2.9(b).
The frequency spectra for both these signals deelleéed and plotted in Fig. 2.9 (c) and
(d) respectively. Despite the intrinsic differendtween A and B their resulting spectra
display a great similarity in shape, though notvariance, with three distinct peaks
corresponding to the frequencies of their compongnusoids. While the spectra
highlight which frequency components exist in tmalgzed signals they are unable to
provide any information into when these compon@pigear in time. This demonstrates
the unsuitability of the wave spectrum for indiogtithe temporal variability in non-

stationary signals.

(c)

Or\gmal Signal

sl Bl
s0f
1 —
@
& ol
t E
=
st
=
KIS (2]
at
25 ot

L L L L L L L
1} 20 120 a 0.1 02 03 0.4 183 06 o7

x(t) [m]

Tlme [s]

(b}

0s
06
04

0z

x(t) [m]

0z
0.4
06
0.8

— Original Signal

Figure: 2.10: (a) Three component sinusoidal signgBignal A), (b) ‘Chirp’ type signal (Signal B), (9
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The short-time Fourier transform based spectrogramalso been proposed as a tool to
study the time-frequency variation of ocean wavesegdes Soares and Cherneva 2005).
This approach has an inherent disadvantage whepareah to wavelet analysis as there
is a lack of precision in the information it proe&l about temporal frequency
development. This is due to the difficulty in seieg an appropriate section size into
which the signal is divided. Long sections, whil®pding a good level of frequency
resolution, offer a poor time resolution. Corresgiogly, short sections perform well in

terms of resolution in time but lack precision ieduency.

The wavelet transform is performed by decomposiegsignal being analyzed into a set
of localized basis functions which are formed bglisg the mother wavelet and shifting
it in time. In contrast, in the Fourier transforhetbasis functions take the form of sines,
cosines or complex exponential functions of inérigngth. More detailed descriptions of
the wavelet transform and mother wavelets can badan a number of comprehensive
references (Daubechies 1992; Torrence and Comp@8).1%9 summary, the wavelet
transform, WT, of a signal x(t) represents the llexfecorrelation between the wavelet

and a localized portion of the signal and is dediby
WT(t,b) = f x(t)gsp (t;T,b)dt (2.13)

From Equation (2.14) the family of continuouslynskted and dilated wavelets is
constructed by shifting a mother wavelet, g(t), plesition,t in time, and dilation with

scale, b,

1 t—1
Gop (5T, b) =ﬁg< - ) (2.14)

The Morlet wavelet has been selected as the metheelet for the study described in
this thesis as it has been employed extensivebg@an engineering applications (Massel
2001; Nolan et al. 2007). The Morlet wavelet, ithased in Fig. 2.10, is given by

—t2

g(t) —e 2 .elct (2.15)
where c is the frequency of the mother wavelet. thiw study the routines contained in
the MATLAB Wavelet Toolbox (Misiti et al. 2010) ardilized throughout.
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Figure: 2.11: Morlet wavelet

The benefit of using the wavelet transform overRbearier transform is that it allows for
precise localization in the both the time and fesgry domains. This is evident when the
wavelet transform is applied to the case of theplnsignals introduced previously in
Fig. 2.9. The absolute value of the wavelet tramsfof Signal A is illustrated in the
contour plot in Fig. 2.11 with the correspondindues for Signal B shown in Fig. 2.12.
In Fig. 2.11 it is possible to detect the preseoiceach of the three superimposed sine
waves appearing throughout the time series wheiredsig. 2.12 a noticeable shift

through low to high scale — equivalent to wave p&rH— components is evident.
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Figure: 2.13: Wavelet transform of the ‘chirp’ type signal (Signal B)
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The wavelet transform has previously been propoasdan appropriate tool for
guantifying the level of short term variability imave energy (Nolan et al. 2007). This
technique has also been applied to a wide rangeadn engineering research questions,
such as the prediction of snap loads in tethereatifig bodies (Lueck et al. 2000), the
analysis of freak waves (Mori et al. 2002) and moa-intrusive method of wave profiles
in a laboratory flume (Lee and Kwon 2003). Wavelealysis techniques are applied to
measured wave data from the Galway Bay quartee destt site in Chapter 8 of this
thesis, where potential applications of this tam ¢haracterising wave energy resource
are discussed. Inspection of data from a concudeployment of two buoys also allows

the deviation in short term resource variabilitepa 200m spacing to be examined.

2.2.5 Quality Control

Quiality control (QC) of the data provided from ma&&snent buoys is required to prevent
erroneous or corrupted data from influencing thecessing of spectra and the calculation
of sea state parameters. The spectral files frenDidtawell Waverider buoys in Galway
Bay and AMETS are repaired during processing, buQ@ procedure had to be
implemented to ensure the validity of the surfatevaion time series files. Many
excellent references have been produced whichneutQC methods, particularly the
reports produced by the Quality Assurance of RealeT Ocean Data (QARTOD)
Working Group (Cruz et al. 2007; European Marineetgy Centre (EMEC) 20009;
QARTOD 2009; van Os et al. 2011). An important pdo note is that the purpose of
these quality checks is to alert whoever is anatyshe data to the presence of possible
errors. It is recommended that no data should benaatically discarded. Instead, a series
of flags should be created with the final decismm the suitability of the identified

datasets resting with the user

The QC procedures implemented for this study aténed below and draw from the
references cited previously, as well as the metlapidied by Barrett during analysis of
the wave energy resource in Galway Bay (BarrettOR0During the processing of time
series files during this research QC flags werarned if any of the following criteria

were met:
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- Flag if the data transmission status is assignetluee greater than 1.

- Spike Test: Flag if a crest or trough height iseeds §m,. The spectral value of
mp will not have been calculated at this stage ofaialysis process. Therefore an
initial estimate is instead determined by followitige approach of Cruz et al.
(2007). It is assumed that the surface elevatidlovie a normal distribution,
which allows ng to be calculated from the inter-quartile range R)Qof the
surface elevation. This estimate of im compared to the spectrally derived value
for one month of measurements from AMETS in Fid.32.and good agreement
can be seen between the two parameters.

— Mean Test: Flag if surface elevation readings dostillate around zero, with a
tolerance of £1cm. Repair or delete dataset depgrah visual inspection.

- Mean shift test: Flag if the mean of consecutivetieas of the time series varies
by more than +£10cm. The time series is divided s#ctions of 256 points for this
test.

— Flat episodes test: Flag if there are five or mseetions in the series with

unchanging, or very slowly changing (z1cm), values.

Additionally, the Hyo vs. Te occurrence scatter diagram is visually inspectezkdhe

parameters are computed to check for possibleessitsuch as unusually high or
steep sea states and the directional wave rosésptbecked to ensure that significant
contributions of energy are not indicated as amgvirom unusual directions, such as

from the shoreline.
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Figure: 2.14: m, values produced by spectral analysis and from thiater-quartile range.

Flagged time series would be visually inspectedamdttempt to repair if the error count
was not excessive ( < 5% of points). Spurious oot spikes would be replaced by
mean value of the surface elevation and any meswalérremoved so that the time series

oscillates around zero.

2.3 Review of Existing Resource Assessment and Chaterisation

Studies

A detailed understanding of the metocean environiraed the wave energy resource is
imperative for the design of WEC concepts and tharpng and deployment of arrays of
devices. Standards and guidelines being proposethign area have identified the
development of this understanding as being a rstdtye process (EquiMar Group
2010a; Folley et al. 2012). In this work the iritestimation the wave energy available
for capture by WECS at a point of interest will teferred to as resource assessment.
Resource characterisation will be considered aensibn of the site assessment phase
and explore the fundamental qualities of the resmtiat will influence the performance
of a device undergoing testing or a commercialesaadtallation. These characteristics
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include the relative occurrence and energy coniiobuof particular sea states, seasonal
and interannual variability of the resource, exteavents and short term temporal and

spatial variability.

2.3.1 Defining the wave energy resource

Bi-variate scatter plots of important summary stats, typically pairs of Ho and T,
provide a useful method of ascertaining an ovenadlerstanding of the wave climate and
the energy resource at an area of interest. ThantaguProtocols attempt to standardise
the production of scatter plots (EquiMar Group 28)10as does a similar EMEC
publication (EMEC 2009). A number of the suggesteadventions include:

— Each bin should display the cumulative occurrenceshe H,o-Te pair. For
normalised scatter diagrams, for example the dmution to energy of particular
sea states, the total number of data points muisicheded.

— Hmo bins should be defined in intervals of 0.5 m awerrange 0.5 m - 15 m

— Te bins should be defined in intervals of 0.5 s dherrange 0.5s-25s

The format presented here was originally developgdBarrett (2010), though some
adaptations have been made. A typical scatter iploliustrated in Fig 2.14 for the
measurements returned by the Waverider buoy at AMEQGr October 2010. The
standards mentioned previously were used as gnetglbut were not rigidly followed. In
particular, the proposed range and sizes for thiegéins is unwieldy as it results in too
many small, and difficult to read, cells. These @s® spread over a greater range than is
necessary asglvalues exceeding 20 s are unlikely for the siked are studied in this
research. Lines of limiting sea state steepnegs—Sdetermined using kb and T; in
Equation (5.3) — are also included, following th&I\D guidelines (Det Norske Veritas
2010). DNV recommend that the limiting sea stagephess for severe conditions — T
> 12 s — is represented by the 1/13 line. The sluip&/10 is appropriate for shorter
period sea states ('K 6 s). The slope of a fully developed sea, follayithe Pierson-
Moskowitz shape, is 1/20. As these limits wereiaflif defined in terms of 7 it was
necessary to convert them to their equivalenvdlues using an appropriate wave period

ratio, as discussed in Chapter 4.
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Figure: 2.15: Ho — T scatter plot of percentage occurrence for Octobe2010 data from 50 m depth
at AMETS.

The standard parameter for defining the magnitudthe theoretically available wave
energy at a location of interest is the mean onmeietional wave power derived from
Equation (2.3), often referred to as the wave podemsity (EMEC 2009; EquiMar
Group 2010a; Folley et al. 2012; IEC Technical Guttee 114 2012). In many cases
the simplified formulae presented in Equations (2.2.5), which assume deep water
conditions, are used in place of Equation 2.3 (Gaimth Stock-Williams 2012). If values
of Tg are unavailable for the measured or modelled data(or its equivalent Fthat is
derived from time series analysis) is usually pded in its place. This was true of the
standard Irish wave energy resource atlas (ESBnatenal 2005). The conversion of

Toz to T is discussed in detail in Chapter 4, where ithigven that incorrect assumptions
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about the relationship between these period pasamégve led to inaccurate estimates

of wave power.

Chapter 5 of this work will demonstrate that thghast sea states experienced at a
typical site on the Irish west coast disproportiehacontribute to the total incident wave
energy. These sea states occur infrequently anthangroducts of severe storms. WECs
are unlikely generate power in these conditionthag will be designed to enter survival
mode to protect components from the extreme fonmesssent. This problem was
identified in an early paper by Salter, who sugegdhat installations should be capable
of submerging to avoid the worst conditions (Salt®74). As a result the average
theoretical power will not accurately reflect thegnitude of the resource that can be
safely captured by devices. The concept of exgtgower, B, was introduced by
Folley and Whittaker to account for this discrepa(féolley and Whittaker 2009)..R is
defined in Equation (2.17) as four times the mehathe average incident wave power,
where P refers to the individual values of theoretical govealculated from Equation
(2.3). For highly energetic sea states any poweavebthe B, is deemed to be
superfluous and is discounted. Though the valu®.qf given by Equation (2.17) is
somewhat arbitrary, it nonetheless provides a ligetl for ascertaining more realistic
estimates of the accessible wave energy resouttefamhat sea states should be deemed
to be most important for the capture of wave powea WEC.

1P (2.17)

N
This approach is extended and refined in the mesent study of the national wave

energy resource of the United States (Electric PoResearch Institute 2011). The

Poxp = 4

technically available wave energy is computed toeghoperating conditions: the
threshold operating condition (TOC), the rated apeg condition (ROC); and the
maximum operating condition (MOC). The TOC is tlgeigalent to the cut-in speed of a
wind turbine; it is assumed that a WEC could nategate efficiently below this value.
The ROC represents the maximum amount of enerdgyctra be extracted from a unit
width of the wave field. Several different ROC weduwere used in the US resource
assessment to account increased device perfornedficiencies and packing densities.

No energy is captured if the incident wave poweceexls the MOC as devices are

41



assumed to enter survival mode. The TOC and MOGegalvere adjusted to reflect the
wave climate and to ensure a sensible operatingerdny maintaining a 1:100 ratio
between the TOC and MOC. Thus for the west coaiteofUS TOC and MOC values of
3 kW/m and 300 kW/m were applied, whereas TOC 3Mirk and MOC = 100 kW/m
for the less energetic Gulf of Mexico. This apptodtas a similar weakness to the
exploitable power metric as it relies on relativelibjective thresholds and does not fully
simulate the performances of real WEC types. Rat ffom full scale device testing
would allow for more appropriate thresholds, tatbto individual device designs, to be
determined, however this information is seldom madeailable due to commercial

considerations.

2.3.2 Sea State Influence on WEC Output

The expected power output from a WEC is commongsented as a function of two
variables — usually the significant wave height,ocHand a period parameter such as T
or Tp — and referred to as a power matrix. Power madraze similar to the performance
curves produced for wind turbines, and allow est#maf device energy capture to be
determined from the available wave data at a Sitever matrices are usually derived
from numerical models or the performance data gathérom scaled versions of the
device at test sites or from model tests carriedimwave basins or similar facilities.
Examples of power matrices are illustrated in R2gE5-17 and represent the expected
output for three types of WEC with differing opeoat principles: Pelamis, an attenuator
rated at 750 kW; the 7 MW Wave Dragon, an overtogpuievice; and the original design
of the Archimedes Wave Swing (AWS) which was a palvsorber (Carbon Trust 2005).
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Figure: 2.18: Power matrix for the 2.5 MW AWS PointAbsorber.

Significant Wave Height: Hs (m

While the accuracy of these particular power masimay be questioned they can be
considered generally representative of typical cke\performance, and they have been
extensively employed in many previous studies. Taey frequently used in high level
resource assessments to calculate the technicalgssible energy (Carbon Trust 2005;
ESB International 2005), and to calculate the artaual variability of the resource
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(Mackay et al. 2010). Power production estimates also important inputs from
economic models which aim to select the most @bl site for a particular device
(Dunnett and Wallace 2009) or the most approprigpe of WEC for a specific site
(Dalton and Lewis 2011). The Pelamis power mateag hlso been used to determine the
contribution that wave energy devices could mak#écombined output from farms of
co-located WECs and offshore wind turbines (Fusad.e2010; Stoutenburg et al. 2010;
Cradden et al. 2011).

There are limitations associated with the use ofONBwer matrices and it is inadvisable
to define the expected device output from summeatyssics alone. For example, there is
a danger that slightly different observations gfpHand & will fall into different power
matrix cells, leading to a larger variation in auttpower than what would be expected in
reality, which suggests that there is a need &rpaiate between adjacent cells to ensure
accuracy. It is also notable that some developssduze power output values for sea
states which are too steep to exist in practicachvhballs the veracity of their predicted
performances into question. Additionally, WEC pemniance is also influenced by the
frequency composition of the incident wave speciriand information about the
variability of the spectral shape is not provided these power matrices. A previous
study by Barrett et al. (2009) showed that manystates with similar values of wave
height and period display distinctly different sfpat shapes and that this variability is
significant in the context of the performance of W& Barrett et al. (2008) also
established that different power levels can be pred by a WEC for the same summary
statistics due to this spectral variability frone thnalysis of concurrent wave and device
output data collected during sea trials of the QiByBdevice in Galway Bay. Sea states
with spectra that were well matched to the devesponse characteristics were found to
perform as predicted but in cases when the resoffaqiency of the device was
observed to fall within the valley of a double pedkspectrum the resulting power
production was observed to diminish to as low asob%s expected value. Saulnier et al.
(2011) also demonstrated the importance of spestnape. For a fixed gTof 7 s
improvements in the capture width of a numericatigdelled buoy was shown to be

strongly correlated with the bandwidth of the immt spectra. In contrast, physical
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modelling of the Oyster WEC by Clabby et al. (20ir&]icated that the device is less
sensitive to spectral shape. This is attributeth® nature of flap type devices, whose
responses are less influenced by resonance thatinfiobodies. Physical tests of the
WEPTOS device also found that altering the incidEdDNSWAP spectrum had a limited
impact on device performance, suggesting that uari?dd EC concepts will display

different levels of sensitivity to changes in tipestral shape (Pecher et al. 2012).

Many authors suggest that,fHand T alone are insufficient to fully predict device put
and propose that other parameters, such as spbatndlvidth, mean direction at peak
frequency and the directional spreading, also btuded in power matrices (Kerbiriou
M.A et al. 2007; Saulnier et al. 2011). Neverthg]ggower matrices are a useful tool for
gaining an understanding of the scale of energpuuhat could be expected of a real
device and are utilized in sections of this workd®monstrate which sea states at
particular locations are significant with regardsthie performance of typical WECs. A
number of groups have proposed standardised guedefor building and interpreting
power matrices, which should assist in reducing amgertainties associated with their
use (Equimar Group 2010b; IEC TC 114 2012).

2.3.3 High Level Resource Assessment

Several studies of the global wave energy resoave been completed (Cornett 2008;
Mgark et al. 2010; Reguero et al. 2011; Arinaga &iceung 2012; Gunn and Stock-
Williams 2012). These calculate wave power usingpwts from large scale, low
resolution models such as NOAA’s WaveWatch Il (hah 2002) or the WAM model
run by the European Centre for Medium Range Wedthezcasts (Persson and Grazzini
2005). In general these papers present similarlgsions. The most energetic areas are
identified in the Southern Ocean, see Fig 1.2, anwbrding to Barstow et al. (2008) the
location with the highest annual average wave powemn excess of 140 kW/m — is
approximately 1,000 km east of Kerguelen Islandhi& southern Indian Ocean. These
regions are situated too far from major populatientres to be of commercial interest, so
with this consideration in mind the western seatte@f Europe and the United States are

the most promising locations for the large scaleettpment of industrial scale wave
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farms. The average wave power returned in thegbestdor the west coast of Ireland is

generally in the range 60 — 80 kW/m.

Resource assessments have also been commissionatiogial and regional levels in
many areas where it is envisaged that wave enaxgytdpotential to contribute to the
energy mix (WERATLAS 2001; ESB International 2008BP Marine Environmental
Research 2008; Electric Power Research Institutiel 20These reports follow global
assessments as they attempt to identify the mottbtal areas for developing WEC
installations. These studies also attempt to relaeavailable theoretical energy to that
which could feasibly be extracted and so utiliseldantroduced previously, such as

exploitable power metrics and power matrices, temeine the technical resource.

2.3.4 Detailed Site Studies and Resource Charactsaition

An enhanced understanding of the wave energy resoorust be developed once

appropriate locations for the deployment of WECtahations are determined. The

relevant guidelines suggest that this process dhoellconducted with a combination of

measured and modelled data (EquiMar Group 2010Heyet al. 2012). These data

sources have complementary roles. Wave data frostruments are essential for

validating the accuracy of numerical models, focegaining precise details about the
composition of spectra and when time series ofaserfelevation are required. Model

outputs allow for the spatial variability of thesoairce to be determined. Iglesias and
Carballo utilised SWAN models to map the distribatiof wave energy at a number of
sites along the Spanish coast (Iglesias and CarB8I09; Iglesias and Carballo 2010a;
Iglesias and Carballo 2010b). The model outputsaaibr the precise localisation of the

areas where the wave energy is greatest. Hindcadelsi derived from meteorological

records also allow long duration (> 10 years) estan of the resource to be determined.
These are necessary to determine the interannuiabitly of the resource, and are

rarely available from in situ observations. An exoen to this statement is provided by

Lenee-Bluhm et al. (2011) who characterised thepteal trends exhibited by the wave

energy resource of the US Pacific Northwest usirepsnrements from NDBC buoys

with data archives of up to 21 years. These buogsewart of an existing network
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however, and are not specific to a proposed sitepftential WEC deployments.
Numerical models have also been adapted to yieldurssherstanding of the likely
interactions between arrays of WECs and the intideve climate, such as the impact
of energy extraction to the wave field in the ldettee devices (Venugopal and Smith
2007; Stratigaki et al. 2011) and on the climatset to the shoreline (Smith et al. 2012).
The ability of models to propagate wave condititmshe nearshore area is an additional
attribute of wave models, and allows the variapiiit the resource as water depth
decreases to be observed (Folley and Whittaker ;2B08est 2010; van Nieuwkoop-
McCall et al. 2012). A significant conclusion of ity and Whittaker's work is the
hypothesis that while the magnitude of the theoa¢tiesource offshore is far greater that
that at nearshore locations, the potential for WiGduction at the respective sites will
be relatively similar if metrics such asyfare used. This is due to the fact that the

influence of storm sea states, which occur morguieetly in deeper water, is discarded.

2.3.5 Characterisation of the Irish Wave Energy Resurce and Existing Knowledge
Gaps

There have been relatively few examples of reseprofects undertaken to assess the
wave climate and energy resource in Irish coastakrs. Mollison (1982) provided an
initial estimate of the average power levels a¢ fsites off the Irish coast using a model
run by the UK Met Office. The highest average powalue returned from the model
data was 77 kW/m, at a point located far offshagarrthe Porcupine Bank. The model
used was not compared to buoy measurements invagérs however, so it is difficult to
assess whether it accurately represents the wawvetel The model station 50 km
offshore of Belmullet is shown to have an averagweqy of 70 kW/m, while the resource
is reduced at the locations further to the Nortd #re Southwest along the west coast.
An updated reference — the Accessible Wave EnerigsA— was developed from a
WAM model validated against the Marine Institut®isbuoy network (ESB International
2005). This computed both the theoretical energpusce and the annual accessible
electrical energy potential by accounting for devautput — using the Pelamis power
matrix — and considering the feasible installedazaty that could be derived from wave

farms.
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The resource assessments made by Mollison and B@B# derived from limited

datasets. Wave power was calculated using sumntatigtees and without reference to
measured spectral shape and water depth. Consbqtlere is a degree of uncertainty
associated their outputs. It was possible to addifeis knowledge deficit in this thesis
owing to the increased level of data — particularlysitu measurements — that has

recently become available for the Irish west coast.

More detailed research has been carried out imteaars by Barrett who assessed the
variability of spectral shapes (Barrett et al. 2008hd the nature of the wave energy
resource at Ireland’s quarter scale test site snithfluence on the power output from an
OWC device undergoing sea trials (Barrett 2010)esEhprojects were initiated by the
deployment of Datawell Waverider buoys near LoopdHeCo. Clare, and in Galway Bay
and have proven to be a useful basis for guidipg@s of the work undertaken during

this research.
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Chapter 3 Wave Energy Test Sites and Measured Wave D¢

3.1 Introduction

The staged developmerprotocol has gained widespread acceptance as tlost
appropriate process for advancing WEC technolodgiesn an initial concept to

commercial installation. Several alternative patysvhave been proposed, sucl the
Danish three step approa(lEC TC114 2012)the five stage Development Protoc
(Fig. 3.1), originally outlined by Holme(2003)and formalised as a set of standard:
the International Energy Agenc(Holmes and Nielsen 2010)and a nine stac
Technology Readiness Level (TRL) framework based NRSA procedures(U.S.
Department of Energy 2011; Fitzgerald and Bolund2). While these guidelines m:
vary in the details they are all predicated on shene underlying philosoph'design
developmentshould follow a precribed sequence afteps, which entaiincreasing
technical complexity and investment requirem, in order to gain the require

understanding of the device characteristics whil@mising the project’s ris of failure.

Concept Model; [TRL1 - 3]

Reaiistic Seaways age a
ontrol Monitoring | & Ferformance
- 4 1 . 7 . Revie

F3TEIE QUIUE: 44U — &5 (vigqiuin)

== Aralysis ‘; i

v
Sub-Systems Model; [TRL 5 - 6]
sFully Cperational Converter Sea Trials age Gale
»Evaluate Energy Production in Rezl Seaways Ferformance
sScale Guide:1:2 -5 (Large) 3 JaTpnReRs

Solo Device Proving; [TRL 7 — 8]

#Full Size Power Plant; Technical Deployment
*Advance Pre-Production to Pre-Commercial Unit
*Scale Guide:1:1- 2 (Prototype)

Stage Gate 4

Performance
Review

Operations

RLILY  Aralysis

Go

Multi-Device Demonstration; [TRL 9] Stage Gate 5
»Final Commercial Unit; Economic Deployment i~ Ferformance
sSmall Array Trials of 3 —5 Devices; Grid Issues W] Aralysis

*Scale Guide: 1:1 (Full) O

Commercial Readiness

Figure: 3.1: Five stage developent schedule. Image courtesy of Brian Homes, HMR!

Real sea test sites are vital pieces of infrasirector bridging the gap between refini

the performance of small scale physical modelsomrolled laboratory settings and t

49



open sea trials suggested for the later stages 43inr-Fig. 3.1) of the development
protocols. The United Kingdom has been the piomgtin Europe in terms of providing
these facilities to the wave energy industry. Ttedthe most frequently utilised test site
in the world has been the European Marine Energytr€g EMEC) on the island of
Orkney, which has hosted deployments by developach as Pelamis, Aquamarine
Power, AW Energy, Seatricity and Wello Oy (EMEC 2D1The EMEC facilities for
testing WECs are extensive: five grid connectedhse(c0 m — 75 m water depth); a
nearshore site serviced by a pipeline for conveyiressurised fluid; and a nursery site
for sub-prototype scale devices. EMEC also operatsignilarly impressive suite of test
berths for assessing tidal energy devices. Wave léohted off the coast of Cornwall, is
another exposed, grid connected test area. Wave isimotable due to the thorough
measurement campaign being conducted at the si#uding an array of four
SeaWatchMini Il buoys arranged in a 500 m x 500gomase grid layout which allows the
spatial variability of the wave energy resourcebéoquantified (Ashton 2011). Several
more test sites exist, or are being developed,sadite western seaboard of Europe and
are described in a comprehensive catalogues that lteen compiled as part of the EU-
funded Waveplam and SOWFIA projects (Waveplam 200&:a-Figueroa et al. 2011).

In the United States open water testing of WECdwsirred sporadically, including sea
trials by Ocean Power Technologies in Hawaii (Oc®awer Technologies 2012b),
Neptune Wave Power off the coast of New HampsiNep{une Wave Power 2012) and
Columbia Power Technologies in Puget Sound, Wastin¢Bassett et al. 2011). This
process will be formalised with the designatiorthod test sites operated off the coast of
Oregon by the Northwest National Marine Renewabilergy Centre (NNMREC) as the
Pacific Marine Energy Centre (PMEC). This facilityill include up to five grid
connected berths, well as a floating load bank datd acquisition system, referred to as
the Ocean Sentinel Buoy illustrated in Fig. 3.2, doonitoring the performance of sub-

prototype scale devices (Casson 2012)
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Figure: 3.2: NNMREC Ocean Sentinel monitoring buoy(left) connected to the WET NZ wave energy
device (right). (Photo by Pat Knight/Oregon Sea Grat)

Test facilities exist in Ireland in the form of te&isting quarter scale site in Galway Bay
and the Atlantic Marine Energy Test Centre (AMET&)rently being developed by the
Sustainable Energy Authority of Ireland. The aintted research outlined in this thesis is
to develop an increased knowledge about the wanetd off the Irish coast. Therefore,
the in-situ measurements collected at these sitesssential resources and are utilised in
the analysis presented throughout this work. Gal#ay and AMETS are described in
detail in Section 3.2 and Section 3.3 respectivalith particular reference to the
metocean data available from the sites. Supplememtave measurements were also
required during this project and were sourced ftbe US National Data Buoy Centre
(NDBC) and the Coastal Data Information Program i@Dintroduced in Section 3.4.

3.2 GalwayBay Quarter Scale Test Site

3.2.1 Introduction

The benign, quarter scale, wave energy test sit€dlway Bay on the west coast of
Ireland provides an ideal location for WEC develsp& deploy and monitor sub-
prototype scale devices in relatively shelteredddmms, as suggested in Phase 3 of the
standard development protocol (Fig. 3.1). This sites established by the Marine

51



Institute in partnership with the Sustainable Egefgithority of Ireland, as a bridge
between testing small scale, inexpensive, modedsdontrolled setting such as an indoor
wave basin and operating pre-commercial prototypélse high risk environment of the
open ocean. The site has an area of 37 hectatdsawiater depth of between 21m-24m
and a tidal range of 4m. Due to the semi enclosegdre of Galway Bay, illustrated in
Fig. 3.3 the site experiences swell waves fromwest and south west as well as the
local, fetch limited, wind seas. Results presetdger in this thesis, along with previous
work by Barrett et al (2007), indicate that thesadvseas are a good representation at
guarter scale of combinations of height and perfod exposed Atlantic Ocean

conditions.

. - - :

Galway Bay 1/4 Scale Test

Swell Waves

o = = B

Figure 3.3: Location, bathymetry and prevalent waveconditions experienced at the Quarter Scale
Wave Energy Test Site in Galway Bay.

To date three separate sets of WEC sea trials hese undertaken at the Galway Bay
site. Ocean Energy Ltd’'s OE Buoy underwent extengasting between 2006-2009,
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which has allowed the company to progress alongl#évelopment pathway and begin to
plan for the installation of a full scale deviceVdave Hub in Cornwall (Ocean Energy
Ltd. 2012). Wavebob also deployed their ADM1 maoalethe site in between 2006-2007.
The OE Buoy was redeployed for approximately fouonths in 2011 as part of
Components for Ocean Renewable Energy Systems (SQR&h EU funded FP7
Collaborative Research Project. These trials had®ubtedly been important in terms of
technology development, but they have also hadicélary advantage of engendering a
network of practical skills and experience in offedh operations within Ireland which
should benefit the wave energy industry as it magesrds commercialisation (Thiebaut
et al. 2011; Alcorn et al. 2012; Kelly et al. 20@2Callaghan 2012).

3.2.2 Measured Wave Data at the Galway Bay Test 8it

Wave measurements have been collected from GalvegyuBing individual Datawell
Waverider buoys since 2005. A non-directional buas located at 53° 13.606’ N, 9°
16.024" W from November 2005 to November 2008. Th#ection of data from this
buoy was phased out through 2008 once a directimnay, positioned at 53° 13.7' N, 9°
16.13' W, was installed in April of that year. Cament measurements from both buoys
exist from this period of overlap and are utilisedn assessment of the spatial variability
of the wave energy resource at the site in Chaht&he data recorded at the test site is
transmitted by high frequency radio to a receivardenna located on the roof of the
Marine Institute building in Rinville, Co. Galwayhis data is managed and distributed
by the Marine Institute and can be accessed thrasgData Request program (Marine
Institute Data Requests 2012). The percentage @&f ddrieved from the site by the
Waverider buoys each month for the period 2006-281llustrated in Figs 3.4 - 3.9. An
inherent weakness of in-situ wave buoy measuremientiat 100% data retrieval is
rarely achieved over the course of a monitoringnneg Gaps in the data are evident for
each of the years shown. For example, in 2006 3Fythe availability of measurements
does not exceed 75% for any month between May antidb®@r, including months where
no data was returned. These gaps can occur forigtywaf reasons, such as problems
with the radio signal, battery issues and the rteestmove the buoy for maintenance

purposes. Care must be taken to ensure that thegtdotroduce bias to analysis results.
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Figure 3.4: Galway Bay wave data availability
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Figure 3.5: Galway Bay wave data availability
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Figure 3.6: Galway Bay wave data availability
2008
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Figure 3.8: Galway Bay wave data availability
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3.3 The Atlantic Marine Energy Test Site (AMETS)

3.3.1 Introduction

The Atlantic Marine Energy Test Site (AMETS) is @ntly being developed by the
Sustainable Energy Authority of Ireland (SEAI) n&simullet, Co. Mayo, on the Irish
west coast. Once commissioned, AMETS will offeridevdevelopers the opportunity to
trial prototype-scale WECs in a harsh, energy neaye climate that can be considered
typical of exposed, Atlantic facing sites in Ireleand the United Kingdom. As such, it is
envisaged that it will be the final proving groufor WEC technologies prior to

commercial deployment.

-

= ATLANTIC OCEAN EndLeSEAND

)

MULLET PENINSULA

ANNAGH HEABE

Figure 3.10: Layout of the Atlantic Marine Energy Test Site. (Image courtesy of SEAI).

The site layout of AMETS is illustrated in Fig. 8.1t will consist of two grid-connected
test areas for floating WECS, located at depth&®in and 100 m, with a maximum
export capacity of 10 MW. This physical infrastuuet has yet to be installed, however
several important steps have been taken in preparédr the eventual deployment of
WECs. An application for a foreshore lease, whiakstibe secured prior to carrying out
works or placing structures or material on Statexedvforeshore, has been submitted to
the Department of the Environment, Heritage andalL@overnment (Sustainable Energy
Authority of Ireland 2011a). Site investigations thie seabed have been undertaken,
along with the design of the cable configuratiomsthe test berths (Ascoop and Frielding
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2010), while a detailed description of the enviremtal impact assessment work that has
been undertaken at the site is provided by Kavaeagh (2011).

3.3.2 Measured Wave Data at AMETS

A Datawell Directional Waverider has been gatheraga at AMETS since December
2009. This buoy is located at the test berth abia depth contour. It transmits a set of
spectral and time series readings to shore evenyi8Qtes, similar to the Galway Bay
Buoy. The percentages of time for which data edlisting each calendar month are
plotted in Figs. 3.11 — 3.13. Gaps can be seemguwummer months as the calm
conditions allow the buoy to be accessed for maariee. Generally the data availability
is excellent for the winter months, which ensurattsufficient measurements are
collected to capture the wave conditions duringhhegergy seas states. Care must be
taken when assessing the average energy resouerstoe these seasonal variations in
data availability do not bias the results. Datarafpril 2012 to the present were not
accessed during this project so no figures for laldity were calculated. A possible
enhancement to the measurement campaign at AMET@dwoe to maintain an
additional buoy onshore as a redundancy measuis.blioy could then replace those
being brought ashore for repair to ensure that iatgrruptions in data collection are

reduced.

In addition, from May - October of 2010 and AprilAugust a Fugro Wavescan buoy,

was positioned at the planned Deep Water Test Amaroximately 10km North-East of

the Waverider buoy at a water depth of 100 m. Thsy returned a set of processed
summary statistics every hour, while the raw tirages of surface elevation were stored
onboard for recovery whenever the instrument waessed for maintenance purposes.
Unfortunately due to an error in the original setipghe buoy software these data were
corrupted and it is impossible to extract usefdibimation, such as wave spectra, from
them (Fennell 2012). The availability of summarsatistics from the buoy during these

deployments are illustrated in Figs. 3.14 — 3.1Be Wavescan was replaced by an
additional Waverider during the summer of 2012 \Wwhias been successfully returning

measurements, though these data were not analygedtaof this research.
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Figure 3.11: AMETS Waverider buoy [50 m]
data availability 2010
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Figure 3.12: AMETS Waverider buoy [50 m]
data availability 2011
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Figure 3.13: AMETS Waverider buoy [50 m]
data availability 2012
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Figure 3.14: AMETS Wavescan buoy [100 m]
data availability 2010
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3.3.3 AMETS Hindcast Wave Model

The in-situ measurements described in the prevemesion are complemented by the
outputs of a sixteen year numerical climatologytied area surrounding AMETS. This
model was commissioned by SEAI and developed by &iom Warehouse Ltd. A
detailed description of bathymetric data used enrttodel, the downscaling methodology
using nested grids of decreasing spatial coveratfeimcreasing resolution to create the
model boundary conditions and the setup of the hegblution SWAN model for the test
site area is outlined in an accompanying reportréd2011a). In summary, a series of
nested weather and wave models, of increasingey did sizes, were developed. These
ranged from a global scale with a resolution ofk2i@Qo the final level SWAN model for
the AMETS and its surroundings, which had a resmhutf approximately 100m in both
the North-South and East-West directions. SWAN ifegly available, open source,
software suite and is commonly used in the reseeoaimmunity for modelling waves in
the near shore environment. The model operate®lbing the action balance equation
and accounts for both shoaling and the refractiomaves. Further details on the theory
behind the SWAN model can be found in the paperBbgij et al. (1999) and the
textbook written by Holthuijsen (2007). The bathyrieedata used in the model came
from a number of sources, primarily SWATH and LIDAReasurements conducted
during the INFOMAR project (2007).

The model grid and bathymetry are illustrated ig.Fil6, along with twenty-one station
points which were included to provide more detatlatia outputs, including spectra and
summary statistics at 30 minute intervals. Fifte&tions were chosen at the intersection
of contour lines at every 10m increment of deptdn{1150m). These are illustrated by
the red diamonds in Fig. 3.16. Stations were alslectsed at the positions of the
measurement buoys deployed at AMETS (yellow cijclBetailed output points were
also included at the coordinates of the Waveridek Wavescan buoys located at depths
of 50 m and 100 m respectively. Finally, additios@tions (pink triangles) are located to

the south and northeast of the main transect, alem§0m and 100m contours.
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Figure 3.16: SWAN model bathymetry and stations. Th colour scale indicates water depth.

3.3.4 Validation of the AMETS Hindcast Model

Validating the outputs of the AMETS model to enstirat they accurately represent the
wave climate at the site was an important stepr@oousing the results in detailed

resource characterisation work. This section deesrthe process that was followed. The
model was assessed qualitatively by visually compahe outputs at the 50 m depth and
100 m depth stations where concurrent, measuredvezd available from the Waverider

and Wavescan buoys respectively. A quantitativedgibn was also undertaken using a

number of common statistical parameters.

Concurrent values of k) from the model and the measurement buoys aresgdlatt Fig.
3.17 for the 50 m depth location and in 3.18 far D0 m depth point. A number of
inconsistencies are evident. For example, the mdalg$, and underestimates, the
observed conditions on 97 28" November at the 50 m depth, while it also produces
excessive values of significant wave height arobetember 18. Additionally, the

model outputs of Hy do not display the same level of short term valitgtihat exists for
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the buoy measurements and tend to follow a mucho#mo profile. Nevertheless, the

model captures the fundamental nature of the wanraliions as they develop and

propagate through the site. Scatter plots of coeatirvalues of Ko and T, are
illustrated in Fig 3.19 for the 50 m depth statighand B) and for the 100 m depth

station (C and D). These graphics are similar @ time series plot as they show a

reasonable general agreement between the modemaadured data but also many

instances where there are very large discrepancies.
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Figure 3.17: Concurrent and co-located Hy values from the SWAN model and the Waverider buoy
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[100m].

60



SWANH_, [m]
SWANH_, [m]

01 2 3 4 &5 B 7 B 9 10 11 12 13 14 18
Waverider Hml] [m]

(8)

SWANT,, [5]
SWANT,, [s]

Waverider Tﬂ2 [s] YWavescan Tnz [s]

Figure 3.19: Concurrent and co-located H, values from the SWAN model and the Wavescan buoy
[100m].

Quantitative analysis was also utilized to assésshow well the Belmullet SWAN
model replicates the real sea conditions expertratethe site and to compare its
accuracy to other models from the literature. A bamof commonly used statistical
parameters were applied to the concurrent data.bideeis representative of a primarily
constant in magnitude error between model outpubge and the corresponding buoy
data with the same timestamps&. Another measure of the differences between values
predicted by the SWAN Model and the values obsebsethe measurement buoys is the
root mean square error (RMSE. The scatter indexigs normalized measure of error
with lower values of Sl indicating that the datasate well matched. The final measure
used is the correlation coefficient (R). This paeten indicates the strength of the linear

relationship between the model outputs with theresponding buoy data. R is non-
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dimensional and ranges from 1 to -1, with R valolese to 1 indicative of a perfect
correlation. These parameters were calculated ubmgnodel output values of.land
Toz with buoy spectrum derived values which shared same, or closely matched
timestamps. The results for concurrent values gf &hd T, are tabulated in Table 3.1.
The computed results for the concurreppldata are significantly more favourable than
for To2, while the values for the 50 m depth locationgererally better than those for the

100 m depth position.

Hmo To2
RMSE Bias RMSE Bias
Si R Sl R
(m) (m) (s) (m)
SWAN -
_ 0.733 0.311 -0.11 0.838 1.817 0.207 -1.150 0.52
Waverider
SWAN -
0.805 0.347 0.134 0.80B 1.588 0.220 -0.680.437
Wavescan

Table. 3.1: Validation parameters calculated for SWAN Model outputs of H,,o and Tos.

The statistical outputs computed for the SWAN modatia are placed in context by
comparing them to similar validation results frorawe models that were obtained during
a search of published literature. Only cases whiatulated wave conditions in similar
water depths and at locations where the physicadrg@hy was not overly site specific
were selected. In total, seven models which wefliglated against measuredyfidata

were identified. All of the studies noted the Rueathat was computed, while only two
papers returned values for the four parametersidiecl in Table 3.1. It is evident that the
AMETS model does not display the high level agreemeith concurrent in situ

observations that were achieved by the modelsdeclun Table 3.2. The R values, 0.838
with the Waverider observations and 0.803 withWevescan data, are relatively poor in

comparison with the other published results.
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_ Validation _
Model Details RMSE (m) Sl Bias (m) R
West of Ireland SWAN
Wavescan
Model 0.479 0.230 0.174 0.886
(Rute Bento et al. 2011)
Hawaii
WaveWatch 11l Model _ 0.42 - - 0.67
Altimetery
(Stopa et al.)
Bimep
WAM Model Met Station - - - 0.959
(Ferrer et al. 2010)
Fedje, Norway, Waverider
- - - 0.94
WAM Model
(Wyatt et al. 2003) | WERA Radar - - - 0.93
Irish Coastal point | M4 Databuoy 0.38 - - 0.95
WaveWatch Il Model
(Arinaga and Cheung M6 Databuoy 0.62 - - 0.95
2012)
Hanstholm, Denmark
Mike 21 Model Waverider
0.31 0.17 0.18 0.93
(Fernandez Chozas et
al. 2011)

Table. 3.2: Published validation parameters for modl outputs of Hyo.

As well as comparing the instantaneous occurrefidd,@ and To,, the ability of the

model to represent the overall wave climate oftése site was examined. Scatter plots of
percentage occurrence of combinations qf lnd T, were drawn for the concurrent
datasets, Figs 3.20 — 3.21. While some differeraresdiscernible, especially for the
higher sea states, the range and prevalence otdhditions presented are broadly
similar. The model was also assessed by compahegpercentage occurrence and

cumulative exceedance of these parameters in thye dmd model datasets, as illustrated
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for the point at the 50m depth contour in Fig. 3.ZRis indicates respectable level
agreement between the model outputs @b Bnd the measured values, though the
corresponding relationship foroJ displays a noticeable underestimate in the model
outputs. This discrepancy could have implicatiomsthe sizing and tuning of devices
being deployed at the site, highlighting the needchheck the model outputs against
physical measurements. The average wave powersvalleulated from the data are also
well matched; 28 kW/m and 31 kW/m for the co-lodat8WAN and Waverider
measurements while both sets of data from the 1Gfepth indicate approximately 31
kw/m. This suggests that while the model performmarly in exactly replicating the time
series of wave parameters — as evidenced by Fi§3. -3 3.19 and the results of the
statistical checks — it provides an adequate appratkon of the general wave climate
that is experienced at the site and can be apdiéarther analysis of the AMETS wave
energy resource in conjunction with the in-situ exgations from the measurement
buoys. It should be noted that these values ofameswave power are low in comparison
to those calculated for other years of model dat&hapter 6 of this thesis, and that the
average values for the 50 m and 100 m points arkV&2n and 77 kW/m respectively

over the 15 years of outputs.
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Figure 3.20: H,c and Ty, percentage occurrence for Modelled SWAN data at #8150 m depth station.

S0m Test Site: Waverider Buoy Data
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Figure 3.21: H,o and Ty, percentage occurrence for measured Waverider buogata at the 50 m
depth station.
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Fig. 3.22: Occurrence and cumulative exceedance idf,o and To, for model and buoy data at the 50m
output point.

3.3.5 Issues Encountered with Model Data

A number of secondary issues also had to be camfloend addressed before the model
data could be utilised in analysis. It was notidedbat the output parameters at the very
start of each time series of data (i.e. first la&y=din January of each year) are much
lower than would be expected. Correspondence widinc® Curé, the developer of the
model, revealed that this is due to the time reglior the boundary conditions to feed
through and for the model to reach its steady stateach year was processed separately
(Curé 2011b). The user of the data should be abteake a sensible call on the range of

values that should be discarded.

The value of the low frequency cut-off in the SWANbdel spectra is 0.0464 Hz. This is
high when compared to the Datawell Waverider bubictvuses a value of 0.025 Hz. As
a result it can be difficult to fully account fdme contribution of long period waves, for
example when calculating the spectral moments framch sea state parameters are
determined. Noticeable variations in the valuepashmeters calculated from the spectral
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moments, such as d and T,, were evident depending on how the df term was
calculated at the lowest frequency bin when usigga&on (2.1). The value of the low
frequency cut-off may also account for some of discrepancies between the overall
distribution of sea state occurrence returned frommcurrent sets model data and
measurements from in-situ buoys at AMETS highlighteSection 3.3.4.

In the accompanying report it is noted that the avpewer (W/m) — an output of the
model that was not used in this research — is tatled using the formula
2
Py
== _H2T 3.1
64n 1)

Here H corresponds to significant wave height and the peak wave period. This is an

P

adaption of Equation (2.5), which is similar inffobut uses the energy period. For a
Bretschneider spectrum,31.175TF, while from analysis of measurements from the
Waverider buoy the average ratio between the twameters is given by,¥1.32Tg,
thus the two parameters cannot be considered dgoivaAs a result the formula

presented in the report overestimates the availabie energy resource.

3.4 Other Sources of Wave Data

Data from sites with different distinguishing felss — water depth, fetch length and the
incident wave climate — were also accessed andysewlduring the course of this
research in order to provide comparisons to th&hldata and to further understand
certain characteristics of the wave energy resqudioceexample the variation of the wave
period ratio which is studied in Chapter 4. Theadatere primarily sourced from the
National Data Buoy Centre (NDBC) and the CoastakDaformation Program (CDIP),
which are described in the following sections. Awmot benefit to using these
measurements is the fact that long term archiviésn an excess of 20 years data, exist

for many of the sites.
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3.4.1 National Data Buoy Centre (NDBC)

The National Data Buoy Centre (NDBC), which opesatgthin the National Oceanic
and Atmospheric Administration (NOAA) of the Unite@tates Department of
Commerce, is responsible for maintaining a netwafrlapproximately 90 measurement
buoys in the coastal waters — and the Great Lakesf the USA (Fig. 3.23). The most
common type of buoy utilised by the NDBC is the 8tem Discus Buoy, while the 6-
meter NOMAD BUOQOY and the 12-meter Discus Buoy amrencommonly deployed at
locations where survivability is important due tmgh seas. The measurement buoys are
located at a diverse variety of sites, and are ewbor water depths of up to 4 km. NDBC
makes both summary statistics and spectral datdablato users of its website and
many stations have archives of measurements whien@ beyond 20 years (National
Data Buoy Centre 2012).There is no monetary chavg@bligation to sign an access

contract, required in order to download the data.

3.4.2 Coastal Data Information Program (CDIP)

The Coastal Data Information program (CDIP) is a@veneasurement network operated
by the Scripps Institute of Oceanography at thevehsity of California San Diego. CDIP
operates a network of more than 50 measurement byoynarily Datawell Waveriders
— which a predominantly located along the coastalffornia and the Pacific Northwest.
As with the NDBC archives, measured spectral data loe easily accessed, free of
charge, from the CDIP website (Coastal Data InfdionaProgram 2012).
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Figure 3.23: NDBC Measurement buoy network. (Imageourtesy of Monterey Bay Aquarium
Research Institute).

3.4.3 Rossbeigh Beach, Co. Kerry

Researchers at HMRC have been conducting an onggang measurements campaign
at Rossbeigh, a barrier beach in Co. Kerry on thehsvest coast of Ireland, as part of a
study of a breach in the sand dune system (O'Sheal. €2011). Physical wave
measurements from Rossbeigh were collected ussggalaed mounted Valeport pressure
gauge at a variety of waters depths, including iatga the surf zone with an average
depth of 2 m. These data provide a useful referémcanderstanding the behaviour of

wave properties in very shallow water.
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Chapter 4: Ratios between Wave Period Parameters

4.1 Introduction

Characterising the wave energy resource in locatwinere there is a scarcity of quality
wave measurements - particularly spectral datacesstates the need for assumptions
based on theory to be made in order to infer somthe required parameters. For
example, the Irish M-Buoy network (Marine Institue®12) provides values for the
average zero-crossing period, @r Toz) but in the context of wave energy resource
assessment parameters such as the peak peripdtii€ energy period €), and
increasingly the mean period) are used more frequently. Wave models may suffer
from similar shortcomings if their outputs are dovased to a reduced range of
parameters in an effort to decrease computatioe.timorder to determine the necessary
Te values from limited datasets it has been commantjme to employ fixed conversion
factors based on a theoretical spectral shape,asi@retschneider or JONSWAP, which
is deemed to be representative of the dominantl ls@ae conditions. As a result,
assessments of wave energy resource which relyh@n practice are sensitive to
inaccuracies if the incorrect relationship betwparameters is assumed or if the spectral
shape considered characteristic for the data gorugriate.

An illustration of how an unsuitable assumption casult in imprecision in the
calculation of the available wave power is contdime the Accessible Wave Energy
Resource Atlas (ESB International 2005), the stethdeference for Ireland’s potential
resource. In this study the theoretical wave enegppurce was calculated from the
summary statistics Hand Tz, generated from a WAM forecast model, as wellramf
the M-Buoys deployed around the coast, using thadta

P = 0.55H2,,T,; (4.1)
which is based on Equation 2.5 under the assumphanls/ Top=1.12. This relationship
will henceforth be referred to as the wave periaiibr(WPR) for the remainder of this
chapter. To the best of the author’'s knowledgefitisé published reference to this form
of the equation is contained in an early reviewafe energy research (Glendenning and

Count 1976) which assumes that all measured recordsiataset can be represented by
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the Bretschneider spectrum. This formula has soe@n reproduced in other works (Pitt
2005; Barrett 2010; Dalton et al. 2010), as welirathe Irish Wave Atlas. A number of
other studies (Crabb 1984; Cornett 2008) - whido alssume a Bretschneider spectral
shape for the records being analysed — use alglidifterent WPR, with F/ To>=1.14.
The JONSWAP spectrum is considered representativihe assessment of the wave
energy resource of the United Kingdom (ABP MarimeiEonmental Research 2008) and
period ratio values ranging from 1.06-1.14 are eygd, depending on the magnitude of
the model-derived wave period and whether the td#a-$s dominated by a swell or

wind-sea system.

The prevalence of these disparate values of WPRbeaa source of confusion and
inaccuracy. This uncertainty can potentially inflae both the calculation of the
theoretical resource and also the estimation of V@E{put from power matrices; many
of these require values ofgTas an input, as shown in Section 2.3.1. The grgwin
availability of spectral measurements, and the lkdgweent of standards to allow for the
correct interpretation of these data (European méaftnergy Centre (EMEC) 2009;
EquiMar 2011; IEC Technical Committee 114 2012)owdd remove any ambiguity
associated with the calculation of wave power. &ses where the available data are
limited, however, the application of a user defiVg#®R is unavoidable so an improved
level of precision is required. It is with this &deration in mind that the research

presented in this chapter was undertaken.

In this chapter it is demonstrated that the us¢heffrequently-employed wave period
ratios cited earlier is erroneous and more suitablationships are presented for the
Bretschneider and JONSWAP theoretical spectra.hEurtore, analysis of measured
buoy data from real sea-states is used to illestitzdt this relationship can in fact vary
significantly in practise, depending on geographicaation and the prevalent wave
conditions. The variability that exists in specghbhpe and bandwidth, and the effect this
has on the relationship betweela dand Ty, is illustrated through the comparison of
recorded spectra with the Bretschneider spectrumalysis of a fifteen year dataset

measured by a buoy off the coast of Southern Caldas presented to illustrate how the
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WPR fluctuates on a seasonal and interannual b@sigoing collaborative work to
advance this understanding and suggest procedaresefecting suitable conversion
factors, undertaken as part of the European EnBeggearch Alliance (EERA) Joint
Programme on Ocean Energy, is also described.hibped that this work will allow for
more accurate use to be made out of limited dataseth as the measurements produced

by the M-Buoy network.

4.2 Wave Period Ratios for Standard Spectral Shapes

As discussed in the previous section, some stuofiesave energy resource rely on
theoretical spectral formulations to infer moreadlet information from the available

summary statistics where there is an absence ofured spectral or surface elevation
data. Several standard spectral shapes have besmrddéo describe sea-states by
applying fitting techniques to empirically colledtelata. In this section two commonly
used spectra in wave energy research - the Bratm@mSpectrum and the JONSWAP
Spectrum - are analysed and the ratios @ik that can be expected from them are

compared to the values used in the referencesiait8dction 4.1.

4.2.1 Bretschneider Spectrum
In order to derive the WPR for the Bretschneideec®pm a constantg, is introduced
to represent the relationship between the energgdy€le, and the zero-crossing period,
To2

Ty = agTy, (4.2)

This relationship can then be rewritten in termspéctral moments.

M1 o |2 (4.3)
mo B lm, '

By substituting in the values given in Table 2% spectral moments can be rewritten in

terms of A and B:
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4.4)

Equation (4.4) can be manipulated to show that1.206. Thus, for a Bretschneider
Spectrum the WPR is given by

Ty = 1.206T,, (4.5)
This indicates that the assumptions that the WRREhio Bretschneider spectrum is either
1.12 or 1.14 are inaccurate. By substituting Eque#i.10 into Equation 2.3 it is possible
to calculate the average wave power using the suynstatistics H,p and T

P = 0.59H2,Ty, (4.6)

If this is compared to Equation 4.1, which assunaedg/Ty, ratio of 1.12 for the

Bretschneider Spectrum, it is possible to concltitet studies which assumed the
incorrect WPR value, such as the Accessible Waverdyn Resource Atlas (ESB
International 2005), underestimated the availatdgernpower by approximately 7% if the

Bretschneider spectrum is considered to be reprasanof the prevalent conditions.

4.2.2 JONSWAP Spectrum
Following the approach used previously for the 8tkheider Spectrum it is possible to
derive a wave period ratiaxj) between the energy periodg, Tand the zero-crossing
period, Ty, for a JONSWAP Spectrum.

Te = oyToy (4.7)

Equation 4.13 is restated in terms of spectral mmsi@ Equation 4.14.

m_; my
me I |m, (4.8)

Substituting the values of the spectral momentsims of Hy, wp andy from Table 2.3

gives
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1 42+y 1

2,1

2nllih Sy TgH? i
1 =0 |32 11 + (4.9)
— H2 T[_HZfz 4
1677 4 slp 54y

Equation 4.15 is simplified in stages which allowsto be written in terms of in
Equations 4.10.

_(4.2+y> 11+vy

1
= . 2 4.10
Y 5+vy 5+y) ( )

By applying Equation 4.10 the WPR value for a JONSSpectrum is given in Table
4.1 for a range of values. It is noticeable that as expected the wa@d ratio is
similar to that of the Bretschneider spectrum when, though the values are not
identical due to slight discrepancies in the gdsad values of the spectral moments in
Table 2.3 and Table 2.3. The WPR decreases asetiles pf the spectra become more
pronounced. Table 4.1 also indicates that it issipbs to generate spectra with WPR
values of 1.12 and 1.14 which were cited in Sectidnusing the JONSWAP formula,
however to do so requiresto equal 10 and 7 respectively. It has been sh(@ehi
1998) thaty follows a normal distribution with a mean of 313daa standard deviation of
0.79. This suggests that such high valuesy adre unlikely to occur in the ocean.
Therefore, the corresponding WPRs are unrepresantaitreal sea states and so should
be considered inaccurate.

WPR

1.22
2 1.20
3.3 1.18
5 1.16
7 1.14
10 1.12

Table 4.1: Te/ To,wave period ratios for JONSWAP Spectra
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4.2.3 Effect of Spectral Shift on the Wave Period &io

As well as quantifying the correct values of thevev@eriod ratios for the Bretschneider
and JONSWAP spectra it was also decided that tisgigpo of a fixed spectral shape
along the frequency axis should be investigatea fdtevance of this analysis will be
illustrated in Section 4.4, where it is demonstiatieat the average spectral shapes for
certain groups of similar sea-states resemble tieeséhneider approximation, but are
shifted towards the lower end of the frequencyescalwave spectrum is generated by
inputting the commonly occurring values of,¢+ 3m and T, = 7s into Equation 2.8.
The resulting spectrum is then translated in discsteps along the frequency axis, with a
maximum shift of 0.05Hz towards the higher and IoWwequencies, as illustrated in Fig.
4.1. As the spectrum is shifted the magnitudeshef gpectral ordinates and the area
beneath the curve remains the same, indicatingthi@gatariance and the energy of the
wave system being described are constant. Thetirespbwer of the sea-state does vary,
however; it is increased as the spectrum moves rtsvehe lower frequencies and

reduced as it approaches the higher frequencies.

— Original :
— =~ Min. Shift
———Max. Shift

Frequency [Hz]

Figure.4.1: Shifted Bretschneider Spectra
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From inspection of Equation 2.1 it is evident ttias translation of the spectrum along
the frequency axis will not affect the various gpgcmoments to the same extent. The
magnitudes of the three spectral moments whiclienite the & and T, parameters, m
1, Mp and m, are graphed against the degree of spectral shiffig. 4.2 for a
Bretschneider spectrum with inputs of¢#3 m and },=7 s. ny is seen to decrease as
the spectrum shifts from low to high frequenciesilavithe value of m increases. m

remains constant as the spectrum is translateddihe fact that n = 0 in Equation 2.1.
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s | | I I \ | | | |
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o : :
0.005 I \ I I \ \ \ \ \
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Figure.4.2: Moments of the Bretschneider Spectrum ., my and m, — graphed against spectral
frequency shift for Hc=3m and To=7s

Table. 4.1 states that if gns constant then gl'is proportional to m whereas §; is
proportional to 2. The resulting effect of translating the positifrthe Bretschneider
spectrum on the parameterg @and To, is illustrated in Fig. 4.3(a). As expected the

magnitudes of both parameters increase as thergpeds shifted towards lower
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frequencies, with the gfcurve displaying a steeper slope. As a resultTiHéy,, WPR

varies, and can be seen to increase as the spersimifted to lower frequencies (Fig.
4.3(b)). This result is also relevant to real siedes. In Section 4.3.4 it will be shown that
for certain wave climates more of the spectral gnés distributed among the long period

components than what would be expected from thesBnaeider spectrum.

(@

Tyz 18]

4 | i i i I I i i i

-0.05 -0.04 -0.03 0.0z -0.01 o 0.01 0oz 0.03 0.04 0.05

Frequency Shift [Hz]

TeﬁUZ

—— Bretechneider T/T,, =1.2

-
@

1 | i i | | |
0.0 004 -0.03 -0.02 0 [i 0.0 002 003 0.04 [l

Frequency Shift [Hz]

Figure.4.3: To and Ty, (a) and Tz/T, ratio (b) graphed against Spectral Frequency shift

4.3 Wave Period Ratio in Real Saes

As the results detailed in Section 4.2 relate ¢olthe case of theoretical spectra, analysis
of measured wave data, collected at a number tdrdiit water depths and geographical
locations, was carried out in order to assess hgpliable the theoretical WPR of 1.2
derived previously is to real sea-states. Measuseekctral data were obtained and

analysed, rather than relying on archived valugh®fsummary statistics of interest. The
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average HTo, wave period ratios at each site are presenteceatidh 4.3.1. More in
depth analysis of this relationship is presenteddar selected locations in Section 4.3.2,
while the correlation between the ratio and spéstrape is examined in Sections 4.3.3-
4.3.6

4.3.1 Wave Period Ratio from Measured Data

The nature of the WPR in real seas was analysed nseasurements obtained from four
geographical regions: Ireland and the United Kingddhe eastern seaboard of the
United States; and the states of Oregon and Cailia@mn the US Pacific coast. Data from
Irish waters were obtained from the wave buoysahw@y Bay and at AMETS, and from

a previous measurement campaign near Loop HeadZl@e@ (Holmes and Barret 2007).

WPR values were also obtained for EMEC in Orknesgtiand (Cradden 2012) and the
Wave Hub Test site off the coast of Cornwall (Sn2@12) through the European Energy
Research Alliance (EERA) Marine Joint Programme.nfentioned in Section 3.4, data
from the United States were obtained through thbsites of the National Data Buoy

Centre (National Data Buoy Centre 2012) and thepfsrinstitute of Oceanography

(Coastal Data Information Program 2012).

Measured spectral data was processed and anatyseddh location, rather than relying
on archived values of the summary statistics adraggt. Spectral moments and important
wave parameters were derived from the observedtrspdollowing the methods
described in Chapter 2. The characteristic WPReémh location is defined in Equation
4.19 as the average value @fTo.

N
1N (Tg):
Tg/Tor = —
#ffo =, + (Toz)
1=

The details of the datasets and the computed WBR#é various regions that were

(4.19)

studied are compiled in Tables 4.5-4.8. A selectbrsites with unique characteristics
which produced distinctive WPRs is also includedlable 4.9. Data analysed in this
section were obtained from a number of differepetyof measurement buoy, primarily
surface following Datawell Waverider buoys and 8me diameter PRH buoys operated

by the NDBC. Where possible, a full year’'s worthdata was analysed at each location
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to prevent seasonal bias affecting the resultsottuniiately there is poor data availability
during the summer months for the Belmullet and Lélgad buoys and the operation of

the buoy in Lake Michigan was limited in winter dioeice coverage.

It is evident that distinct ranges of the/Ty, ratio are associated with each of the
geographical regions that were studied. The avevafiges of E/To, calculated from
buoy data measured off the Atlantic coast of théddinStates (Table 4.3) can be seen to
agree quite well with the Bretschneider approxioratiMost of the datasets from this
region which were analysed were found to have atiiese to 1.2, though a value of
1.24 was calculated for the Virginia Beach buoys Ihoticeable that the range of values
from the Pacific coast conforms poorly to what xpected from the theoretical spectra.
The WPRs for the Oregon buoys (Table 4.4) lie ia tange 1.26-1.30, while to their
south the locations off the Californian coast (Ea#l5) exhibit higher ratios (1.27-1.38)

with a greater degree of variation between sites.

WPRs derived from measurements at the exposedtistisites in Ireland and the UK are
even higher, ranging from 1.32-1.44 (Table 4.2)isTis significant in the context of

wave energy resource assessment and economic mgdehen one considers that, as
mentioned previously, a value of 1.12 has oftemlessumed. If the WPR derived from
the AMETS and Loop Head observations were considéwebe characteristic for the

entire Irish western seaboard the magnitude ofttie®retical wave energy resource
presented in the Accessible Wave Energy Atlas (E&Brnational 2005) could be

revised upwards by 18%.

Location Data Buoy type Water TelTo2
Period depth

AMETS 2010 Datawell Waverider| 50m 1.32

Loop Head 2004 Datawell Waveridef ~ 50m 1.33

EMEC 2010 Datawell Waverider| 50m 1.38

Wave Hub 2009-2010 | Seawatch Mini 40m 1.44

Table 4.2: Wave period ratios for Irish and UK exp@ed sites
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Location NDBC Data Buoy type Water TelTo2
Station Period depth

Nantucket, 41001 2010 NDBC Discus65m 1.205
Massachusetts Buoy

Cape Hatteras, 44008 2010 NDBC Discus4462m 1.207
North Carolina Buoy

Virginia Beach, 44014 2010 NDBC Discus95m 1.244
Virginia Buoy

West of Bermuda 41048 2010 NDBC Disqus261m 1.208

Buoy (12m)
Table 4.3: Wave period ratios for US East Coast Sis
Location NDBC Data Buoy type Water TelTo2
Station Period depth

Colorado River Bar, 46029 2010 NDBC  Discus135m 1.274
Oregon Buoy

Tillamook, 46089 2010 NDBC Discus2230m 1.260
Oregon Buoy

Stonewall Bank, 46050 2010 NDBC Discusl123m 1.263
Oregon Buoy

Umpqua, 46266 2010 Datawell 186m 1.299
Oregon Waverider

Table 4.4: Wave period ratios for Oregon sites
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Location NDBC Data Buoy type Water TelToz
Station Period depth

San Francisco, 46028 2010 NDBC  Discus55m 1.295
California Buoy

Point Sur, 463298 2010 Datawell 366m 1.346
California Waverider

Cape San Martin, | 46028 2010 NDBC Discusl1158m 1.273
California Buoy

Diablo Canyon, 46215 2010 Datawell 23m 1.378
California Waverider

Table 4.5: Wave period ratios for California sites

Location NDBC Data Buoy type Water TelTo2
Station Period depth

Galway Bay N/A 2010 Datawell 25m 1.447
Waverider

Duck, 44100 2010 Datawell 26m 1.389

North Carolina Waverider

Pensacola, 46039 2010 NDBC Discus307m 1.133

Florida Buoy

South Lake 45007 2010 NDBC Discusl160m 1.048

Michigan Buoy

Table 4.6: Wave period ratios for miscellaneous st

Analysis was also carried out on a number of dédabkat were recorded at locations that
experience site specific wave conditions (Table 4&d are presented as examples of
WPR values which diverge greatly from those at dpen ocean sites discussed
previously. Very low ratios were calculated frone theasurements taken in the Gulf of
Mexico near Pensacola, Florida, and from the buoyouth Lake Michigan. Both of
these sites are relatively fetch-limited and rarekperience sea-states withyd+> 2 m

(though there have been instances in the past whereensacola buoy has recorded H
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> 12 m during hurricane conditions). In contrasatadfrom Galway Bay — a semi-
enclosed site — display much higher WPR that tlahyeoffshore buoys at AMETS and
Loop Head. As illustrated in Chapter 3 Galway Bapeziences a unique mix of local
wind seas and longer period swell which can erterbay through the channels which
separate the Aran Islands from the mainland. Téssilts in the frequent occurrence of
bi-modal spectra, particularly in low sea-states, 1 m) where they have been
observed to account for 40% of spectra (Barre#.e2009). The WPR at Duck is higher
than the other location along the US East coastgekier this buoy is moored in shallower
water close to the shore and experiences interngediater depth conditions more than
67% of the time, whereas data from the other buroysis region can be considered to be
from predominantly deep water. Thus the spectrasored at this point are likely to have
undergone a degree of transformation as they petpdgfrom the oceanic waters

towards the coast.

4.3.2 Variability of the Wave Period Ratio

Annual average values were used in the previousoseto characterise the expected
WPR at the locations being analysed. In reality telationship is transient and its values
can fluctuate significantly at a site dependingtea incident wave conditions and the
composition of the wave spectra. This variabilgyliustrated in Fig. 4.4 which plots the
evolution of the WPR and the significant wave heigheasured by the Datawell
Waverider at the 50 m depth at AMETS in Januaryl201
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Date

Figure 4.4 Time series of wave period ratio and kK, from AMETS 50 m depth (January 2011)

Fig. 4.4 highlights that the WPR is not a statiaumfity and that it is loosely correlated to
Hmo; in general E/Toz is higher in low sea-states, and vice versa. fdlaionship is also

evident in Figs. 4.5-4.8 where the WPR is plottgdiast the correspondingivalues

for datasets of one full year. Four sets of measands from locations deemed to be
representative of the general geographic locatiotteduced previously in Tables 4.5-
4.8; AMETS (50 m depth), for the West Coast ofdrel; Nantucket, for the US East
Coast, Umqua, Oregon; and the buoy off San FramciSalifornia, were selected for

further analysis.
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Figure.4.5: Wave period ratio plotted against H,, for AMETS (2010)
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Figure.4.6: Wave period ratio plotted against H, for Nantucket (2010)
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Figure.4.7: Wave period ratio plotted against H,, for Umqua (2010)
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Figure.4.8: Wave period ratio plotted against K, for San Francisco (2010)
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Despite large amount of scatter and many indivigualiers similar trends are apparent
in all four cases presented in Figs. 4.5-4.8. kv&lent that large discrepancies exist in
the relationship betweensa&nd Tp, when the significant wave height is low and thne t
highest WPR values tend to occur during these &etiyy occurring conditions.
Conversely, WPRs are constantly closer to the vadfiel.2 derived from the
Bretschneider spectrum during the greater seasstBr@minent outliers which occur in

Fig. 4.5 for the AMETS measurements are discugs#aei next section.

H 1 51, TEIT02 2.06 H 3 09, TEIT02 1.54
6 20
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Frequency [HZz] Frequency [HZz]
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Figure 4.9: Outlier spectra from Fig. 4.6 plotted gainst their Bretschneider equivalents

4.3.3 Multimodal Spectra
The spectra from four of the outlier points in Hg5 for the AMETS data are plotted

against their equivalent Bretschneider spectrurkign 4.9. Two of the most noticeable
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outliers — the points with kb of 5.95 m and 11.75 m, an@/Ty; equal to 1.76 and 1.45
respectively — are included as they present pdatiguinteresting cases. An obvious
similarity is apparent in Fig. 4.9, with multiplegks evident in the measured spectra and
the primary peaks occurring at lower frequenciemtthe peaks of the corresponding
Bretschneider spectra. For these cases much ttemearof the spectra is shifted towards
the low frequency components; as Fig. 4.3 dematestrthis will result in an increase in
the WPR.

In order to investigate any correlation betweenduality and the WPR in a quantitative
manner it is first necessary to identify instanoéslouble peaked spectra. Criteria for
designing algorithms to detect these events ugiegconfidence intervals of the wave
spectrum have been outlined by a number of autf@redes Soares 1984; Guedes
Soares 1991; Rodriguez and Guedes Soares 199%) avkimple and robust procedure -
which has been used previously in the analysis afes from Galway Bay - was
developed by Barrett (2010). Following this methody a spectral ordinate can be
considered to be a valid secondary peak if:

— The peak is a local maximum

— If it has a magnitude of at least 15% of,a{J

— Separated from the primary peak by a period oéadtl2 seconds
This method was adapted in the analysis presemezido that various levels of ‘multi-
peakedness’ could be discerned. A further criteti@t the magnitude of the secondary
peak must be a defined percentage (e.g. 115%)egréan the shallowest point of the
trough separating it from the primary peak wasodticed and the separating distance
between the peaks was varied between 1 s to 5esmibst stringent case - a secondary
peak significantly larger than the trough and safgal from the spectral peak by 5 s —

selected a small number of instances which coulddssed as ‘extremely bimodal'.

By applying this methodology to the data measutedMETS in 2010 (13189 spectra) a
series of groups of increasing multimodality wemmpiled. The method applied by
Barrett identified 3723 cases at AMETS for the 2@iEaset, approximately 28% of

measurements; this corresponds reasonably well thdéhwork of Guedes Soares who
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showed that bimodal spectra composed 22% of ob#emgaat a North Atlantic location
(Guedes Soares 1984). Separating the multimoda&trapom the general population
allows Fig. 4.5 to be redrawn in Fig. 4.10. Thegectra are shown to occur primarily
during low sea-states ({d < 3 m) and display a higher WPR (1.352) than #raainder
of the measurements (1.300). Single-peaked seabecaaen to account for many of the
highest values of the WPR but also contribute nodsthe instances where the WPR
approaches the value of 1.2 derived from the Bhetsicler spectrum.

22

Unimodal
% o [ x Multimodal
' [ (AR ) [ TE = 1.2T02 (BS Spectrum) |

0 5 10 15
H ,[m]

mO0

Figure.4.10: Wave period ratio plotted against K for unimodal and multimodal seas for AMETS
(2010)
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Peak Secondary Peak — Trough Difference
Separation
5 105% 110% 115% 120% 125%
1 1.350 1.360 1.368 1.375 1.381
(4001) (3048) (2475) (2075) (1802)
2 1.352 1.363 1.370 1.376 1.382
(3723) (2890) (2389) (2022) (1769)
3 1.365 1.373 1.378 1.383 1.387
(2928) (2413) (2086) (1829) (1643)
4 1.383 1.391 1.396 1.400 1.402
(2083) (1765) (1556) (1412) (1305)
5 1.409 1.417 1.422 1.426 1.428
(1226) (1059) (959) (887) (838)

Table 4.10: Average wave period ratios for selectegtoups of multimodal spectra. Number of spectra
in each group included in brackets.

The average WPR for each of the groups of multkpdaspectra are collated in Table
4.10. These results show that populations of spélkait have multiple peaks separated by
longer and deeper troughs are shown to consisteigplay the highest average WPR
values. The occurrence of a significant proporobthese spectral conditions within the
AMETS dataset can be deemed at least partly reggenfer the high average WPR,
particularly among the low energy sea-states.

4.3.4 Average Spectral Shape

Multimodal spectra represent explicit examples ewidtion from the Bretschneider
shape. Further analysis was carried out to askeskevel of variation exhibited by the
general population of data. Spectra from the 20MEAS dataset with similar, and
frequently occurring, summary statistics — highteghin the scatter diagram of,\HTo2
occurrence presented in Fig. 4.11 — are groupedpbotted in Fig. 4.12. These spectra
were obtained from the .spt files produced by thav@vider buoy, described in Section
2.2. The chosen scatter diagram elements arelas/ol
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— 15m<Hp<2m,4s<§<5s (very few instances of this sea-state oeduat

the San Francisco buoy so the range 5 §,<B s used instead)

— 2m<Hw<25m5s<{J<6s

— 3mM<Hp<35m,6s<f<7s

— dm<Hp<45m,7s<J<8s
The same sea-states were also analyzed for theitkant(Fig. 4.13), Umqua (Fig. 4.14)

and San Francisco (Fig. 4.15) datasets. Sea-stages grouped usingof rather than

other alternative measures g, Ty, Toz etc. - as this is the most commonly featured wave

period parameter in the limited datasets that darsthe west coast of Ireland.
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Figure.4.11: Occurrence Scatter plot for the Belmuét site with cells selected for analysis highligled.

In Figs. 4.12-4.15 all of the measured spectra ticatirred within these ranges at each

site are plotted, with the maximum and minimum $@éordinate at each frequency

component indicated by the solid black line. Therage of the spectral ordinates is

shown as the blue line and gives a general indicatif the spectral shape that can be
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expected at each site. The equivalent Bretschneigectrum that is also plotted is

derived from calculating the spectral moments & dverage spectrum and fitting the

spectrum using Equation 2.8. Comparison betweersethevo spectra indicates

gualitatively how well the theoretical spectrum cléses the real conditions at the

various locations.
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Figure.4.12: Individual, average and equivalent Breschneider spectra for selected sea-states from
AMETS.
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Figure.4.15: Individual, average and equivalent Breschneider spectra for selected sea-states from
San Francisco.

From visual inspection of Figs. 4.12-4.15 it appe#inat the average spectra from
Nantucket closely match the theoretical spectrapsh, though their peaks become more
pronounced as kb increases. Measurements from this site had amgeé PR of 1.205,
similar to that derived for the Bretschneider Speutlt is notable that while the average
spectra from the AMETS, Umqua and San Franciscasdéd also display reasonable
agreement with their equivalent Bretschneider spett they are shifted towards the
lower frequency components. As with the cases®htiltimodal spectra in the previous
section this influences the derived spectral momand results in a higher WPR. These
plots also show that the resemblance of the avergmectra to the equivalent
Bretschneider shape is poor for the low sea-stdteach site, while the greater sea-states
exhibit good agreement. This corresponds well withplots of WPR against.ld (Figs.
4.5 — 4.8) where dTy, approaches 1.2 more consistently ag idcreased.
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4.3.5 Level of Fit

The level of fit between wave spectra has been octedpin previous studies using a
range of statistical tools. In this section theeggnent that exists between the shapes of
the measured spectra and their Bretschneider dquotgais investigated quantitatively
using the error measures proposed by Sakhare aad2D@9), namely the correlation
coefficient R, the root mean square error, RMSH] #re mean absolute error, MAE.

These parameters are derived using the followinggons:

Z[Smeas (fl) — Ymeas (ﬁ)] [Stheory (fl) - Stheory (fl)]

R= (4.19)
\/Z [Smeas(fi) - Smeas(fl)]z Z[[Stheory(fi) - [Stheory(fl)]z
1 N
RMSE = NZ(Smeas(fi) - Stheory(fi))z (4.20)
1 N
MAE = NZ'Smeas(fi) - Stheory(fi)' (4.21)

The calculation of R was limited to the frequenagge 0.05Hz<K0.2hz, wherefis the
frequency of the maximum spectral ordinate, as amapts outside this range will tend
to have little influence on the derived spectrainmats while RMSE and MAE, both of
which have units of AiHz, were normalised by dividing by the maximum cips
ordinate, i.e. the value ofna{fp). Negative values of R are rare, but where they ar
detected they are seen to correspond to cases ahaight inverse relationship exists
between the spectra, such as for bimodal specteaaemte peak of the Bretschneider
spectrum lies between the wind sea and swell coemien Selected measured spectra
from the AMETS dataset that display both high ama Values of agreement with their

equivalent Bretschneider spectra - defined by tReralue - are presented in Fig. 4.16.
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Figure.4.16: Outlier spectra from Fig. 4.6 plottedagainst their Bretschneider equivalents

The average values of R, RMSE and MAE computed fiteendatasets from each of the

four locations — AMETS, Nantucket, Umqua and SaanEisco — are compiled in

Table 4.11. These values do not yield an obviolstiomship between spectra which

display good agreement with the Bretschneider specand a low WPR; in fact these

results indicate that the AMETS observations — Wwhroduced the highest average

WPR — exhibit the highest level of conformity. Moodvious trends are noticeable

when individual values of the fit parameter R al@tpd against the corresponding WPR

in Figs 4.17-20. A colour scale is also includedhase figures as a means to highlight

the density of occurrence of individual points witthe centre of the overall scatter. For

all four datasets it can be seen that while martjjensi exist, in general the spectra that

have the best levels of fit with the Bretschneisigectrum tend to have the lowest ratios.

Equivalent figures are included in Appendix | faMBE and in Appendix Il for MAE.
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Station R RMSE | MAE |T dTo2

AMETS 0.745| 0.124 | 0.051 1.32
Nantucket 0.735| 0.142| 0.072 1.205
Umqua 0.736| 0.123| 0.058 1.299

San Francisco| 0.711 0.154 0.077 1.295

Table 4.11: Average values for fit parameters for Bimullet, Nantucket, Umqua and San Francisco
locations
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Figure.4.17: Wave period ratio plotted against Corelation Coefficient, R, for AMETS (2010)
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Figure.4.18: Wave period ratio plotted against Corelation Coefficient, R, for Nantucket (2010)
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Figure.4.19: Wave period ratio plotted against Corelation Coefficient, R, for Umqua (2010)
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Figure.4. 20: Wave period ratio plotted against Carelation Coefficient, R, for San Francisco (2010)
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Figure.4.21: Wave Period ratio plotted against RooMean Square Error, RMSE, for AMETS (2010)
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Figure.4.22: Wave period ratio plotted against RooMean Square Error, RMSE, for Nantucket
(2010)
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Figure.4.23: Wave period ratio plotted against RooMean Square Error, RMSE, for Umqua (2010)
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Figure.4.24: Wave period ratio plotted against RooMean Square Error, RMSE, for San Francisco
(2010)
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Figure.4.25: Wave period ratio plotted against MearAbsolute Error, MAE, for Belmullet (2010)

100



Occurrence

13 T
: M 1.2T,, (B5 Spectrum)
18- 3 = 4
x % x
17 SRS = =
xow x XX x E3
B
x Lk _
.
®ow R * [ 7
: ERa : T
x.x ER—— ks
(S SR I .
o H Rxx oy o kA4
K X “xx;‘ x x
3 E; e .
i B T
X M ® " ®
*, Eiah s ® B * |
g SexiF R *
XK *
Q{xﬁ x X . x
> —
x*x% %
=
1 I I 1 i I I
a 0.05 01 0.15 02 025 03 035

Normalised MAE

Figure.4.26: Wave period ratio plotted against MearAbsolute Error, MAE, for Nantucket (2010)
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Figure.4.27: Wave period ratio plotted against MearAbsolute Error, MAE, for Umqua (2010)
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Figure.4.28: Wave period ratio plotted against MearAbsolute Error, MAE, for Umqua (2010)

4.3.6 Spectral Bandwidth

Spectral bandwidth is an important parameter ferrépresentation of sea-states and is
particularly useful in the study of spectral shalpeFigs. 4.21-4.24 values of the WPR
derived from observed spectra from the Belmullethfdcket, Umqua and San Francisco
buoys are plotted against the corresponding baridwidrameterg; ande, given by
Equation (2.6) and Equation (2.7). These figurepldy a strong relationship between
Te/To2 and spectral bandwidth at each of the locatidns. noticeable that the narrowest
spectra, i.e. those with valuessafande; approaching 0, also tend to display the lowest
Te/Tozratios. Conversely, the wide banded spectra acdoutiie higher values ofgl Ty,
and mainly occur when k4 is low, which agrees with the conclusions presgegglier in
this chapter. This relationship would be a usedal for selecting an appropriate WPR
for different sea states — a linear best-fit lioelld be easily added to Figs. 4.21-4.24 —
however in the majority of cases values of the badih tend not to be supplied in the

absence of spectral data.
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These results also help confirm the suppositioresvdr from the visual analysis of
observed spectra in the previous sections. Theagesrof the measured spectra taken
from the AMETS, Umqua and San Francisco buoys tenaontain additional low
frequency components, leading to an increased rspdndwidth and consequently a
higher Te/To, than their Bretschneider equivalents, while thecspeobserved at the
Nantucket buoy were seen to be slightly narrowéih) wore pronounced peaks, though
they still produced an average/Ty, of 1.21 which is close to what is expected from a
Bretschneider spectrum. The combination of thesdiess provides a valuable insight into
the importance of the dominant spectral shape teroéning the relationship betweeg T

and To, at a particular location.
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Figure.4.29: Wave period ratio plotted against bandidth parameters g, (top) and ¢, (bottom) for
AMETS (2010)
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Figure.4.30: Wave period ratio plotted against bandidth parameters g; (top) and g, (bottom) for
Nantucket (2010)
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Figure.4.31: Wave period ratio plotted against bandidth parameters g; (top) and g, (bottom) for

Umqua (2010)
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Figure.4.32: Wave period ratio plotted against bandidth parameters g; (top) and &, (bottom) for
San Francisco (2010)

4.4  Long Term Variability in the Wave Period Ratio

Wave conditions are known to exhibit variabilityes\seasonal, interannual and decadal
time scales. The possibility of the WPR displaylogg term trends was investigated in
order to assess whether any variations should bsidered significant over the lifetime
of a WEC development. Due to the lack of recordsufficient duration from the buoys
off the Irish coasts a 15 year dataset of measurt=T(@997-2011) taken from NDBC
Buoy 46215 located near Diablo Canyon in Southeahf@nia was analysed. In Table
4.8 it was noted that the average WPR calculatethfs location for the year 2010 was
1.378. The prevailing wave climate measured by lthisy over the 15 year period is
summarised in the scatter plot of,dTe occurrence (Fig. 4.26). Metocean conditions at
this location are noticeably more benign than thaiséhe Atlantic facing sites off the
coasts of Ireland and the United Kingdom. The ayeracident wave power is 14.9
kW/m and few sea states with,kigreater than 4m are encountered.
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Figure 4.33: H,o-Te percentage occurrence for Diablo Canyon buoy (1992010)

4.4.1 Interannual Variability

The average annual values of wave period for e&tinecl5 years of available data were
computed from the measured wave spectra. The semdtillustrated in Fig. 4.27. These
values of the WPRange from 1.37 to 1.41, a percentage differen@ppfoximately 3%.
The overall average figure for the 15 year peri@s W.4. The average values of the WPR
are also plotted against the annual average anvaiad power for each year in Fig. 4.28
While the previous analyses indicated that indigiciea-states with low values of/ Ty,

are associated with increasing wave power ther@igliscernable trend apparent when

annual averages are assessed, with the most eagrgets displaying a wide spread of
values.
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Figure 4.34 Annual average wave period ratio for Giblo Canyon buoy (1997-2011)
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Figure 4.35 Annual average wave period ratio vs. amal average wave power for Diablo Canyon
(1997-2011)
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4.4.2 Seasonal Variability

Rolling averages of gTy, and wave power were computed with window lengtlorod
week, one month and three months and the reslisdrdted in Figs. 4.29 - 4.31. The
strong seasonal trends in wave power are evidetht,well defined peaks for each winter
period and corresponding troughs in the summer hspthough the plots of the period
ratio tend not to follow as smooth a profile. Thesmasonal trends are most easily
identifiable in Fig. 4.31 where the 3 month windewas applied. Visual inspection of Fig.
4.31 suggests that in general peaks of wave powiacide with lower value of gTg,
though instances where the opposite is true are elsdent. This is confirmed by
statistical checks which indicate that there istals degree of negative correlation (-

0.24) between the two series.
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4.5 Discussions and Guidelines for Selecting Apprdate Wave

Period Ratios

This chapter has defined a new parameter, the waemod ratio (WPR), and
demonstrated that WPR values of 1.12 and 1.14 whaede previously been employed in
some studies are unrepresentative of either thes®@neeider or JONSWAP spectra. It
has been shown thagF1.2Ty, is the correct relationship if the Bretschneideape is
assumed to represent the sea-states, while fantise common JONSWAP form=3.3)
Te=1.18Ty, should be used to convert the zero-crossing pdddtie energy period for
the calculation of wave power. Furthermore, thelyaigm of observed spectra in Section
4.3 indicates that the WPR is generally higher ttese theoretical relationships for real
sea conditions, depending on the geographicalitotaind the prevailing wave climate.
It has been shown thatzTis approximately equal to 1.3gToff the West Coast of
Ireland. If this ratio is assumed to be uniform tfé Irish seaboard the value of the
theoretical wave energy resource presented inritble Accessible Wave Energy Atlas
(ESB International 2005) should be revised upwayd$8%.

It has been also been shown that the relationgtipden Eand Ty, is heavily influenced
by spectral shape. As Section 4.3.6 illustratesyethis a close correlation between
spectral bandwidth and the WPR, while it was obs@mn Section 4.3.5 that degree to
which sea-states’ spectra conform to the Bretsclandormulation is generally indicative
of the value of FTo,. While the average spectral shapes at the Irish @& Pacific
coasts show reasonable agreement with the equivBtetschneider spectra they can be
seen to contain greater contributions from longgoecomponents, particularly for low
sea-states. This deviation from the theoreticapsha compounded by the occurrence of
multimodal spectra which contain both sea and swplits and which display high WPR
values. As Section 4.2.3 demonstrated, WPR wilidase if the variance of the wave
spectrum is shifted towards the lower frequendks, may explain why the WPRs at
these locations were greater that the theoretgsalraption.
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In practice, to avoid errors associated with theati@n in the WPR for real conditions,
sea-state parameters should be derived directiy ibserved spectral data if available,
rather than relying on archived summary statigticisolation. Similar analysis could be
carried out for other wave period parameters. Kamgple Tp is often included in limited
datasets. TheglTpratio for a Bretschneider spectrum is 0.85 whileasarage value of
0.83 is derived from the measured data from Belmullt is recommended that an
appropriate WPR should be calculated from measurerfeom a nearby buoy or wave
model grid point if spectral data are unavailableadocation of interest, rather than
assuming a value from a theoretical spectrum. Thwyd near AMETS and Loop Head
returned similar WPR values (1.32 and 1.33 respelg)i despite their physical
separation; a comparable value could be used taneehthe summary statistics provided
by limited datasets off the Irish west coast suctha M-buoy network. Similarly, WPRs
derived from the closest measurement buoy couldaaied for the other regions
analysed in this chapter; the US Atlantic coastegon and California. Section 4.4.
highlighted the seasonal trends in the WPR, thdgllacalendar year's worth of data
should be analysed to ensure an unbiased resutheficollaborative research is being
carried out as part of the EERA Marine Energy J&rdgram with the aim of collating
data from exposed Atlantic locations in Europentdging regional trends in the WPR
and defining standardised guidelines for estimating wave energy resource from
limited datasets.
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Chapter 5 Wave Energy Resource Characterisation

Chapter 2 showed that the gross, theoretical, waveer has been the primary output of
many previous research studies, however it shooide considered as the sole criterion
when assessing the energy resource during a daetisa process. As illustrated in
Section 2.3, various other characteristics willuahce WEC performance and should
also be investigated. Identifying the importancetladse characteristics constitutes the
focus of this project. The previous chapter chagézhthe use of unsuitable wave period
ratios in the analysis of ocean wave data. Heeey#tidity of the deep water assumption
— required to justify the use of Equation 2.5 técakate wave power — is contested
using examples drawn from the analysis of the nredsand modelled wave data that
have recently been made available from AMETS. T$8se impacts on the accuracy of
estimates of the available energy at a potentiaewarm location, and outputs from the
fifteen year SWAN model of the test site, whichlute data from depths ranging from
10 m-150 m, are used to demonstrate this influgueatitatively. The general nature of
the wave energy resource is also characterizetydimg the identification of the most
energy rich sea-states and an assessment of thigisgnof devices to the probability
distribution of combinations of wave height and ipér Spectral variability, and its
potential implications on WEC performance, is alemonstrated and discussed.

5.1 Influence of Water Depth on the Calculation ofWave Power

The relative depth — the metric used to defineappropriate depth conditions — will
not be constant at typical deployment sites foratiily WECs. Relative depth is
dependent on the length of the incident waves, thusill vary in relation to the
prevailing climate, as well as the water depthdascribed in the previous section, wave
power is commonly calculated with the assumptiondekp water conditions. The
influence that the variation of relative depth leasthis assumption is investigated in the

following sections.
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5.2.1 Variation of Gy and P in Finite Depths

The properties of the frequency components of theeaspectrum are influenced by the
water depth, d. According to convention three défe depth regimes are proposed;
deep, intermediate and shallow. These conditioesdafined by their relative depth,
which is the ratio between d and the deepwater leagéh, Lo, of the prevailing waves.
For deep water the relative depth is sufficiendlgge so that tanhf@/ o) =~ 1. This is
generally accepted as occurring when #p2 (Kinsman 1965; USACE 2002), though
Tucker and Pitt (2001) note that waves propertegrbto be affected by depth when d >
Ao/4. The corresponding threshold between intermediad shallow water is in practise
considered to be d x/20 (USACE 2002).

The different relative depths for each of the fregry components that form a wave
spectrum have implications for the calculation ofver. The group velocity term,;Cs
present in Equation (2.3), and is a depth-depenukiaimeter. The values of @r deep,
intermediate and shallow conditions can be detegthiinom the equations contained in
Table 5.1, along with the respective formulae Xaand the wave celerity, C. It can be
seen that gis constant in deep water, which allows for thegification of Equation
(2.3) to Equation (2.5). For Shallow watey €C.

Shallow Water Intermediate Water Deep Water
Relative
Depth d <Xo/20 Ao/20 < d <\o/2 d /2
T? 2nd T?
A A=T\gd 1=9 tannZ2 1= = 4o
21 A 2T
gT 2nd gT
NI C o tanh 1 C o
1 4rtd /A gT
C — — — _— = —_—=
9 Cg =94 Co=3 1t Sanana/nl ¢ | Co = 3 = Coo

Table 5.1 Depth-Dependant Wave Characteristics

The behaviour ok and G due to the hyperbolic tanh and sinh functionshay transition

through intermediate water depths are illustrateflig. 5.1 for the case of a regular wave
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— H=2m, T =5 s — using the approach followedkigsman (1965). The parameters
are normalised as a ratios of their deep wateregaland plotted against the relative
depth. The boundary between the deep and interteediater depth regime is
represented by the red, vertical lihndbecomes shorter as water depth decreases, whereas
the group velocity initially increases in relatido its deep water value before its
magnitude begins to reduce towards the lower veadepths. It is also noteworthy that

Cy begins to change slightly before the relative depasses below the deep water
threshold, as suggested by Tucker and Pitt (2001).
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Figure 5.1: Wave length, and group velocity, G, ratios as a function of water depthRed lines
indicate the boundaries of intermediate depth

Similar illustrations of the behaviour of the hdighnd power of a regular wave in
intermediate depth are provided in Fig. 5.2. Thédues of depth-adjusted H were
computed from Equation (5.1), where K is a constafraction factor. For this idealised
case K = 1. Power is calculated using the depthiséelj values of H and drom

Equation (5.2), an adapted version of Equation)(2.2
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H=K |-2H, (5.1)
Cg
P ==pgCeH? [Wim] (5.2)

The variation of H as the depth decreases oppdsgsot G, as suggested by their
relationship in Equation (5.1). There is an initiauction in wave height, but as the
group velocity begins to decreases the height iglified; a process known as shoaling.
Similarly, it can be seen that the wave power dated from Equation (5.2) remains
constant regardless of water depth; changes inwhee height are balanced by
complementary variations in the group velocity teiimthe power calculation. This

highlights the conservation of energy for thesalided conditions, an important concept
once the calculation of wave power from spectraiuifday a range of frequency

components is being considered.
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The variation of Gfor the frequency components in a wave spectrulturated in Fig.
5.3 for several different water depths. The lowgérency cut-off used is 0.0464 Hz, the
value used in the spectra produced by the AMETS SMi#fodel. For infinite depth, £
increases with 1/f towards the low values of tlegjfrency scale. For the larger values of
d — 50 m and 150 m —{3s always equal to, or greater than, its deep meaivalent.
As a result, values of power computed using Equafo3) will always be greater than if
the deep water assumption is applied.félls below the magnitude of the deep water
value for frequency components with long waveleagihthe shallower depths of 10 m
and 20 m. Thus the difference between the deepr\aat depth-adjusted wave power
will depend on the magnitude, and distribution lué frequency components. Practical
examples are presented in Figure 5.4 and FigureTése figures are composed of three
parts: the deep water and depth-adjusted valu€g foir the frequency components at the
site depth (top); the measured wave spectra (njiddied the contribution of each
frequency components to total energy calculatedgubioth the deep water and finite
depth values of £ Figure 5.4 uses a three month dataset from a Md@vebuoy located
near Diablo Canyon in Southern California. The wapth at this site is approximately
23 m. Utilising the intermediate depth group vetpeesults in a slight, but perceptible,
increase in energy contribution from componentghi@ range 0.075 — 0.125 Hz, for
which G is greater than the deepwater approximation. Tomllary of this is the
increased contribution to total energy by the lawesquency components. The spectra
in Figure 5.5 were derived from the Valeport pressgauge deployed in the nearshore
zone at Rossbeigh beach in Co. Kerry, Irelandpthtced in Section 3.4.3. The average
water depth was 2.1 m, though this varied due ¢otithal range. This was a short term
deployment and only 12 spectra were returned, hewdvis still instructive. The
spectra’s low frequency cut-off, 0.002 Hz, is eglént to a regular wavelength of 375
km. This results in the enormous deep water vabieSy towards the low end of the
frequency scale. These frequency components anete@®ntribute disproportionately to
the total energy, even though the variance congtbhly these components is minute,

and the result of signal noise rather than genwiees.
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Figure 5.3: G, values for spectral frequency components in finitelepths and deep water.
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Figure 5.4: Frequency components’ g spectral ordinates and contribution to energy, Dablo Canyon
data.
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5.2.2 Influence of Water Depth on Average Annual Reer Values from the
AMETS SWAN Model

The significance of accounting for water depth he talculation of wave power was
assessed using the outputs of the AMETS SWAN mintlelduced in Chapter 3. Fifteen
points highlighted by red diamonds in Fig. 3.16;lewith fifteen years of spectral data
and water depths ranging from 10 m to 150 m ine@m@nts of 10 m, were selected and
analysed. Wave power was calculated using the ded¢gr assumption from Equation
(2.5), and denotedyPand from the full spectral form presented in Eoua(2.3)

For each 30 minute record at each station an lisamate was made as to which water
depth condition was valid. The-Talue calculated from the wave spectrum was tasen
the representative wave period for the calculatibiy and the relative depth. This is the
most appropriate method for assessing the depttiitcmms at a site if summary statistics

are the only data available, though it is somevgeatsitive to the choice of wave period
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parameter. Using  linstead of E would suggest of more cases of intermediate depth,
whereas §,; would gives deep water conditions more frequenilye variation of the
percentage occurrence of the three water depthitcmmsl at each water depth over the
fifteen years of data outputs is illustrated in.FAg. Deep water conditions exist almost
all of the time for depths of 100 m and above aredsdill valid for greater than 80% of
records until water depth is less than 50 m. THermnediate condition is the most
common for depths below 30 m. Even at the 10 niostahe shallow water condition is
not met for any of the modelled sea states.

Occurrence [%]

" - < i i - @
a0 o0 100 110 120 130 140 180

70
Water Depth [m

- i "
1 20 a0 40 &0 &0

Figure 5.6: Percentage occurrence of water depth nditions at AMETS SWAN model stations.

The fifteen year averages of &1d P are illustrated in the top portion of Figy tor the
fifteen stations, with the percentage differencevieen the values indicated underneath.
From both of these figures it is evident that iklohg the influence of water depth has a
significant effect on the calculated energy reseulrt is consistently greater thagpfer
water depths in the range 30 m-100 m. For thesesaasre of the Ccomponents are in
the region where they exceed the deep water egmiyahs shown in Fig. 5.3 for a
number of the water depths studied here. In cantfasthe station at the 10 m water
depth more of the long period frequency componemtsch contribute significantly to
spectral energy, have low values of relative depild G is reduced. This is further
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illustrated in Fig. 5.8, which indicates the deptimdition of each frequency component,
at each water depth, and in Fig. 5.9, where thériboion of each frequency component

to the total energy at each station is shown.

AMETS: Annual Average Wave Power (1995-2009)

Power [kKW/m]

AP [%]

an
Water Depth [m]

Figure 5.7: Deepwater, B, and depth adjusted, P, annual average values ofme power at AMETS
(top) and percentage differences (bottom).
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5.3 Sea State Occurrence and Energy Contribution

The sea states experienced at AMETS in 2010, detyeH, o and T, are presented in

Fig. 5.10 using the scatter plot format introduge&ection 2.3.1. This figure allows the

wide range of conditions that were experiencechatdite to be observed. The colour

scale indicates which sea states occur most frélyuand allow the most typical sea
states at the site to be identified. Fig. 3.11stllated that data gaps exist for 2010,

particularly during the summer months, so it shdagdnoted there is some inherent bias

in this graphic. Nevertheless, it is a reasonahlgal depiction of the nature of the
conditions at AMETS.
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Figure 5.10: H,o — Tg scatter plot of percentage occurrence from AMETS G m depth (2010).

The AMETS scatter diagram is redrawn in Fig. 5.1ithwhe percentage occurrence

replaced by the percentage contribution of eachstsa to total incident wave energy at

the site for 2010. This allows the most energy seh states to be identified. When this
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diagram is compared with Fig. 5.10 it can be sd®at the cells with the highest
contribution are not necessarily those with thehbgy occurrence. There is an obvious
upward shift in the positions of the most signifitaea states. WEC developers can take
advantage of this by designing their devices tdurapas much of the available power as
possible at the sea states that prove to be thé enesgetic (when considered over the
course of a year) at a potential wave farm sitinerathan targeting the conditions which
occur most frequently. It is also notable that enbar of very rare sea states that are the
product of extreme storm events have a dispropwatecontribution to total energy. For
example, the five sea states (0.03% of total oeoes) that were measured within the
range 12.5 m < fh < 13 m and 13 s <gI< 17 s, were found to be responsible for over
2% of the total energy for the year. In reality gherformance of a WEC would be
reduced in these conditions due to losses in effoy, or even reduced to zero as the

device enters survival mode.
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Figure 5.11: H,c — Tg scatter plot of contribution to total energy fromAMETS 50 m depth (2010).
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5.4 Spatial Variability of the Wave Energy Resource

The spatial variability in the measured wave enemppurce at AMETS is investigated
through the comparison of data collected by the &8ean buoy positioned at a depth of
100 m and the Waverider deployed at 50 m depth. disiance between the buoys is
approximately 10 km. While there will be a time legthe propagation of energy and
changes in sea state between the two points —2tverinutes for £ = 10 s — this will
not manifest itself in comparisons of the overdthates at the 100 m and 50 m depths.
To remove the bias that seasonality and individt@am events may have on the results
only datasets that were measured concurrently ettwo buoys were selected for
analysis. Occurrence and cumulative exceedancenofngry statistics returned from the
buoys are compared in Fig. 5.12 for concurrent nressents taken at the 100 m and 50
m depths. The dparameter was not included in the outputs of tlev&8can buoy so the
two locations are compared using bins gf iistead. Both of these figures indicate that
in general the Wavescan buoy experiences sea siatggater significant wave height
and of longer periods. This may be in part dueh® ghelter from waves approaching
from the south that the 50 m location receives fitbm nearby Inishglora and Inishkea
islands. This sheltering effect at the 50 m pasnalso illustrated in Fig. 5.13 where the
directional wave roses from the two datasets arepemed. The directional parameter
used i9,, the wave direction associated with the specakpSea states recorded by the
Wavescan buoy are seen to arrive from a wide spyedutections whereas there is more
pronounced dominant wave bearing (WNW) at the 50site. This direction is
perpendicular to the orientation of the depth corgat the 50 m point, suggesting there
is some refraction of the waves between the 100a68 m depths.
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Fig. 5.12: Occurrence (bars, left hand axis) and euaulative exceedance (solid lines, right hand axis)
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Fig. 5.13: Directional wave rosest(,) from the 100m and 50m depths at AMETS (October 21D).

The variability of incident wave power between i m and 50 m depths at AMETS is
observed in Fig. 5.14. It was necessary to emgileyfdrmula for deep water wave power
as spectral information was unavailable from thes#g¢aan buoy, thus precluding the use
of Equation (2.3). The characteristic WPR for AMETER=1.32Ty,, was applied to
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calculate B for the Wavescan data using the measurggladdd Tp,. It has already been

shown that, in general, the 100 m site experiem@@se conditions that are both slightly
higher and longer than those at the 50 m locafitverefore, it is unsurprising that the
average power experienced at the 100 m depth &egréhan that at the 50 m location.
The slope of the trend line indicates that the poatghe 50m location is less than 80%

of what can be expected at the 100 m point.
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Fig. 5.14: Concurrent values of wave power measureat the AMETS 50 m and 100 m sites.

5.5 Technical Resource

Fig. 5.11 highlights how relatively rare storms adistort the distribution of energy
contribution towards very high sea states. It W@l difficult for WECs to capture energy
efficiently and safely in these conditions. As auleit is also appropriate to estimate the
amount of wave energy it may be feasible to extii@ech a potential wave farm site. An
approximation of the technically extractable wawergy resource was computed using
metrics described in Section 2.3.1. This allowsaremmeaningful scatter plot of sea state
contribution to the total exploitable energy todmmstructed, as shown in Fig. 2.15. Even
though extreme sea states still account for sontleeofotal incident energy — Folley and
Whittaker’'s Ry, does not reduce to zero the threshold (approxisgnad kW/m in this
instance) is exceeded (Folley and Whittaker 2009)their contribution is greatly
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reduced. This accounts for the difficulty assoaatgth operating WECSs in such severe
storms. Meanwhile, the concentration of energy agrtbe sea states that sit in the centre

of the diagram remains relatively unchanged.
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Figure 5.15: H,c — Te scatter plot of contribution to total exploitable energy from AMETS (2010).

These results refer to the theoretical wave energgurce, rather than the performance of
real devices. It is therefore instructive to stutte variation in the output of typical
WECSs over the range of sea states experiencediét.alhe annual energy production
(AEP) over the course of a year was calculatedherthree WEC types; point absorber
(AWS), attenuator (Pelamis) and overtopping devi@¢éave Dragon), whose power
matrices were introduced in Section 2.3.1. The powatrices from these devices are
shown in Figs. 2.15 -17. These power matrices @laively old, and have likely been
made redundant by recent advances in the develdpofethese devices. They are

applied here, however, as representatives of geNeéEeC behaviour. The measured
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AMETS data were again utilised, along with the obagons from the threes US
locations — Nantucket, Umqua (Oregon) and San ksaac— studied in Chapter 4.
AEP was computed by multiplying the average dewviggput by the number of hours in a
year (8760), and the results are compiled in T&h?e Comparing the results from the
four sites, which experience different wave clinsat@lows the sensitivity of the WECs
to variations in resource to be observed. A simdpproach to the work described
previously was followed; the incident wave condiBowere separated into bins ofH
(bin width = 0.5 m) and the frequency of occurreand contribution to AEP of each bin
was computed. This analysis was undertaken for ®4EIC type at the four locations
being studied. The results are presented in Fige6 5 19, which compare curves of sea
state occurrence (solid lines) to contribution ®FA(dashed lines) for thebibins. The
disparity between sea states’ occurrence and AERtrilbotion is again evident,
particularly at the AMETS and Oregon, the locatiarmsch produce the highest values of
AEP for each of the devices. Sea state occurrenctosely matched to contribution to
AEP at the San Francisco site, however device pagqoorly. If a device could be
designed and tuned with the specific wave climatemind it would be possible to

improve upon this AEP output.

AEP [ GWh]
Device Device Type AMETS Oregon San Nantucket
Francisco
AWS Point
[2.5 MW] Absorber 2.93 3.79 1.94 1.28
Pelamis
[0.75 MW] Attenuator 1.55 1.77 1.05 1.15
Wave
Dragon Overtopping 6.84 8.64 4.53 3.99
[7 MW]

Table 5.2: AEPs of AWS, Pelamis and Wave Dragon WEat four locations.
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Device performance at each location was also amd$dnscalculating how frequently the
devices achieve particular capacity factor leveig.(5.19). Capacity factor is defined as
the average power the device produces over thesemira year divided by the rated
power of the device, i.e. it is the ratio of meaowpr production to peak power
production. As expected, the sites which experiénttee least energetic sea states,
Nantucket and San Francisco, displayed the lowestage capacity factors. All three
devices performed best, according to this meastithe site off the coast of Oregon and
at AMETS on the Irish western seaboard, with avereapacity factors in the range 20-
30% being achieved. The capacity factors for Pedaanid Wave Dragon are similar to
those calculated by Dunnett and Wallace (2009%é&weral Canadian sites, but are lower
at the AMETS site than those reported previoushplajton and Lewis (2011). This can
be explained by the fact that their study used ttata the M4 buoy that is 90 km to the
north of AMETS, at a water depth of approximate§0Im. It is likely that the wave
climate at this point is more energetic than anb@epth at AMETS. Additionally, the
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records used by Dalton and Lewis were collecte@(@7, whereas this study analysed
measurements from 2010. Analysis of the AMETS SWAdUel has indicated that wave
conditions at the site were relatively benign othes period compared to the generally
observed climate.
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Figure 5.19: Histogram of device capacity factor. ferage capacity factor in brackets.

5.6 Variability of Spectral Shape

The implications of these results should be comsil&vhen the wave energy resource at
a site is being studied, or if several differentations are being compared. Individual
spectra with the same summary statisticgo(Bind ) were previously plotted in Figs

4.12 — 15, along with the average spectrum andepeesentative Bretschneider shape
for each sea state. From inspection of the avespgetral shapes it is noticeable that the
most energetic conditions, at each of the fourtiooga, produce spectra whose variance

is spread across a reasonably narrow range of dnayucomponents. Their average
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spectral shapes also show good agreement withhteoredicted by the Bretschneider
formula. Conversely, for low sea states — for ext@ip5 m < Hp< 2.0 mand 4 s <d

< 5 s — the spectra are spread across a wider rahdesquencies and there is
considerable divergence from the representativetspa. There is also likely to be an
increased proportion of occurrences of multi-maogjadctra at these low seas states, as
has been demonstrated in Fig. 4.11 for the cageViliTS and by Guedes Soares (1984;
1991)and Barrett (2010) for other locations.

These observations are important when comparingstitability of different locations
for WEC installations. Sites such as Nantucket &ad Francisco rely on low energy sea
states, which occur frequently, for a large praporof a device’s annual power output
(Figs. 5.16-18). Power matrices do not accountHerincreased spectral variability that
is associated with these sea states, however. Therrence of spectra with wide
bandwidths, whose energy is spread across a magydncy components or multiple
peaks, is likely to diminish the performance of ides, resulting in reduced energy
output from what would have been considered thées’ snost significant Ko bands.
Conversely, WECS deployed at the higher energy s$itat were studied, AMETS and
Umqua, Oregon, were seen to generate most of dineinal energy yields whengblis
relatively high (2.0 m < Hy < 5.0 m). These sea states are shown to disptagater
uniformity in spectral shape, which should in tuesult in fewer uncertainties in WEC

output.

5.7 Discussion

The research presented in this chapter has deratetsthe uncertainties associated with
assessing wave energy resource when using summaistiss in place of spectra. It has
been demonstrated through analysis of the outpats the fifteen year wave model of
the AMETS area that the deepwater assumption, oftatke in the calculation of annual
average wave power, produces a significant underat at the water depths where
WECs are most likely to be deployed. Differenceshie deep water and depth-adjusted

annual average wave power persist in the offshoea, at depth of up to 150 m. These
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results highlight the importance of applying thdl &pectral formula, Equation (2.3),
when calculating the theoretical wave power. Evémrene spectral data is unavailable it
would be preferable to generate spectra from sumrsatistics, and to use these to
calculate power while accounting for variationstie depth dependenty©f the low

frequency components.

AMETS has been shown to experience a wide rangeafstates, with significant wave
heights in excess of 14 m measured by the Wavengey at the 50 m depth. It was also
demonstrated that these storm conditions account afodisproportionately high
contribution to the gross energy resource at ttee Sihe exploitable power parameter,
Pexo has been applied to provide a practical adjustnteninterpretations of the
contribution particular sea states make to the anmcident energy. The difference
between the occurrence of bins gfdValues and their contribution to the annual energy
output of representative devices has also beestrifited. The results indicate that WEC
developers will need to make a design decision betlher to optimize or tune their
devices for operating in the most commonly expeeeinwave conditions or the sea sates
which provide the majority of energy at their deptent site. This distinction is
important; while extracting as much of the incidesmive power as possible is a valuable
attribute, issues such as intermittency of productind device capacity factor must also

be considered

Defining the wave energy resource and the poweputubf WECs using a minimal
number of summary statistics was shown to conogabrtant site characteristics, such as
the variability that exists in spectral shape. Lesa states were shown to exhibit greater
spectral variability, suggesting an increased diffy in energy capture during these
conditions. As a result, sites such as AMETS, whosadent energy resource is
concentrated towards higher sea states, will gépepaovide WECs with a more
favourable operating environment for energy capturbese results validate the
recommendations of authors who have proposed kaigtoup of summary statistics
used to describe wave energy resource be expamdedclude parameters such as
spectral bandwidth (Kerbiriou M.A et al. 2007; Saat et al. 2011).
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The conclusions presented in this chapter shoulcbhsidered preliminary, as they were
derived from datasets of short duration — less thae year — measured at a single
point, with less than 80% data return. Standards hlave been developed in this area
suggest that numerical wave models are appropioais for characterising the spatial
and temporal of the wave energy resource (EquiMau@ 2010a; Folley et al. 2012;
IEC TC114 2012). The processes outlined here apareled in Chapter 6, where the
outputs of the 15 year SWAN model of AMETS are gsadl to determine how the
characteristics of the test site vary with changesvater depth and over long time

frames.
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Chapter 6 Resource Characterisation: AMETS Case Stly

The characterisation of the AMETS wave energy resoyresented previously in
Chapter 5 is inherently limited; it is derived frambservations from a small number of
data buoys, located at fixed water depths, fromchvhielatively short durations of
measurements are available. The research desanb#us chapter utilises the output
from a fifteen year SWAN wave model of the AMETSwedield — validated against
buoy measurements at the site in Chapter 3 — teldpvmore detailed conclusions
regarding the nature of the wave climate at thee gihalysis of the model outputs allows
the spatial inhomogeneity in the incident wave powlee to changes in bathymetry, to
be quantified, while the interannual variability dfie theoretical and technically

exploitable resources is also investigated.

This chapter also addresses the degree of scalalbiétween the wave climates
experienced at Ireland’s wave energy test centird, assesses whether performance
results derived from sub-prototype scale sea trinlsGalway Bay can be easily

extrapolated to predict device operation and OpPUMETS.

6.1 Magnitude and Variability of the Wave Energy Reource at
AMETS

The degree to which the incident resource variemflyear to year is an important
consideration in the planning of WEC farm, as itl wifluence the energy output and
potentially the economic viability of the instaltat. This has been demonstrated by
Mackay et al. (2010), who quantified the variapitisplayed by power outputs from the
Pelamis power matrix using a 51 year hindcast mdtelas shown that the mean power
levels for two consecutive periods of 20 years —6Qt2980 and 1980-2000 —differed
by 9%, and that this variability is closely cortteld to the North Atlantic Oscillation
(NAO) climatic process (Hurrell et al. 2003). Clitaadhange may also be influential. In a

study of the Wave Hub site in the United Kingdonedicted that while the impacts of
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climate change would be relatively small when coregao the natural variability they
may well be important when considered over thdifife of a wave farm (Reeve et al.
2011). This study also indicated that climate cleantay cause more instances of both
calm and extreme sea states, resulting in redugedhting periods for WECs. Long term
datasets of wave conditions from hindcast modeish s the AMETS SWAN model
utilised here, are thus an important resource t@ntjfying this variation and reducing

uncertainty, in contrast to measured buoy data lwisigenerally of short duration.

6.1.1 Theoretically Available Resource

Fifteen stations from the AMETS SWAN model, withteradepths ranging from 10 m to
150 m, were selected for the analysis of the vditiain the incident wave energy. These
points follow the likely route of the cable thatlwbe deployed at AMETS to connect
WECs undergoing sea trials to the local electrigadl, as shown in Fig. 3.13. The
average power values at each station, computed5oyears of the available data, are
plotted as the solid line in Fig. 6.1. This figullestrates the enormous energy potential
at AMETS and other exposed site on the Irish weast The average power exceed 60
kW/m for depths in excess of 30 m and reaches amuem value of approximately 81
kW/m at the station that is located furthest offehd his agrees with the results shown
by Mollison, who estimated an average power valfie7d kW/m near Belmullet
(Mollison 1982). The Irish Accessible Wave AtlasSE International 2005) reports
much lower values of theoretical power — 50-60 kWiithin 25 km of the west coast
— but these results underestimate the resourceadeeors in the calculation of power,
as demonstrated in Chapter 4 of this thesis. Theage power values that fall within one
standard deviation of the average are boundedebgldtied line and the outliers, the most
and least energetic years, are marked by the tedasgmbols. These provide an
indication of the fluctuations that exist in theesage power values at each water depth
over the 15 year period. The percentage differ&eteeen the years with the highest and
lowest energy resources at each location are atdoded beneath the main figure. Fig.
6.1 illustrates that a great deal of variabilitywih average annual power for some years
over 85% greater than others — of the incidentevanergy exists at the site, and that

these anomalies are relatively similar acrossdihge of water depths that were analysed.

136



A fall off in average power levels is observed floe less exposed, nearshore, locations,
though the average power at the 20 m depth is appadely 30 kW/m which should be
substantial enough for many nearshore device centepperate in efficiently.
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Figure 6.1: AMETS annual average wave power (P)

6.1.2 Technical Resource

Knowledge of the climatic variability of the thetioal wave resource is important,
however fluctuations in the technically availableergy will be of greater influence on
the economic viability of a project. The exploiabpower parameter,ef that was
introduced in Section 2.3.1 is utilised once maneeomore as a measure of the amount
of energy that could be potentially extracted frtme site. Limiting the influence of
severe storms that exceed thg,hreshold is observed to diminish the availabs®uece

— from 81 kW/m to just under 70 kW/m at the 150 eptth station — but it also reduces

the variability in the annual average power valuesth the standard deviations and

137



outliers are closer to the mean values. The peagendlifference between the most and
least energetic years is also revised downward wiherR,, metric is applied. There are
still significant disparities, however, most notabt the depths in the range 30 m to 60 m
— likely deployment sites for floating WECs — whe#8% more extractable energy

reached the site during the years with the greagssturce than during the most benign
years.

AMETS: Annual Average Exploitable Wave Power (1995-2009)
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Figure 6.2: AMETS annual average wave power and vaability (P exp)

The power outputs of the three representative Wa@dysed in Chapter 5 — AWS,
Pelamis and Wave Dragon — were also computed at @égath station, for each year of
available data. The resulting AEP values are showthe upper portion of Fig. 6.3.
These approximate well with the variations seefigm 6.1 and Fig. 6.2, and the output
of all three devices is shown to be poor in thesteare zone, at depths less than 30 m. It
should be noted that the values for the 50 m sfterdslightly from those presented in

Fig. 5.19 which were drawn from one year’s wortidasured buoy data.

138



It is not equitable to compare the devices solalyheir individual AEP; Wave Dragon is
rated at 7 MW, while AWS (2.5 MW) and Pelamis (OMBV) both display much lower
maximum power output according to their respectpever matrices. The average
capacity factor is used as a normalised metric,itgnariability across the range of water
depths is illustrated in the bottom half of Fig3.6All three devices are observed to
perform poorly at the two stations closest to thers. This is unsurprising; these devices
were designed to operate further offshore and #seurce at these points is greatly
diminished due to sheltering, as the previous aestihave demonstrated. Pelamis
displays the highest average capacity factorslatfahe model stations. The device’s
production continues to rise in line with the arfipdition in theoretical and exploitable
wave power as water depth increases. Conversadyavkrage capacity factors for the
AWS device plateau at around 20% from depths om38nd above. This indicates that
the device produces a minimal amount of additicradrgy, even as it is exposed in
increasing wave energy — both theoretical and etglite — further offshore. This
suggests that there would be little benefit to dgiplg these devices at the deeper water
sites, where the costs associated with cables amtimgs rise significantly (Dalton and
Lewis 2011).
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Figure 6.3: AEP (top) and average capacity factorottom) for three WECs at AMETS

6.2 AMETS Resource Characterisation

6.2.1 Occurrence versus Contribution

Chapter 5 of this thesis identified the disconribett exists between the frequency of
occurrence of particular sea states and the etdemtich they contribute the total energy
that is experienced at a point. Analysis of the ANMBEmModel outputs allows this
relationship to be observed over a range of wagpthss. Distributions of occurrence and
energy contribution, with b bins of 0.5 m, are presented in Fig. 6.4 and Bi§.
Similar illustrations of the occurrence and conitibn to energy of & values are
provided in Fig. 6.6 and Fig. 6.7.

Data from the stations with water depths of 30 nd gneater produce very similar
distribution curves. The most energy rich sea staethese points are shown to be
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higher, and of longer period, that those that abseoved most frequently. This
corresponds well with the results presented preshoior the case of the measured buoy
data. The resource at the near shore sites, withslef 10 m and 20 m, is shown to
behave differently, however, when the sea statesi@anged by k. These points are an
interesting case as they are less exposed thadeyger sites due to the shelter they
receive to the north and southwest. Here, the erustgy rich H bins also account for a
large proportion of sea sates that were observéoeasite, while the available energy is
concentrated within a much narrower distributioheTdifferences these sites exhibit in
comparison to the sites further offshore is lesglent for bins of E. The presence of
short period seas — 3 to 6 s — can be detectedyirbF6, but these sea states contribute
very little energy so the associated distributiong=ig. 6.7 follow those of the deeper
sites. The challenge that this disconnect betwesm sate occurrence and energy
contribution presents when attempting to match\aceeto a site was discussed in the
previous chapter. In contrast, it is feasible thahearshore WEC like Aquamarine’s
Oyster would be able to operate within a reducesigtheenvelope, as most of the incident

energy is available for capture from a contractethe of sea states, to which the device
could be tuned to achieve optimal performance.
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Figure 6.4: % occurrence of sea states within k} bins
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6.1.2 Wave Directionality and Spectral Bandwidth

The performance of many types of WECs is highlyetiglent on wave directionality,
especially if they sit on a fixed foundation ortlifeir moorings do not allow them to
‘weather vane’ to face the prevailing waves. Follayvthe approach outline in the
previous section the occurrence of sea statesnwitBf bins of the mean wave direction
of approachfmean Was compared to their contribution to the totakrgy passing each
station. A Cartesian convention, with East corresipog to 0°, was used in the model
(Curé 2011a). The results of this analysis arestitated in Fig. 6.8 and Fig. 6.9. It is
noticeable that the amount of energy arriving atuarious station points from particular
directions is closely related to the frequency afworence, unlike the previous results for
Hmo and . It is also evident that the spread of incomingvevalirections is more
concentrated within a narrow band at the shallomager depths, due to a combination of
refraction and shelter. This characteristic sholodd advantageous for the capture of
energy, though as results of Section 6.1 demossitais offset by the reduction in

incident wave power.
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The concept of spectral bandwidth, and its infleen€ on the performance of certain
types of WECs (Saulnier et al. 2011), has beenudgsd in previous sections of this

thesis. Occurrence and energy contribution of &mge of bandwidth values observed in
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the model outputs are shown in Fig. 6.10 and Fig.1.6 Occurrence and energy
contribution appear to be well matched for the sgsesented here. The offshore sites
are dominated by, values between 0.4-0.5, whereas the nearshorgdosare seen to

experience more wide banded spectra.

Bandwidth parameter g, Occurrence

Figure 6.10: % occurrence of sea states within bamddth (&;) bins.

Bandwidth parameter g, Contribution
60

Figure 6.11: Contribution of bandwidth (g;) bins to total energy.
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6.3 Resource Scalability between Galway Bay and ABTS

Developers who will deploy WECs at the Galway Bajarger scale site as part of a
staged test programme will need to analyse perfocmaesults to gain an understanding
of how their technology will operate at full scalkhese results would be of little use if
the incident wave conditions during sea trials weoé representative of the metocean
environment expected for full scale, commercialjgrts. In this section comparisons are
made between the measured wave resource from G&8eaypyand the wave climate that
has been recorded and modelled at a depth of S0AM&TS in order to assess the

suitability of Galway Bay for testing devices ofpapximately quarter scale.

6.3.1 Sea State Occurrence

AMETS can be considered to be typical of the exgpsmergy rich, sites that can be
found along the west coast of Ireland and is tloeesh suitable point of reference for
Galway Bay. Values for the summary statistigg ldnd T were calculated from a full
years worth of measurements (2010) from the Wagerdioy located in Galway Bay.
Froude scaling (Hughes 1993) was then applied tovexd the scatter diagram from
Galway Bay for 2010 to full-scale (Fig 6.12). Viswamparisons can be made with the
equivalent scatter plot derived that was illustlaite Fig. 5.10 from the measured data
collected at AMETS over the same period. Consultivese figures indicates that while
the percentage occurrence of individual sea stateg vary between the two sites, the
overall range of conditions that occur at AMETSfuly replicated, at approximately
guarter scale, in Galway Bay. This distinct comielaensures that WECs deployed at the
test site will encounter a sufficiently large smted wave conditions, and consequently
gather ample amounts of operational data, to aflmwaccurate predictions of device
performance at full scale to be established. Tisegestrong similarity in the occurrences
of extreme conditions measured at the test sitsicplarly in terms of sea state slopes
which follow the constant 1/13 line. This associatwill provide developers who deploy
in Galway Bay during winter months with the oppoity to prove the survivability of
their devices in scaled conditions equivalent te #torms experienced at exposed

locations off the west coast of Ireland. This figullustration differs slightly from the
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version developed by Barrett (2007), who defined siates in terms of }d and To..
Applying this approach results in a reduced ranfjpesiod bins, and consequently a
greater concentration of sea state occurrence ttsnibe 1/20 steepness line.

Galway Bay Test Site: Full Scale
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Figure 6.12: Bi-variate scatter plot of H,, — Tg occurrence for Galway Bay converted to ‘full-scale

It is notable, however, that the Galway Bay scatti@gram displays a greater
contribution from long period sea states with atreely low significant wave height.
These sea states do not have any equivalent IANKETS figure. The influence of these
swell dominated sea states can be seen in the pfotsccurrence and cumulative
exceedance for kb and T displayed in Fig. 6.13. While the scaled value$ig$ from
Galway Bay are generally well matched with thosenfrAMETS, they exhibit a much
greater occurrence of sea states witly &€ 1 m. Agreement is worse for the Values, as
had been suggested by Fig. 6.13. Results gainedt&sting during these long period sea
states — E > 12 s at full scale — would provide little releweknowledge about the
performance of a WEC concept in realistic, full lsgcaonditions. Device developers
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should be careful to ensure that these sea stae=xaluded from performance analysis,
though in general their impact can be consideragligible, however, as they generally
occur when wave energy is low and below the opsgathreshold of devices; for

example, during the CORES deployment in 2011 theQwwbine did not generate

power until Hy,o exceeded 0.8 m (Thiebaut et al. 2011).
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Figure 6.13: Occurrence and cumulative exceedancé d o (top) and Tg (bottom) for AMETS and
Galway Bay measurements at full-scale

6.3.2 Average Wave Power in Galway Bay

The annual average wave power for AMETS from thalalile 2010 measurements was
found to be 33kW/m by applying Equation (2.3). Tdrewual average wave power for
Galway Bay for the same period was approximatek\W/m. Though the sets of data
from Galway Bay and AMETS contain gaps (see Fi§.ahd Fig. 3.11 ) these tended to
occur during the summer months at both sites ssos@h bias should not be significant.
Assuming that Galway Bay is at quarter scale tonopeean conditions and applying
Froude scaling (Hughes 1993) gives a full scalee/alf approximately 45 kwW/m. While

this is of the same order of magnitude as the AME&lBe it is still noticeably higher,
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possibly due to the fact that the sea states obdernvGalway Bay tend to be of a longer

period than the open ocean site, as illustratededrprevious section.

The results presented in Section 6.1 give an araueahge wave power of approximately
62 kW/m at the 50m depth and 76 kW/m at 100m, mtthg that 2010 was a particularly
benign year. Correspondingly, the values of ananatage wave power in Galway Bay
were found to be higher for other years from whielta were available (Figs. 3.5 — 10),
ranging from 2.0 kW/m to 2.6 kW/m, equivalent tolé4/m to 83 kW/m full scale.

6.3.3 Spectral Shape

The presence of long period swell waves can alsdebected in the analysis of spectral
shapes. In Fig. 6.14 the measured spectra thawithlin the range 0.625 m <ld< 0.75

m and 3.0 s < & < 3.5 s are plotted together, along with the ayeraf the spectral
ordinates and the classical Bretschneider specfanrsimilar summary statistics. Two
distinct components are noticeable; swell cantenedrequencies below 0.1Hz mixed
with a wind sea component cantered around 0.3Hzlwisi appropriate for a one quarter
scale seaway. In contrast, spectra measured bANHETS Waverider which fall within
the equivalent full scale range (2.5 m sokk 3.0 m and 6 s <g} < 7s ) and are plotted
in Fig. 6.15 are found to conform relatively welittvwhat would be expected from an
open ocean site, as evidenced by the likeness eofatterage spectral shape to the
Bretschneider spectrum. This highlights once agfa@nimportance of exercising caution
when selecting performance data from sea trialensure that the results are derived
from sea states whose spectra are equivalent e thwat are expected at full scale

conditions.
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Figure 6.14: Individual, averaged and theoretical gectra within the range 0.625m < H,, < 0.75m and
3.0s < Ty, < 3.5s for the Galway Bay test site (equivalent tBig. 6.15)

Belmullet Test Site [S0m depth]
Jan - Dec 2010
Scatter Element Comparisons
Hmﬂ =2.53m T[IZ =6-Ts

—Upper Bound

—Lower Bound

| —Average Spectrum

\\ —Bretschneider Spectrum
All Spectra

S(f) [m%/Hz]

0 01 02 04 05 08

Frequennacy [Hz]
Figure 6.15: Individual, averaged and theoretical gectra within the range 2.5m < H,0 < 3.0m and 6s
< Tpo < 7s for the AMETS location (50m depth). (equivalet to Fig. 6.14)

6.4 Discussion

This research has demonstrated the interannualbily in the wave energy resource at
AMETS is significant for all water depths that werealysed. The difference between the
most and least energy rich years is reduced fromavemage of 81% for the offshore
model stations to 59% when a technical measure@wkp such asd&, is used in place
of the theoretical wave power as the influencehef tost severe storms is filtered out.
These results also highlight the value of long tdatasets that wave models can provide,
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and that can rarely be retrieved from buoy measenéntampaigns. If a project
developer attempted to calculate the availableuregoon the basis of only a few years
worth of records they could easily be left with urealistic estimate, particularly if the
measurements had happened to be taken during ohe @futlier years. This would in
turn have a significant impact on the economic rretufrom the project. There are
uncertainties associated with model outputs howevéltustrated in Section 3.3.4 of this
work for the AMETS SWAN model — so any results sldoalso be interpreted in

conjunction with physical measurements.

The difference between the occurrence and energirilsotion of particular values of
important sea state descriptors —meHTEg, Omeanande; — was illustrated for the various
water depths. There is a particularly strong diseat visible in the distributions forkd

for water depths greater than 30 m, and feaiall depths. This confirms the preliminary
results presented in the previous chapter resotisirdicates that WEC developers will
need to make a design decision on whether to aptitfieir devices for operating in the
most commonly experienced wave conditions or tlaess¢es which provide the majority
of energy at their deployment site. The occurren€esignificant wave height and
direction were shown to be well matched with tmespective energy contributions at the
nearshore locations. The variability of the incidggower — both theoretical and
exploitable — was also seen to be slightly reduaethese points. This indicates that
nearshore WECs can be designed to target a narnamge of sea states for energy
capture, especially when allied to the fact thateere conditions at these water depths

are greatly reduced.

The overall wave climate at the benign test sit€&salway Bay was shown to be well
matched, at quarter scale, to that at AMETS foallgogenerated wind seas. It was also
demonstrated, however, that there is a significantirrence of longer period seas which
do not scale to any conditions experienced at thlenBllet site, so it is imperative that
device developers are careful when interpretingicgeperformance results collected

during these conditions.
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Chapter 7 Extreme Wave Conditions at AMETS

7.1 Introduction

Knowledge of potential extreme metocean eventangdmental to the design of WECSs,
particularly if they are to operate in areas wildphty energetic resources such as the west
coast of Ireland. Determining the most onerous weorelitions that a device is likely to
encounter while deployed and operating at seaeasodrihe key challenges facing WEC
developers. Without this information it is difficulo estimate realistic design loads is
difficult without this information, leading to thg&ystem being over- or under-designed.
This, in turn, has the potential to result in eitbgcessively high costs, which reduce the
economic viability of the project, or possible campnt failures and irreparable

structural damage.

The susceptibility of WECs to extreme waves is depat on the geometry and
operating principles of individual devices; a fiogt point-absorber that operates in heave
is likely to react differently to large waves thamuld a submerged, pressure-based,
system. Many studies of design conditions havededwn particular WEC concepts. For
example, a study of the design sea-states thaldsiheuassumed at the Biscay Marine
Energy Platform (bimep) test site in Northern Sp#&nreturn periods of up to 100 years,
was carried out by Duperray et al. (2011). Once gkigeme metocean parameters —
covering waves, winds and tides — were extrapoldtech archived buoy data, the
authors could calculate the most severe loads asttbns for the mooring system of a
numerically modelled WEC. Similar work detailed Dgherty et al. (2011) predicted the
extreme foundation loads for the Oyster WEC beirgetbped by Agquamarine Power
Ltd. Analyses such as these are vital in ensureigbility and reduced risk in wave
energy projects. Many floating structures are atssceptible to wave groups —
successions of high waves that are especially fmetvan narrow banded swell seas —
while slamming loads caused by wave breaking shalslo be considered for the purpose
of WEC design (Hovland 2010).
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In this chapter the Atlantic Marine Energy TeseSAMETS) is used as a case study for
the study of extreme wave events. Given its opeesamclocation it is arguably
representative of the most energetic locationstlier potential development of WEC
projects. Two categories of dataset that have pusly been unavailable for Irish coastal
sites — time series of water surface elevation fesnexposed site and a long term model
outputs of summary statistics — exist for AMETS am@ utilised in an attempt to
develop a better understanding of the extreme tiondi that should be expected in
exposed Atlantic seaways. This work considers bathe and unexpected individual
waves as well as extrapolated predictions of thetreevere sea-states that a WEC should
be expected to encounter over its operationaliriket Results derived from the analysis
of the AMETS datasets are presented. Also, corahsgsi with implications for the
development of wave energy farms, are outlined.

7.2 Extreme Individual Waves

7.2.1 Observations of Extreme Wave Heights

The likelihood that the heights of the largest watheat exist in nature are being recorded
guantitatively is low, given the sparse distribatiof wave measurement instruments in
the open ocean. The largest waves that have bessmvelol by wave buoys have occurred
off the coast of Canada, particularly in the westdlorth Atlantic. Cardone (1996)
reported that maximum individual wave heightsu{l greater than 30 m have been
recorded at Buoy 44137, moored 150 NM southeastatifax, Nova Scotia, during the
“Halloween Storm” of 1991 and the “Storm of the @ay” in 1993. Waves in excess of
30 m were also measured in Canadian waters dunimgddne Luis (1995) by a moored
NOMAD buoy and were also observed by the crew efdtuise lineQueen Elizabeth Il
(Bowyer 2000). A 30.8 m wave, recorded in 1993 BY@MAD buoy moored in a water
depth of 2125 m off of British Columbia on Canad®ascific coast, was reported by
Thomas (1995), though doubts were expressed abeuttiability of this measurement
as it was significantly larger than the surroundseg (H,c=12.8 m) and other values of
Hwuax recorded nearby (19-23 m). Furthermore, Skey.€t18B8) noted that the buoys in

the Canadian network at this time calculateg,tby doubling the maximum positive
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surface elevation in each record rather than bgguan upcrossing method to measure
the true crest-trough or trough-crest height. llitg it is unlikely that the wave profile
will be symmetrical so the buoy will overestimatgJklin the case of large crests and
underestimate it when the troughs are deep. Feetheasons, caution should accompany

the interpretation of these results.

The highest IHax values recorded in the eastern North Atlantic waseained from a
Shipborne Wave Recorder MkIV (SBWR) mounted in thdl of the RSSDiscovery
which was caught in severe storm conditions nearRbckall Bank to the northwest of
Ireland on &-9" February 2000. These measurements are detailadrésearch paper
prepared by a number of scientists aboard the h¢Bledliday et al. 2006), while a
dramatised account of the event is recounted by CE010). As conditions worsened —
the measured significant wave height peaked at d@Bvéith a maximum wind speed of
24 ms' — the ship was required to maintain a hove-to s®as a safety measure. During
this period the highest individual zero-upcross &vawasured by the SBWR was 29.05
m, while waves of 29.01 m and 28.27 m were alseesl.

Until recently the outputs from the measurementybnetwork in Irish coastal waters
were confined to summary statistics, resulting starcity of recordings of water surface
elevations and information pertaining to large wundiial waves. As a result, researchers
have been forced to supplement their knowledgendividual waves by other means.
O’Brien and Dias (2012) compiled a catalogue ofexie waves in Irish waters using a
combination of qualitative sources such as bouldlgposits, newspaper articles and
eyewitness accounts. It was noted that damageisedtduring storms to the lighthouse
close to AMETS on Eagle Island — located 67 m absea level — is attributed to
extreme wave events, though one can only specasate the true heights of the waves in
guestion. The Commissioners for Irish Lights veg3alint did record a wave height of
42 ft (12.8 m) using a SBWR off Cork on Januarf}1 1369 (Draper 1971). While not
particularly large in the context of the waves adhg described in this section it was over
2.5 times greater than the surrounding sea-statehwiad a significant wave height of
16.5 ft (5.0 m).
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The growth of interest in wave energy and the dgwekent of test areas such as AMETS
and the Galway Bay quarter scale site have pretgult the installation of more
sophisticated instrumentation in the seas arousldrid. The Datawell Waverider buoys
that have been deployed record and store measutemewater surface elevation at a
sampling frequency of 1.28 Hz. This allows for trestrough heights to be identified
from the incident wave conditions. For example, G&way Bay buoy has recorded
values of Hjax in excess of 8 m in December 2006 during the oalgsea trials of the OE
Buoy WEC. This is the equivalent of a full-scalevide encountering a 32 m wave in the
open ocean (Barrett et al. 2007). A buoy was oailfyndeployed at a depth of 50 m at
AMETS in late 2009. Since then the largest obsewade height at the site occurred on
November 11 2010 measuring a trough to crest height of 23.8#itm a period of about
15 s (Fig. 7.1). This is believed to be the largeate ever recorded in Irish waters,
surpassing a 20.4 m wave identified by Met Eireanthe M4 buoy in November 2011.
A wave of 21.12 m was also measured earlier in30eminute time series and the
calculated Ko was 14.2 m, indicating the severity of the cowdis at the time. The
AMETS wave was initially identified by the Waverideuoy — which calculates \rdx
using a zero-upcross algorithm — as having a hejt1.9 m. The evolution of the
conditions, from which this wave was generatedr tive course of November 112" is
illustrated in Fig. 7.2, including W@« calculated using both the upcross and downcross
methods. Differences can be observed between tivesealues for hax, which should
be considered when the time series data are beotgssed, though in general they are
not overly significant. The highest wave recordgdtbe Wavescan buoy, located at
AMETS at a depth of 100m during the periods MayeDetr 2010 and April-August
2011, was calculated from upcrossing analysis t@&8 m and occurred during a storm
in May 2011 (maximum kb = 11.9 m). Unfortunately no time series of surfatevation
exist to allow for further investigation and theolyuvas never deployed during the winter
when the highest sea-states would be expected.
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Fig. 7.2 Evolution of Hng and Hyay thought the November 11 -12" storm at AMETS
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While even greater wave heights approaching 40 ve baen identified in the summary
statistics returned by the Waverider buoy at thens@epth, further inspection of the time
series has shown them to be erroneous and artefbatsusual sensor behaviour. Two
such examples are presented in Figs. 7.3 and Relfiiist series looks like an obvious
error. The profile is smooth and symmetrical, atatgaus at a value of +/- 20.47 m,
which is close to the operating limits of the instient (Datawell BV 2010). The second
example appears to be more reasonable but is medada sharp spike earlier in the
record. Correspondence with Datawell techniciang atiher users of Waverider buoy
data indicated that these extreme oscillationsligety due to a digital filter applied
during the conversion of the measured acceleratomlisplacement through double
integration (Stoker 2012; Volger 2012). The fileaefficients are plotted as a function of
time in Fig. 7.6. Non-wave accelerations inducekapiin the filter, which manifest
themselves as long period oscillations with a defay/70 samples, or 133 s at a sampling
rate of 1.28 Hz (Datawell BV 2012b). This lag be¢wehe initial disturbance and the
erroneous surface elevation signal is evident i Fi4. It is possible to implement
automatic identification of filter-contaminated ®&nseries in the quality control of the
data, however visual inspection of the time sergesnvaluable as the long period,

symmetrical shape of the disturbance can be easitygnised.
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Fig. 7.3 Erroneous surface elevation signal, iy = 40.94 m.
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Fig. 7.4 Erroneous surface elevation signal, @y = 40.07 m.
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Fig. 7.4 Datawell waverider filter coefficients (Sbker 2012).

7.2.2 l_‘\Aale moO RatIOS
A straightforward method to estimate the highedividual wave from a sea-state (k)

when only summary statistics or spectral data awalable is to assume a constant

relationship between ydx and Hyo of the surrounding waves. This ratio is often mefe
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to as the Abnormality Index (Al), particularly ihe study of freak or rogue waves which
are commonly defined as events with Al values grethian 2 (Guedes Soares et al. 2003;
Haver 2004a; Dysthe et al. 2008). Accounts whicscdbe ‘walls of water’ and ‘holes in
the sea’ have long been part of maritime lore, h@av¢hese events were brought to the
attention of the scientific community when a downsviboked laser-based wave sensor
on Statoil's Draupner E platform in the North Seaarded a wave measuring 25.6 m,
with a crest height of 18.5 m, in a sea with a 18igmificant wave height on January; 1
1995 (Haver 2004b). This became known as The Near Yave and is illustrated in Fig.
7.5

2 T T T T T

13 -

b Cmx
4]
T

i@ 1 1 1 1 1
5] 166 2ea 2848 408 S8 =151 ]

t 0=l

Fig. 7.5 The Draupner New Year's wave (Haver 2004b)

The operational definition of freak waves mddHmo > 2 - is derived from the application
of the Rayleigh distribution for wave heights inrecord. Manipulating the Rayleigh
distribution allows for the most probable, from a record with Mwaves to be given
by equation (7.1).

InN,
2

HMax ~ KHmO (7'1)

K is an empirical constant and has a value of lafoarrow spectrum. This relationship
predicts that Ka/Hmo > 2 could be expected approximately once every03@8ves.
Thus freak waves should not be considered to bealistic events. Rather, according to
Haver and Andersen (2000), they should be thoufsdrare realizations of a typical

population” or “typical realizations of a rare pdgiion”. Some authors have proposed
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that study of freak waves should be extended beymwmér theory and that a Tayfun
distribution should be considered to account fovegahaving sharper crests than troughs
(Muller et al. 2005).

In order to characterise the possible occurrendecak waves at AMETS measurements
from the Waverider buoy taken in 2011 — 77% datavery — were analysed and the
Al values plotted against }. Exactly 300 measured sea-states, corresponding to
approximately 2% of the records retrieved from bey, display Al values greater than

2. This approximates to one rogue event among e%ér900 waves, a noticeably
infrequent rate of occurrence when compared to thean 3000 waves probability
predicted by theory. It is also notable that no-steées where kb > 8m display Al
values greater than 2, though it is likely thastisi due to the relatively small population
size and not an indication that a reduced factatdcbe used to estimate the largest wave

heights in these stormy sea-states.

Figure 7.6 Al vs. Hy, for 2011 AMETS Waverider measurements. Selected cerds plotted in Fig. 7.7
marked by coloured triangles
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Figure 7.7 Selected surface elevation profiles frofaig.7.6.

A selection of time series which produced very hMdlvalues, identified by the coloured
triangles in Fig. 7.6, is illustrated in Fig. 7.This figure demonstrates that these
measurements are reasonable surface profilesy rthidue erroneous readings. The third
profile — the record with the highest observed Alue — is particularly interesting, as
it shows a 7.53 m wave that was preceded by sewansds with heights of less than 2 m.
Furthermore, no other wave in this 30 minute reaaxdeeded a height of 5 m. Large
waves that follow an extended quiescent periodh scthe example illustrated above,
have been identified as being extremely dangerousgl offshore operations or marine
recreation activities, as sailors or bystanderthershore may be caught unawares having
had their attention drawn away from the seeminglyncwave field (Gemmrich et al.
2009).
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In the context of energy conversion, unexpectedelavaves that follow periods of
relatively benign wave action may be significanthéi faced with extreme sea-states,
many WECs are designed to enter ‘survival modeinmttempt to evade the damaging
structural impacts of waves of the type illustrated Fig. 7.1. Conversely, an
unexpectedly large wave that a device encounterdewh is still operating may
potentially prove more detrimental to componentshsas the power take-off and control
system. To ensure device survivability prior togarscale deployment, the impacts of
wave trains like this should be considered in tlsigh phase, including physical
modelling of the WEC concept in laboratory basidg1 appropriate method for
producing relatively large individual waves at shsalale is to use focused wave groups
(Tromans et al. 1991). These wave groups are cosdpafsindividual, linear, wave trains
that arrive in phase at a location of interesthia wave tank at one point in time. It is
possible to generate both crest-focused and tréogised wave groups by shifting the
phases of the various frequency components. Avecaget and trough shapes during
storm conditions has also been shown to providalaable representation of extreme
waves (Taylor and Williams 2004).

Similar analysis was also carried out for measurgmdrom the Wavescan buoy
deployed at the 100m depth (Fig. 7.7). Unforturnyatieé time series of surface elevation
produced by this buoy was corrupted; therefore -zevssing analysis could not be
carried out to individually indentify the wave hbktg. Instead, it was necessary to rely on
the summary statistics of ,ld and Hax that were transferred to shore while the
instrument was deployed. The values of these pdeastend to be rounded to a number
of repeating figures, hence the noticeable pattedhlack of spread in Fig. 7.7. Less than
1% of records were identified withyg/Hmo > 2. This is significantly lower than for the
50m site, possibly indicating that the Waveridepydollows the profile of the wave
crests more accurately than the larger, discuseshafyavescan. A Wavescan buoy has
recently been deployed at the M4 station locatieig.(1.4); analysis of the time series
that will be retrieved from this buoy would be uddbr ascertaining the appropriateness

of this type of instrument for measuring large wave
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Figure 7.8 Al vs. H,, for 2010 and 2011 AMETS Wavescan measurements.

7.3 Extreme Value Analysis of B, Design Values

7.3.1 Introduction

Wave Energy installations, like all ocean enginggdevelopments, require trustworthy
predictions of the most extreme sea states thalikely to be encountered over the
lifespan of the project. Various methods of extrewaéue analysis (EVA) have been
developed in response to this need in order toigeoestimates of the conditions that
offshore structures must be designed to withstdimgse generally consist of fitting a
statistical distribution to a set of measured odelled parameters and extrapolating to
long return periods — the average intervals betwt®n occurrences of the design
condition — to determine the required extremeghigs study the commonly used Peaks
Over Threshold (POT) approach proposed by Godad(1@®d outlined as a step-by-step
approach by Ward et al. (2003), is applied to exdlate H, values from the available
data from AMETS. These results can then be usemjunction with the observations

detailed in Section 7.2 to estimate the largestviddal wave height that could

163



potentially be encountered at the site. Similadigtsi for the test site have been carried
out previously but have been limited to single tama and water depths (Curé 2011a;
Murphy 2011). The POT method is described in detagection 7.3.2., with the results
of the analysis applied to the AMETS wave modehdaesented in Section 7.3.3. This
method could also be used to determine the desigdittons for other meteorological
processes in the marine environment, such as dsreemd wind speeds, though for the
case of AMETS the necessary data is not available fthe hindcast model. It is not
advisable to use the EVA approach to determinewtaee period associated with the
design values of kb; joint probabilities of height and period should tilised if a full

sea state description is necessary (EquiMar Groag)2

The appropriateness of alternatives to the POT odlettere also assessed for use in this
study, but ultimately discounted. An extension bé tPOT approach is the annual
maxima method. This involves fitting an empiricabtdbution to the only highest
recorded value of kb from each year of available data. It is recommeéntewever, that
this approach is only followed when long duraticaatasets are available. The EquiMar
standards suggests several decades worth of reamdsquired (EquiMar Group 2011)
while Ward et al. (2003) propose at least 20 yesost was not suitable for the case of
AMETS and the 16 year SWAN model. It is also pdsstb fit distributions to the entire
population of data that is available, known as lthigal Distribution Approach. This
method was used frequently prior to the POT metiading widespread acceptance and
is described in many textbooks (Ochi 1998; Tucked Ritt 2001; Holthuijsen 2007).
Anderson et al. and van Os et al. both set ouhgtarguments against the use of the
Initial Distribution Approach, however, as it vitds the assumptions of independence
and stationarity that are integral to the stawdtimethods that EVA is predicated on
(Anderson et al. 2001; van Os et al. 2011).

Selecting an appropriate dataset from which desmgmditions with long return period
can be derived requires careful consideration. Efgimar Protocols suggest that the
wave data being used should have a duration that lisast 1/8 of the desired return

period. In-situ measurement campaigns, while ateur@nd to be of short duration
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(EquiMar Group 2011). They are therefore unsuitdbleproviding sufficient data to
allow for accurate extrapolations of design para&msebver the time scales relevant to
commercial WEC deployments, which would be expettedperate for up to 25 years
and would require even longer return periods fek Essessment and insurance purposes.
In contrast, numerical hindcast models can prodocg term outputs, though they may
be afflicted by bias, particularly if compromisesick as reduced grid size and
simplifications to the background coastal processesequired to reduce computational
time. A particularly useful data resource is thebgll ERA-40 model, a re-analysis of
meteorological observations from September 195August 2002 produced by the
European Centre for Medium-Range Weather Foreq@&tMWF) which includes a
1.5-resolution ocean wave model (Uppala et al. 20B&¥ed on the recommendations in
the EquiMar guidelines (2011) the 16 year AMETS wsladlows for the extrapolation of
the 80 year return value of parameters such @s BHatellite altimeter or synthetic
aperture radar (SAR) measurements provide a pessdrhplement to point recordings
and numerical models as they combine the relatooeiracy of instruments with long
historical archives of data. The primary disadvgatassociated with these datasets,
however, is the possibility that some significatdrs events can be overlooked due to
the poor temporal sampling rate — up to severas dipending on the satellite — and the
sensor can perform poorly close to the coast wineney ocean energy developments will
be sited (GlobWave Project 2012).

7.3.2 Peaks Over Threshold Method of Extreme Valu&nalysis

The POT method involves fitting an empirical distiion to selected storm values of
Hmo which exceed a user defined thresholg, td calculate the return values. This study
follows the approach taken by Goda and Ward eral. applies the Weibull and Fisher-
Tippett Type | (FT-I) functions as the extremaltdimition (Goda 1988; Ward et al.
2003). The generalised Pareto distribution (GPD)arsother formulation that is
commonly employed but it was not considered fos thork as it is more cumbersome to
implement than the Weibull and FT-1. Van Os et(2011) advise that at least 10 peaks
should be returned when choosing an appropriaéstiotd, with an upper bound limit of

at most 10 values per year of data. The averagéeunf storms identified per year is
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referred to as the mean rate, and denoted.ldy is also necessary to ensure that the
selected peaks are statistically independent ardnat products of the same storm

system.

If x is one of the N selected storms that exceeds tHen F(x), the probability of

nonexceedence of x, is given by Equation (7.2)tlier FT-I function — also known as
the Gumbel distribution — and by Equation (7.3) ttee Weibull distribution. The k term

in Equation (7.2) is known as the shape parametéri@given values of 0.75, 1.0, 1.4
and 2.0, as suggested by Goda (1988).

—(x—-B)

FT-I F(x) = exp {—exp [ 1

1} (7.2)

Weibull F(x) = 1— exp [ - B)l (7.3)

The selected storms are rearranged in descenditeg, ®o the fA largest storm is x
The plotting function for the FT-1 and Weibull fumans are given by Equation (7.4) and
Equation (7.5) respectively

m — 0.44

FT-I E,=1- N, 1012 (7.4)
m-—a«a
Weibull F,=1- Nyt F (7.5)
The termsy andp in Equation (7.5) are determined from
a=0.20+027/Vk
(7.6)

B =020+ 0.23/Vk

Once the nonexceedence probability is calculate@dsh of the storm data points their
respective reduced variatesy, yare determined using Equation (7.7) for the FT-1
distribution and Equation (7.8) for the Weibulltdisution.
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FT-I Ym = — In[—In E,] (7.7)

Weibull Vm = [=In(1 = E,)]/¥ (7.8)

The set of storm values for which,kt> H, are then linearly related tg, o that

Xy = Ay, + B (7.9)

xg = Ayp + B (7.10)

whereA and B are solved using the least squares method antharestimates of the
scale and location parameters in Equation (7.10)s then possible to calculate the
expected Ko for the return period R, denoted ag ®nce y is determined from either
Equation (7.11) for the FT-I distribution or Equoati(7.12) for the Weibull.

FT-1 yr = —In{=In[1 - 1/(AR)]} (7.11)

Weibull ygr = [In(AR)]V/¥ (7.12)

7.3.3 POT Analysis of AMETS Model Data

A POT analysis of the AMETS test area was carriat using an automated process
which implemented the approach outlined in Sec@id2 to the outputs of the SWAN
model described in Chapter 3. Fifteen points atttdepanging from 10 m -150 m,
illustrated in Fig. 3.16, were included. A variatthresholds, &l were applied to each
set of data. These Halues were selected to ensure that a reasonabiber of peaks
(Nt) were returned, following the recommendations ah s et al. (2011). A 36 hour
separation of peak events which exceedgdvBs introduced to ensure the values are
statistically independent. This is illustrated iig.F7.10 for the case of the 50 m station
with H, = 8.5 m. H,, values which exceed the threshold are markedeergrbut only
points with the sufficient temporal separation 6f I®urs, marked in red, were carried
forward for analysis. The number of peaks returfoed range of thresholds is shown in

Fig. 7.11, with N decreasing asHs increased.
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The selected peaks for each Hilue were ranked by height in descending ordegy &xd
fitted to the five plotting functions — FT-1 and Wall with k values of 0.75, 1.0, 1.4 and
2.0 — given by Equation (7.4) and Equation (7.5lcGlating the reduced variates,, y
from Equation (7.7) and Equation (7.8) and plottingm against x allows the scale4)

and location B) parameters to be calculated for Equation (7.30)gua least squares best
fit line, as illustrated in Fig. 7.12. The? Ralues computed at this stage were then used as
the selection criteria for choosing the most sdgabombination of threshold and
extremal distribution to represent the outputs g flom each of the station points in the
SWAN model, though the results were also visuaigeased to ensure that the fit was

sensible in order to verify their validity.

Threshold: 8.5m
H,

MO
H o > Threshold

+ Selected Peaks (64)

1 | 1 1 | 1
07/12/1995 020941958 290572001 230272004 19/11/2008 15/08/2009

Date/Time

Figure 7.10: Selected peaks greater than the 8.5threshold for the 50m station in the AMETS
SWAN model.
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Figure 7.11: Number of peaks (N) returned for each threshold value (H) for the 50m station in the
AMETS SWAN model.
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Figure 7.12: x, plotted against y, for H, = 8.5 m for the 50m station in the AMETS SWAN mode
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Extrapolated design values of,bl given by x, for return periods of up to 80 years are
plotted in Fig. 7.13 for the range of thresholdst tvere deemed to be reasonable for the
data from the 50 m station. The level of uncertaiassociated with this method is
evident from the spread of curves produced by tiferdnt thresholds. Significant
differences in the extrapolated values gfpHlerived from the fitted Weibull and FT-I
distributions can be seen, particularly for thegenreturn periods. For this case the
analysis was carried out to produce a general gtateting of the extreme conditions at
AMETS, and exposed sites on the Irish west coagjeneral. More detailed design
studies could include confidence intervals in tlesuits to quantify the underlying

uncertainties.

17 T ! T T
16 f i - f ]

15 f ? i 1

E
14 :
x : : : :
121 e
—— 7
—75
: . : C|l— 8
: : —— 9
9.5
: : : : —— 10
10 1 | | 1 1 1 |
0 10 20 30 40 50 60 70 80

R [vears]

Figure 7.13: Return values of ¥ for H, = 7 m — 10 m for the 50m station in the AMETS SWAN
model.

The A andB pairs which produced the highest Wlues — see Fig 7.12 — were chosen
to represent the extremal distribution for eachhef 15 stations which were analysed. A
set of »% values was computed for each water depth from fitqqué7.10) and the results
presented in Fig. 7.14 for selected return perimidgp to 80 years. It is likely thatqtd
values in excess of 15 m will be experienced ahaffe sites in water depths of greater
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than 40 m over the potential 25 year lifetime oW&C deployment. This value was
surpassed only once in the 16 years of outputs fteenSWAN model, at the station
location at the 150 m depth contour. Over longéurreperiods, sea states approaching
17 m are possible.

A surprising aspect of these results is that thg ¥hlues extrapolated for the longest
return period are highest at the station at 40 timerathan the sites at the greatest water
depths. This result seems counterintuitive, howaviken the averages of the highest
values of H returned by the model at each depth are plottdeign7.15 it can be seen
that extreme wave conditions experienced at thistpexceed those further offshore.
This result may simply be a manifestation of diparecies in the model, though the
possibility that this location is a hot-spot, whesave heights are amplified due to
shallow water processes during the severe storms adfe selected during the POT

analysis should be investigated further throughiin-measurements at this location.

The design values of 44 for the locations in water depths 10 m — 30 msageificantly

lower than those at the points further offshoreddcrease in wave height is to be
expected in the near shore environment, howevetdhsiderable reduction illustrated in
Fig. 7.14 and Fig. 7.15 can probably be explaingdhe shelter these locations are
afforded from Annagh Head to the north and Inishaltsland to the southwest. As a
result these return values are not representafivgher sites along the Irish west coast

that are similarly close to the shore but thatfallg exposed to the Atlantic storms.
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Figure 7.14: Design values of kb (xg) at each station in the AMETS SWAN model for a rage of
Return Periods (R).
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Figure 7.15: Average of the m highest values of }g returned for each station in the AMETS SWAN
model.
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7.3 Discussion

The research outlined in this chapter has utilimeasured and modelled wave data from
AMETS to investigate the extreme wave conditionthatsite, which, with the exception
of the nearshore points, could be considered tymtdahose experienced at exposed
ocean locations on the Irish west coast. The egpee of processing and analysing the
measured data from the site has also allowed &d#velopment of both quantitative and
gualitative approaches for verifying the validitiytmoy records of extreme wave height.
Extreme individual waves with heights of up to 2save been observed at the test site,
though it is likely that even larger waves alsouwcbut go unrecorded. Rogue waves,
which a device may encounter during its normal apenal conditions, were observed to
occur less frequently at AMETS than suggested bgrihbut are another risk that should

be accounted for in the design of a WEC.

The POT analysis applied to the outputs from theyg&ér AMETS SWAN model
identified that sea states withyklvalues of approximately 15 m should be expected ove
the duration of floating WEC deployments in watepth of 40 m and greater. For the
longest return period included in the analysisy88ars, the return values approach 17 m
at a number of locations. These extrapolated cmmditcould also be typical of many
exposed sites on the west coast of Ireland. Thdtsesome with a caveat however; there
is a level of uncertainty associated with long teextrapolations of design conditions,
particularly from hindcast model data which themesImay contain bias. Furthermore,
it would be unwise to attempt to extrapolate designditions for longer return periods,
such as 1000 years, due the relatively short tnan@é covered by the model.

There are insufficient measured data to predicurately what is the most suitable
Hmax/Hmo ratio for the most extreme sea-states at AMETS. dnd Burcharth (1998)
present a formula based on the Rayleigh distributte Equation (7.13) which also
allows the encounter probability of encounteringafied individual wave heights over a

period of time to be computed.
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InN 0577
—+ YHE years (7.13)
2 \/8InN

Assuming Hhax= 2Hmo IS @ reasonably conservative estimate and indichaeg individual

(HMax)mean ~ (

wave heights in excess of 30 m are probable oweidith span of a commercial wave
energy installation at the site. Furthermore, adiogy to Prevosto et al. (2012) it should
not be necessary to consider individual waves Wifax > 2Hno as second-order wave

theories are sufficient for the levels of reliayilfequired for ocean energy installations.

Additional research is required to understand wigyeéxtremes computed for the station
at the 40 m water depth were significantly lardeamt most of those returned at the points
located in deeper water. It is possible that thimerely an inherent idiosyncrasy in the
model, rather than a realistic physical processs Should be assessed further using in-
situ measurements, and it may also be worth extgnithie buoy network at AMETS to
determine the level of spatial variability that @=iin the wave energy resource. There is
also considerable potential for further studiegextteme wave conditions in general and
their implications for WEC deployments. Increasinfiirge archives of observed rogue
waves are being compiled (Nikolkina and Didenkul@2i1; O'Brien and Dias 2012),
with this work being a further example, which walllow for more detailed studies of
these events to be conducted. Doubts still petsistever, about whether floating buoys
are suitable for accurately measuring the heighextsemely large and steep waves due
to the limitations imposed by their moorings and torrections that are applied to their
guasi-Lagrangian motion (Mettlach and Chung-Chu 020JAdditionally, the most
hazardous conditions for WEC operation — whethemstinduced sea states, individual
wave events or particular combinations of metocpetesses — must be determined
from numerical models and small scale tank tessmg¢hat their likelihood of occurrence
can be assessed during resource assessment arselsgion studies. An appropriate
guideline for carrying out this work is providedthre standards by by Det Norske Veritas
(2010) which outline the environmental contour cpic of defining extreme sea
conditions and procedures for estimating the extrezsponse of offshore installations.
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Chapter 8 Short Term and Spatial Variability of Wave Energy

8.1 Introduction

The operation of many WEC concepts is dependenthenincident wave frequency
(Thomas 2008; Flocard and Finnigan 2010; Saulnieal.e2011). As a result, power
output may vary over short time scales dependinthercomposition of the passing wave
trains, even while the overall sea state remairthaimged. Saulnier et al. discussed the
sensitivity of certain types of WEC to spectral thardth and wave groupiness and
demonstrated that capture width is increased fa@mwhcident spectra are narrow and the
device is closely tuned to the dominant frequenéyth® surrounding wave field.
Additionally, the quality of the power produced WECs could be compromised if the
fluctuations in the incident wave energy, and thguttant device output, are excessive.
Blavette et al. (2011) highlighted flicker — whidan even manifest itself to energy
consumers as unsteadiness in the glow from lighisb4+ as a possible consequence of
poor power quality. Short term energy storage meichas have been proposed as
possible measures to improve power quality (Muetgl. 2009), while it has also been
demonstrated that aggregating the power from ttiwislual devices in an array results in
a smother overall output (Molinas et al. 2007; dms$ier et al. 2008; Nambiar et al.
2010).

This smoothing effect of device aggregation is m&®d on the inherent spatial
variability in the incident wave energy. WECs via# deployed in arrays at the same site,
and share infrastructure such as cables, for pedctind economic reasons once
commercial installations are developed. It is dassthat deterministic differences, for
example due to bathymetry or currents, will leathttomogeneity in the levels of energy
available to WECs across the extent of a farm. écueate understanding of the spatial
variability of the resource across a site of irgereill greatly aid developers in choosing
the most advantageous deployment locations focdpéure of energy and in monitoring
the performance of their devices once in operatidmfortunately wave measurement
instruments tend to be deployed in isolation andy yfew sets of concurrent and co-

located observations exist. The dataset of coneumeasurements from the Galway Bay
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test site presented in this chapter is a rarepmewhat limited example, and is the
unintended consequence of a protracted changeower & non-directional buoy to a

directional model.

Wave spectra derived from measured time seriescafssirface elevation have been
utilised throughout this research for calculatirmygmeters and estimating the available
energy resource. The wave spectrum is calculatedppyying a Fourier transform to a

measured time series of surface elevation, as ideslcm Chapter 2. It was also noted
that this approach has a limited capacity to monite temporal variability of both

energy and peak frequency. This variability mayactpn the power captured by WECS,
most of which will only be able to achieve optinparformance over a narrow frequency
bandwidth. Many devices will also incorporate cohsystems, whose design could be
better informed by knowledge of the level of vaiiigpthat can be expected over short

time scales (Fusco 2012).

The wavelet transform was introduced in Sectiong @ potential tool for quantifying
the temporal variability in wave signals and it wasmonstrated that the benefit over
using the wavelet transform over the Fourier tramsfis that it allows for precise
localization in both the time and frequency domaiftse wavelet transform is utilized in
this chapter to investigate the short term resouvacgtion at the wave energy test sites at
AMETS and in Galway Bay. Data are provided by Dathwaverider buoys that have
been deployed at the sites, including a periodoof fmonths between April and July
2008 when both a directional and a non-directidaly were both in-situ in Galway Bay
in similar water depths at a spacing of 200 m. Tolowing sections describe the
wavelet analysis that was conducted to assessethpotral changes in wave energy,

along with examples of the spatial variability otvgel in the concurrent measurements.

8.2 Application of Wavelet Analysis

Wavelet analysis is carried out for the measurede tiseries of surface elevation

following the approach outlined in Section 2.5. lkEaet of data was analysed using
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Equation 2.13 to produce three dimensional wawsettra, with the computed wavelet
coefficients, |WT|, dependent on time, t, and sdaldt has been shown (Massel 2001)
that a linear relationship exists between scal@nk, period of a regular wave, T, in the

form:
b =aT (8.1)
where
a=c+\/c2+2 8.2)
4

The term c is taken astby Massel. Applying Equation (8.1) and evaluating inverse
of the period scale allows the wavelet transfeadfignal to be presented in the more

familiar units of frequency and time.

A typical time series of measured buoy data is shmwFig. 8.1, with the absolute values
of the wavelet coefficients that form the resultimgvelet spectrum illustrated in Fig 8.2.
The red areas in Fig. 8.2 are representative oigmifisant correlation between the
localized portion of the signal and the mother wetvand indicate a high energy density
at that point in time. Whilst the traditional waspectrum of such a signal would suggest
a constant level of energy over the analyzed tierges, examination of this wavelet
spectrum makes it possible to discern pulses quureing to individual, and groups of,

high waves.
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Figure 8.1: Measured surface elevation time series
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Figure 8.2: Wavelet spectrum computed from the sesurface profile in Fig. 8.1. Colour scale
indicates the magnitude of the wavelet coefficients

The instantaneous peak frequengyak each time point can be easily identified fribra
wavelet spectrum illustrated in Fig. 3.2, and istigld in Fig. 8.3. The weighted mean of
instantaneous peak frequency is given by Equa8d) (vhere wis the weight ( |WT]| )

for the " observation of instantaneous peak frequencyisNhe number of non-zero
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weights while N is the total number of observatiofisis parameter has previously been
proposed as a suitable sea state descriptor timabeaderived from wavelet analysis
(Nolan et al. 2007), and its inverse is of the sasmder of magnitude as the more
commonly used wave period parameters. The weighigngncluded to reduce the
influence of low energy components at high freqiescthat are relatively
inconsequential, and which would contribute littbethe performance of devices. The
computed value giy is also included in Fig. 8.3.

le'v=1 WiX; (83)
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Figure 8.3: Instantaneous peak frequency across thiame series from Fig. 8.1.

Nolan et al. also introduced the weighted standdediation of instantaneous peak
frequency,on, as a measure of the temporal variability in thakpequency within a
signal.oy, is calculated from the processed wavelet transfitrenusing Equation (8.3).
High values ofs,, are representative of records exhibiting a sigaift amount of short
term variability while a while a low value is inditive of a more regular wave train

which, in theory, should be conducive to effici®EC performance.

S T wi(x; — w;)?
g ST ®84)
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8.3 Wauvelet Analysis of measured Data and Short Ter Variability

Wavelet analysis was applied to one month of meaktime series from AMETS
(November 2010) and from Galway Bay (November 2088)g the previously outlined
methods and thg,, andc,, parameters were computed., is compared to corresponding
values of H,c and T values for the AMETS data in Fig. 8.4, and forv@&a} Bay in Fig.
8.5. The fundamental nature of this parameter, lao@ it varies according to the
prevailing sea state, is evident, is seen to behave similarly tg,Tparticularly for the
long period seas experienced at AMETS which tendexbibit a narrow spectral
bandwidth. The spread @f, is much greater in Galway Bay — between 0.08 5 G412

— whereas the range of values at AMETS is narroaed tend towards lower
frequencies. This is indicative of the fact thad states at AMETS, an exposed site, will
generally feature far more dominant long period Iswemponents in comparison to
Galway Bay, which is semi enclosed and where smaientributions of swell and local
wind seas are often present simultaneously. Thadsis reflected in the observation that
values ofu,, are less well ordered, with a divergent spreagaiits, for shorter period

sea states at both locations.
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Figure 8.4: p,,compared to corresponding H, (top) and Tg (bottom) values for AMETS
measurements. Selected outliers indicated by red/gen triangles.
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Figure 8.5: p,,compared to corresponding Hy, (top) and Tg (bottom) values for Galway Bay
measurements.
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ow, the measure of the short-term variability of tlealpfrequency within a time series of
surface elevation, is similarly compared tg@oHand T in Fig. 8.6 and Fig. 8.7, for
AMETS and Galway Bay respectively. Variability isduced as kb and T increase at
both locations. The supposition which explains rkgults presented in Fig. 8.4 and Fig.
8.5 is equally applicable in this case; higher gpeswell dominated, sea states will
produce more regular and well-ordered wave traim taus display a lower degree of
short term variability. These results are encourggn the context of WEC performance.
Chapter 5 identified that sea states withy Bt 2 m tend to account for most of the total
annual energy at Irish west coast sites. Many d@ees follow design methodologies
which result in theirs devices capturing energyhwite greatest efficiency when the
wave resource is high, thus in these conditiony #ieuld be able to operate without
being overly encumbered by the difficulties presdnby short term intermittency. The
power capture by devices will already be reducddwnsea states, therefore the losses of
performance associated with operating in highlyalde conditions may be considered to
be of less importance.
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Figure 8.6:6,, compared to corresponding H, (top) and Tg (bottom) values for AMETS
measurements. Selected outliers indicated by red/gen triangles.
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Two outliers, highlighted as coloured trianglesyéndeen included in Fig 8.4 and Fig
8.6. These are examples of buoy filter-contaminai®eé series, introduced in Section
7.2.1. These records would normally be removednduthe quality control process
outlined but have been included here as instruatiges. The time series and their
resulting wavelet spectra are reproduced in Fja8d Fig. 8.9. The manifest themselves
very strongly in the wavelet spectrum in the forhintense pulses that are spread over an
wider, and lower, band of frequencies than theosumding waves. In contrast, when the
wavelet analysis procedure is applied to the 28:8%ave recorded at AMETS — see
Section 7.2.1 for further details — it is seen ® rfeasonably well matched with the
frequency of the preceding wave in the record (if0). The weighted parameters
computed from Equations (8.3-4) are similarly aie resulting in the outlying
discrepancies identified in Fig. 8.4 and Fig. 8I&e strong signatures left by these
erroneous signals suggest that wavelet analysispoggntially be an appropriate tool to
augment the QC process if a more quantitative naettiadentifying these discrepancies

could be developed.
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Figure 8.9: Surface elevation (top) and wavelet sprum (bottom) of corrupted buoy measurement
indicated by green triangles in Fig. 8.4 and Fig..8. Colour scale indicates the magnitude of the
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184



0o L e -

| | H\|I||\ Ilnlhl‘ H ||lm ‘H .J 1My Ll \Il.l A ) IJI|.||J|1||l|1m|| |l‘| Ih I,.
\|HH" (| ||\|\ r 1'

10 i I | | I i I
] 200 400 600 800 1000 1200 1400 1600 1800

Time (s)

0.25

o
= o
m ha

Frequency (Hz)

005

u] 200 400 600 800 1000 1200 1400 1600 1800
Time (s}

5 10 15 20 25 a0 3k 40

Figure 8.10: Surface elevation (top) and wavelet sptrum (bottom) of the largest wave measured at
AMETS (H wax = 23.87 m). Colour scale indicates the magnitudd the wavelet coefficients

8.4  Spatial Differences in Short Term Variability

As mentioned in the introduction to this chaptére tevel of variability in the wave
resource will impact on the overall performance apdration of array of WECs. As the
number of measurement buoys that could be deplaj@iyside a wave farm will be
limited by economic and practical constraints ihécessary to develop an understanding
of how important summary statistics can vary duespatial separation from limited
datasets. Applying wavelet analysis to the concuirveave records from Galway Bay
allows the level of inconsistency in the short terariability at the site due to spatial
differences to be identified. Unfortunately thes¢adwere collected sporadically, and do
not cover the entire 4 month period of overlap wheth buoys were in situ. In total,
close to 1500 simultaneous 30 minute records daeserelevation, have been identified

and are summarised in Table 8.1.

185



Research on this subject has been limited to ddte. spatial variation of & at the
Galway Bay site has previously been studied and pemed with concurrent
measurements from the EMEC full scale test sit®©rkney, Scotland (Barrett et al.
2009). At EMEC the separation distance betweemtkasurement buoys was initially
1500 m but this was later changed to 500 m, pragidwo sets of unique data. It was
found that variability decreased with increasingvavaheight, though the degree of
deviation appeared to be unique to each specif@tion, indicating the possible presence
of local deterministic influences at these sitebe Tarray of four measurement buoys
deployed at the Wave Hub test site, separated Bynfare a state of the art facility and
analysis of their data are yielding further insgyhito the nature of the spatial variability
in wave fields (Ashton 2011). Preliminary resultavé indicated that inhomogeneity
across the extent of the buoy array influencesestanation of spectral and directional
parameters (Saulnier et al. 2011) and that theepoesof low frequency components
within low energy wind seas are associated witleiased variability (Ashton 2011). In
this section the spatial deviations in the pararsethich were computed previously to
quantify the short-term resource variability ardcelted and compared to the more

frequently used sea state descriptors.

Month Start Date End Date | Measurements
April 24/4/2008 30/4/2008 306
May 1/5/2008 9/5/2008 300
June 25/6/2008 30/6/2008 225
July 1/7/2008 18/7/2008 643

Table 8.1: Summary of concurrent datasets from th&alway Bay test site

Scatter plots of concurrent recordings a numbeeafstate parameters are shown in Figs.
8.11 — 8.13. It is clear that the level of agreeestween the buoys depends on the
parameter being examined. The values @f Bnd T observed by the directional and
non-directional buoys appear to be well matched|ewh andpu,, appear to be poorly
correlated. Some particularly noticeable outliers present in Fig. 8.12 for the peak
period values, such as concurrent measurements ©f10 s and §~2 s. Barrett (2010)
identified low energy spectra with a wide spreadrefjuency components, and which

display no obvious peak as the source of this damece.
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Regression analysis was carried out on the conuudigga sets as a quantitative means to
ascertain the variability between the sea staterpaters. The correlation coefficients, R,
for the concurrent series of parameters were catled) and the results are compiled in
Table 8.2. R is close to 1 forpland T suggesting a good level of fit between the buoys
and confirming a similar analysis carried out byrB#. The value of R for the bandwidth
parametere; is also high, which indicates similarity in spettshape. Correlation is
relatively poor for . In Section 2.2.3 it was shown that the calcutatbthis parameter
can be sensitive to the estimation method usedhasanay account for the discrepancies

between the two buoys.

There also appears to be a high level of correldtietween the values of, determined
from the wavelet analysis carried out on the reogsl This implies that the degree of
temporal variability across the 200 m separatiorelatively consistent, though it would
not be sensible to extrapolate this result to ngyemeeral cases due to the relatively close
spacing between the buoys and the specific featfrdse site. There is poor agreement
between the concurrent values @f. This may be due to the predominantly wind
generated seas in Galway Bay, resulting in widedbdrspectra and the presence of a
wide range of frequency components of equivaleetrggnwhich makes the selection of
the dominant peak difficult. It would be informatio carry out similar analysis of
concurrent measurements at an open ocean siteatnimx whether this variability is

reduced in longer period sea states.

R
Hmo 0.991
Te 0.974
Tp 0.861
Toz 0.929
&2 0.952
™ 0.753
Cw 0.943

Table 8.2: Correlation coefficients (R) between wa parameters from the concurrent datasets at the

Galway Bay test site

188



8.5 Discussion

In this chapter the wavelet transform has beeniegpdb data measured at AMETS and
the Galway Bay test site in order to better und@dtthe short term variability of the
incident wave resource. It has been presented usefal tool for temporal analysis of
records, and its potential application in qualigntol of measured wave data has also
been identified. There are also limits to the pcattuse of wavelet analysis for wave
energy resource characterisation. In particulawauld be instructive if equivalents to
commonly employed parameters such ag &hd T could be derived from the wavelet
transform so that they could be compared quanéhtiwith the outputs of spectral

analysis.

The analysis results indicate that agoFnd T increase the resulting time series of
surface elevation tend to exhibit lower levels afiation in the dominant wave frequency
over short time scales in comparison to more beonanditions. The more energetic sea
states are shown to display low valueso@f indicating that the wave field is more
ordered and regular. This suggests that the oofpECs will be enhanced in these sea
states if they are closely tuned to the dominanvewvfrequencies and that control

strategies will be easier to implement.

The correlation between the spatially separatedegabf the standard deviation of peak
frequencyoyw, was found to be of a similar order to other sumynsgatistics such as.td
and Te. Further work using datasets from exposed sitéh, greater separation distances,
such as the Wave Hub buoy array, would be infoneaind yield additional insights into

how this measure of temporal variability changesrayeater spatial scales.

These results may be extremely site specific duthaofact that Galway Bay, a semi-
enclosed, fetch limited location, presents a quitigue set of sea states. The results may
also depend on the particular bathymetry and todaiditions at the site. It would be
therefore unwise to extrapolate more general caimhs from this research without first
carrying out similar analysis of a wide range dksi In addition due to the limited

amount of concurrent data available, and the sponmsature of the measurements that
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were obtained, it has not been possible to invagidnow this relationship behaves in

higher energy, winter conditions. These caveatxatd the knowledge gap that exists in

relation to the spatial variability of wave fields,challenge that can only be addressed
through the provision of more measurement buoy yarraimilar to the existing

arrangement at the Wave Hub site.
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Chapter 9 Conclusions

The research has brought together previously unssectes of metocean data from the
Irish west coast and applied advanced analysis adstito develop an enhanced
understanding of the characteristics of the avkilabave energy resource. A series of
key recommendations were made regarding the mpsbppate methods for quantifying

this resource, while ancillary issues which wilflience device performance, such as
extreme conditions and short term energy varigbilitere also identified and suitable

methods for their analysis proposed. The wave gnadystry is now reaching a stage of
development where consideration is being giveretecting sites for the first commercial

installations. An accurate and informed characiina of the wave energy resource will
form a vital part of this process. In this contetkiis thesis constitutes a valuable and

relevant contribution to the field.

Calculation of Wave Power

This thesis challenged a number of assumptions #nat frequently made in the
calculation of wave energy, and demonstrated tleeni@inties and inaccuracies caused
by these assumptions. A new parameter, the wavedpstio (WPR), was defined and
has been identified as the appropriate conversiotoff for calculating wave power from
limited datasets where the zero-crossing period,off Tp,, is the only wave period
parameter available. Additionally, it was showntthasuming deep water conditions
results in a significant underestimation of the e@ower at the depths many WECs are
likely to be deployed in (40 m — 60 m) and thaewel of inaccuracy is still present at a
depth of 150 m at AMETS.

Existing industry standards have previously suggetitat wave power should always be
calculated using the full spectral form — includithg depth dependent terms — unless
spectra and time series data are unavailable (ERIEX®; EquiMar Group 2010a; Folley

et al. 2012). This thesis contributes to these omgstandardisation efforts by providing
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timely case studies that illustrate the importaoicthis guideline as a means of reducing

the uncertainties involved in estimating the wanergy resource.

Characterisation of AMETS Wave Energy Resource

An enhanced understanding about the nature of e \wenergy resource at AMETS is
an important output of this thesis. While the waliemate at Belmullet was previously
shown to be more energetic than other locationsgatbe west coast (Mollison 1982),
general conclusions can also be drawn from thiskwegarding the resource at other
potential sites for WEC deployments in Irelanchds highlighted that a disconnect exists
between the most frequently occurring sea statédVliTS and the sea states that have
the highest contribution to the annual incidentrgne AMETS was also compared to
three locations in the United States which expeeedifferent prevailing wave climates,
and consequently displayed different relationstugsveen occurrence and contribution.
These results have obvious implications for thegihesf WECs and highlights the range
of sea states that they will need to be tuned twdler to extract the maximum amount of
energy from a particular site. The degree of imteual variability in the incident wave
energy was shown to be significant, and relativaliform, at the range of water depths
analysed at AMETS. This variability is reduced, lever, if the resource is assessed
using metrics such as the exploitable powegy, Rvhich acts as a filter to reduce the
influence of highly energetic storms which are kelly to contribute to the energy output
of WECs.

This work has also highlighted the level of scdlgbithat exists between the wave
climates at AMETS and the quarter scale test sit€alway Bay. It was shown that in
general there is excellent agreement between the and that any particular sea state
experienced at AMETS is replicated at scale in GglBay. As a result developers who
conduct a sufficiently long period of testing ae thuarter scale site should gather the
necessary performance data to progress to thediages of testing. Additionally, it was
demonstrated that the presence of long period gwetluces sea states and spectra that
are not suitable for following the same scalinggedures. This indicates that care should

be taken when interpreting WEC performance datéeceld during these conditions.
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This aspect of the research is an important cantioh to the wider wave energy industry
and has been utilised by the Sustainable Energhokity of Ireland as a work of
reference that is provided to device developersidaning sea trials at the site (Cahill
2012).

Extreme Wave Conditions

This research applied a new combination of recofdsieasured sea surface elevation
and long duration wave model outputs to determameesof the likely extreme conditions
that WECS deployed in Irish coastal waters arelylite encounter. This project was
responsible for identifying the largest wave thas been recorded off the Irish coast —
23.87 m — and for demonstrating that a number @xpectedly high records that had
been identified by SEAI, the state agency respdmg$dy commissioning AMETS, were
in fact artefacts of abnormal buoy behaviour rathan valid observations. Estimates of
the most extreme significant wave heights that c¢daéd expected for a range of return
periods have also been provided. The results peovw@thnology developers with
guidelines for informing research into device awmdhponent survivability, work that is
essential if WEC arrays are to be installed at sgddAtlantic sites.

Wavelet Analysis and Wave Field Variability

A preliminary study of the potential use of wavedgialysis was undertaken as part of
this research. The strengths of this method of gataessing highlighted the inherent
weakness of Fourier analysis in addressing thet dbam variability of wave energy
resource. It was demonstrated that this variahiitieduced as the incident wave energy
increases; suggesting that improved device perfoceavill be facilitated in the most
energy rich sea states due to the more regular \ralds that are present. It proved
difficult to derive further quantitative conclus®ifrom the analysis. As a result, wavelet
analysis cannot be considered as a potential replect for Fourier analysis in the
context of wave energy resource without develo@ngore thorough understanding of
its functionality. This is discussed further in flelowing section.
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9.1 Further Work

The research described in this thesis has develapeenhanced understanding of the
characteristics of the wave energy resource irséfas off the west coast of Ireland. The
results of the analysis presented in Chapter 4 detraied that many resource
assessments erred in the selection of an apprepN&R for converting b data to E,
while in Chapter 5 it was shown that applying theepl water assumption in the
calculation of wave power results in inaccuraceagn at depths of 150 m. Both of these
errors afflict the Accessible Wave Energy Resowtias, the work of reference for the
Irish resource (ESB International 2005). This ssigehat the theoretically available
wave energy has been significantly underestimaidule the technical resource —
derived from a Pelamis power matrix witlR &s an input — has likewise been affected.
Revising the results documented in the ResourcasAtould not need to entail the
onerous task of rerunning the numerical wave modelgonstant conversion factors
could be applied to the existing data — and so lshbe pursued as a practical means of

disseminating the outputs of this thesis.

This research was made possible by the additiorssored data that has been made
available with the deployment of wave measuremamyb at AMETS. This has
alleviated the deficit in high quality spectral @dhat had existed previously from open
ocean locations in Ireland’s coastal waters. Thissis has assumed that AMETS is
representative of other exposed, Atlantic facirtgssiAdditional sources of long term,
uninterrupted, data from other locations would wallthe work presented here to be
extended to account for differences in the incideave climate elsewhere in Ireland.
The measurement network will be augmented furthéhé@ coming years as the M-buoy
network is in the process of being upgraded; witlgr6 Wavescan platforms replacing
the outdated ODAS model. These buoys will provideetseries of surface elevation,
allowing wave spectra to be computed and individueale heights to be determined. The
possibility of operating complementary pairingsneéasurement instruments at Ireland’s
two wave energy test sites — for example multiplavev buoys and a coastal radar
system for measuring spatial variability of theowwse — should be explored, along with

the deployment of novel systems such as wave glided seismic measurement stations
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described in Chapter 2. These would add value ¢otélst sites by supplementing the
facilities available to help developers increaseirtinderstanding about the operation
and performance of their devices. The quarter ssitdein Galway Bay, which is already
being used as a test bed for marine sensors a®fpdie SmartBay project (Smart Bay
2012), is a particularly suitable candidate fortlmgsinnovative measurement campaigns,
and a HF Radar system has recently been instaljleNWi Galway to monitor wave
conditions (N.U.l. Galway 2011). It would also lmestructive to deploy instrumentation
to monitor the wave climate at the 40 m depth atEANd, which returned higher than
expected design values ofbl to assess whether these results were produced by
underlying physical processes at the site that beagelevant for WEC deployments or if
it is simply an idiosyncrasy in the model outputs.

Chapter 7 demonstrated some of the extreme metoeeamts that will face WECs
deployed at Irish sites, including unexpectedlyhhigaves and severe storms. Whether
these conditions constitute the most hazardous iwonsl for device operations is
relatively unknown. Different WEC concepts are lkéo have distinct failure modes
depending on their operating principle, geometny amangement of components such as
moorings and the PTO. Additionally, processes agkvave groups, currents and wave
directionality are liable to contribute to potehtievice failures. Information about the
specific vulnerabilities of WECs is generally pnepary and commercially sensitive.
Generic reference models could be developed, hawewel tested at small scales to
provide an indication of which combinations of exitre conditions constitute the most
critical design state, and if particular sites wehdrese are predicted to occur need to be
avoided. The survival flume that is being developsgart of University College Cork’s
new Beaufort Laboratory will provide an appropridi&cility for conducting this

experimental work.

Finally, this thesis explored the possibility ofopng the wavelet transform as a tool for
analysing ocean wave data in the context of WEClopeance. This preliminary
research highlighted the advantages this form db darocessing holds over the

commonly utilised Fourier analysis, particularlyaseans to qualitatively illustrate the

195



short term, temporal, variability of the resour@n obvious weakness of wavelet
analysis is that methods to compute standard s#&a déscriptors such asg,éand T, or
equivalent parameters, have not been identifiedie@@ing this ability could position
wavelet analysis as a viable alternative to thditicmal wave spectrum, rather than its
current status as an interesting, and underutjli®ednplement to existing analysis
methods. The level of temporal variability was difsed by computing the standard
deviation of the instantaneous peak frequengy,The relevance of this parameter to the
performance of WECs was not determined, howevegnsmteresting avenue for future
research would be to assess the sensitivity ofcdeperformance to changes R

through tests of numerical or physical models.
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