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A holistic methodology for hydrokinetic energy site selection 
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H I G H L I G H T S  

• A holistic methodology for hydrokinetic energy exploitation site selection is proposed. 
• The novel Integrated Hydrokinetic Energy (IHE) index is developed. 
• The IHE index is applied to the Shannon Estuary. 
• The optimum areas for hydrokinetic energy exploitation are identified.  
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A B S T R A C T   

Hydrokinetic energy can contribute to diversify and decarbonise the energy mix in many coastal regions, in 
particular estuaries. These are typically areas of high environmental value and with intense socioeconomic ac
tivity. The aim of this work is to provide a comprehensive methodology for selecting the optimum locations for 
hydrokinetic energy exploitation, by considering all the relevant aspects which affect the decision-making 
process, and improve the current available procedures. The methodology is centred around a novel holistic 
index, the Integrated Hydrokinetic Energy (IHE) index, which considers: (i) the exploitable resource, (ii) the costs 
of installation, and (iii) the socioeconomic and environmental aspects. The approach is illustrated through a case 
study in the Shannon Estuary, on the west coast of Ireland. It is shown that the application of this methodology 
facilitates the planning and reduces the uncertainties in the development of a hydrokinetic farm project.   

1. Introduction 

Marine renewable energies (MREs) have been recognised as a sig
nificant source of green energy, with potential to contribute to reducing 
greenhouse gases emissions and thus combat climate change [1–4]. 
Within MREs, hydropower is highlighted as a feasible alternative 
renewable energy source, which may be used to diversify and decar
bonise the energy mix in many regions [5–9]. Focusing on coastal areas, 
a specific type of hydropower, hydrokinetic energy, stands out because 
of its predictability, electricity quality and low environmental impact 
[10–12]. In this regard, estuaries are promising areas for the exploita
tion of hydrokinetic energy thanks to their strong tidal currents and, in 
some cases, large fluvial discharges [13–15], or sea level rise [16]. 

Over the last years, considerable efforts have been made to develop 
hydrokinetic energy converters (HECs), with emphasis on hydrokinetic 
turbines [17,18], and to identify the best areas for their operation 

[10,14,19–25]. For all their interest, these studies were carried out from 
the perspective of the energy yield, disregarding economic and envi
ronmental aspects; therefore, more comprehensive studies are required 
for an informed decision–making process in developing a hydrokinetic 
farm project [26]. This is of great importance in the case of estuaries, 
where different areas for installing HECs may be of interest. In effect, the 
costs of installation and operation of a hydrokinetic farm, along with the 
restrictions that would be imposed by the existing or potential socio
economic activities and environmental aspects, may greatly differ 
among locations within the same coastal area [27]. 

In this research, a novel comprehensive methodology is developed 
for selecting the most suitable location for hydrokinetic energy exploi
tation in a coastal region, irrespective of the conversion technology or 
farm layout, and therefore significantly improving the current available 
procedures, by considering the key aspects affecting the decision- 
making process. The application of this methodology to a coastal 
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region will allow the reduction of the uncertainties in the early stages of 
planning the installation of a hydrokinetic farm [28]. The final design of 
the farm configuration in subsequent stages would require a detailed 
cost analysis [29,30]. 

The proposed integrated site selection is conducted by means of the 
novel Integrated Hydrokinetic Energy (IHE) index. Based on a holistic 
approach, the IHE index integrates the three main aspects affecting the 
installation of hydrokinetic energy farms: (i) the exploitable resource, 
which is computed by high–resolution numerical modelling; (ii) the 
geomorphological configuration, for which the main Capital Expendi
tures (CAPEX) of a hydrokinetic farm are parameterised according to 
water depth and shoreline distance; (iii) the socioeconomic activities 
(aquaculture, shellfish, and shipping) and environmental uses (Special 
Areas of Conservation, SACs, Spatial Protection Areas, SPAs) which are 
considered by analysing and parameterising a large amount of geo
spatial data. 

In this work, the IHE index is defined and applied to a case study: the 
Shannon Estuary, on the west coast of Ireland (Fig. 1). The Shannon 
Estuary is a macrotidal coastal area characterised, from a hydrodynamic 
perspective, by a semidiurnal tidal regime and large riverine inputs from 
several tributaries subject to a marked seasonality. A number of areas of 
interest for hydrokinetic energy conversion were identified in pre
liminary studies, in particular the Strategic Integrated Framework Plan 
for the Shannon Estuary (SIFP) [31]. Likewise, in recent studies based on 
the Tidal Stream Exploitability index adapted to non-depth-limited 
areas, TSEndl index, a number of areas were identified as of potential 
interest [13]: Kilcredaun (Area I), the constriction between Scattery Is
land and Carrig Island (Area II), the area close to Moneypoint (Area III), 
Tarbert (Area IV), the surroundings of Glin (Area V), the approaches to 
Port of Foynes (area VI), the area close to Aughinish (Area VII). How
ever, a comprehensive analysis of these areas encompassing not only the 
resource itself but also the socioeconomic and environmental aspects is 
lacking to the best of the authors’ knowledge. 

Regarding its geomorphologic configuration, the Shannon Estuary 
has extensive deep (over 20 m) areas (main channel), areas of inter
mediate water depths, and intertidal areas. The average water depth is 
approximately 16 m. With much of its area sheltered from wave action 
and a wide and deep main channel, the Shannon Estuary is an excellent 
location for a port. Indeed, with its six commercial maritime terminals, 

the Shannon Foynes port is the second largest in Ireland, after Dublin, in 
terms of commercial traffic. These activities must naturally be accoun
ted for in developing hydrokinetic energy. More generally, a thorough 
investigation of the costs, socioeconomic activity and environmental 
aspects of the areas of interest is required for the definition of a plan for 
developing hydrokinetic energy in the Shannon Estuary. 

This paper is structured as follows. In Section 2, a general overview 
of the IHE index is presented. Next, in Sections 3 to 5, the different as
pects considered in the index are defined: the energy resource (Section 
3), costs (Section 4), and socioeconomic and environmental uses (Sec
tion 5). In Section 6, the results are presented. Finally, conclusions are 
drawn in Section 7. 

2. General description of the procedure 

The objective of this research is to define and apply a comprehensive 
methodology, leading to the identification of the most suitable area for 
hydrokinetic energy exploitation in a coastal region, independently of 
the type of energy converter or farm layout. To this end, the IHE index is 
developed, based on a holistic procedure, while considering: (i) the 
exploitable resource, (ii) the costs of installation and operation, and (iii) 
the socioeconomic and environmental activities. 

This procedure is carried out by considering four different steps: (i) a 
thorough characterisation of the energy resource, based on high
–resolution spatiotemporal numerical modelling, (Section 3); (ii) the 
development of a geospatial penalty function while considering the 
relation between the main drivers of the CAPEX and the coastal 
configuration (depth and distance to coast), leading to a penalisation of 
those areas where the costs of hydrokinetic energy exploitation are 
higher (Section 4); (iii) an accurate geospatial analysis of socioeconomic 
and environmental uses, assessing the suitability of their coexistence 
with hydrokinetic energy exploitation, leading to an additional penalty 
function (Section 5); and finally, (iv) the integration of previous results 
(i to iii) in order to provide a reliable indicator that shows the viability of 
the hydrokinetic energy exploitation throughout a coastal region (Sec
tion 6). 

Each one of the aforementioned steps is reflected in the corre
sponding term that constitutes the IHE index, which is computed as 
follows: 

Fig. 1. Location of the Shannon Estuary.  
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IHE = HECgpUgp, (1) 

where HE is the hydrokinetic energy resource index (step i), ac
cording to which values equal to or higher than 1 indicate suitability for 
energy exploitation; Cgp is a geospatial cost penalty function (values 
ranging from 1 to 0) (step ii), meaning that a location with Cgp = 1 is not 
penalised by the costs that are associated to the operation and mainte
nance of a hydrokinetic farm, and where Cgp = 0 has the largest penal
isation (in the latter case, IHE = 0); finally, Ugp stands for the geospatial 
water use penalty function (values ranging from 0 to 1) (step iii), having 
the same interpretation as Cgp. As a result, the physical interpretation of 
the IHE index is straightforward. The higher the IHE index, the better the 
site for hydrokinetic energy exploitation, with values above 1 indicating 
suitability for hydrokinetic energy exploitation, which would corre
spond with a site with IHE = 1 (minimum value for suitability), and 
without any penalisation (Cgp = 1 and Ugp = 1). 

3. Hydrokinetic energy resource (HE) index 

The first step of the proposed methodology is to define an index 
which accurately reflects the suitability of a given coastal area, by 
considering not only its total available energy, but its exploitable 
resource. To this end, the hydrokinetic energy (HE) resource index is 
defined as: 

HE =
Ee

Eref
, (2) 

where Ee is the exploitable energy resource at a given location, i.e., 
the resource resulting from current velocity magnitudes that allow a 
tidal turbine to operate (Section 3.2), and Eref is a reference level of 
energy resource representing the minimum annual energy that is 
required for hydrokinetic energy exploitation. In the following sub
sections the development of HE is presented, along with its application 
to the Shannon Estuary. 

3.1. Numerical modelling 

An accurate characterisation of the hydrokinetic energy potential in 
a coastal region, requires a thorough description of its hydrodynamics 
during a long period of time, ideally a complete year [19], for which 
high-resolution spatiotemporal numerical modelling constitutes a 
powerful tool [32]. To this end, the state-of-the-art model Delft3D- 
FLOW is applied, which has been widely used to analyse the hydrody
namics of estuarine areas [33–38]. This model approximates the 
Navier–Stokes equations under the Shallow Water and Boussinesq’s 
assumptions by means of a finite–difference scheme. The results are 
coupled with the transport equation (in terms of water temperature and 
salinity), leading to the computation of the density spatial distribution 
and thus the baroclinic flows, which in turn may be of importance in 
coastal areas that are subject to large river discharges, or where two 

different types of water masses meet [39,40]. The Delft3D–FLOW model 
can be implemented in its 3D or 2DH form (i.e., vertically averaged). The 
usual dominance of the tide in the coastal areas of interest for hydro
kinetic energy exploitation leads to 2DH models, being those that are 
most used in energy resource assessments [10,13,14,32,41]. For further 
details about the Delft3D–FLOW model, the reader is referred to [42]. 

In the present work, a high-resolution 2DH application of the 
Delft3D–FLOW model is conducted for the Shannon Estuary and the 
adjacent continental shelf, up to 100 m water depth, approximately. To 
this end, a varying–size numerical grid (Fig. 2) is used, covering the 
whole estuary and extending over the Atlantic Ocean, approximately 30 
km offshore. From the inner estuary to the mouth, the grid resolution is 
set to 100 × 100 m, progressively decreasing up to 100 × 300 m, to
wards the westernmost oceanic open boundary. The bathymetric data is 
obtained from the INFOMAR programme (Integrated Mapping for the 
Sustainable Development of Ireland’s Marine Resource) [43]. The nu
merical model is validated against ADCP (Acoustic Doppler Current 
Profiler) field measurements of flow velocity, gathered at two different 
locations in the inner and middle estuary (Fig. 1), ADCP1 (25/06/2017 
to 29/07/2017) and ADCP2 (24/03/2006 to 28/03/2006). Fig. 3 shows 
the linear regression fit of the magnitude of computed and observed 
velocities at ADCP1 and ADCP2, and Table 1 provides the statistical 
parameters obtained. The results show an excellent agreement between 
both time series, and, therefore, the capability of the model to accurately 
reproduce the hydrodynamics of this coastal area. 

Once the numerical model is validated, it can be used to accurately 
characterise the available energy resource. With this aim, a complete 
annual scenario is computed by using the following forcing factors: main 
tidal harmonics (TOPEX/Poseidon database) [44,45], average monthly 
river discharges (Irish Office of Public Works, OPW), and thermohaline 
conditions at open boundaries (Irish Marine Institute, MI). 

3.2. Available and exploitable energy resource 

The available time-dependent hydrokinetic energy resource is 
computed in terms of power density, Ea (t) (Wm− 2), as [10]: 

Ea(t) =
ρ
2
[V(t) ]3, (3) 

where ρ (kgm− 3) is the seawater density and V (t) (ms− 1) stands for 
the time–dependent flow velocity. In Fig. 4 the spatial distribution of the 
mean flow velocity, Vm, during a complete annual scenario is plotted. 

However, all of the available resource cannot be harnessed. In effect, 
HECs usually work within a range of velocities, defined by lower and 
upper thresholds [41]: the so–called cut-in velocity, Vci (ms− 1), which 
indicates the minimum velocity that is required for their operation, and 
the cut-off velocity, Vco (ms− 1), or the maximum velocity at which HECs 
can operate, due to safety reasons. 

In view of the aforementioned aspects, the exploitable time- 
dependent energy resource in terms of power density, Ee (t) (Wm− 2) is 

Fig. 2. Numerical grid (left) and its interpolation to the bathymetric data (right).  

D.M. Fouz et al.                                                                                                                                                                                                                                 



Applied Energy 317 (2022) 119155

4

defined as [41]: 

Ee(t) =

⎧
⎪⎪⎨

⎪⎪⎩

0,V(t) < Vci

ρ
2
[V(t) ]3,Vci ≤ V(t)〈Vco

0,V(t) ≥ Vco

, (4) 

and therefore the mean non-exploitable power density, Ene (Wm− 2) 
can be computed as: 

Ene = Ea− Ee (5) 

where Ea and Ee are the mean available and mean exploitable power 
density, respectively, over a given period of interest. 

As previously stated, the objective of this work is to provide a 
methodology, which can be applied with independence of the energy 
conversion technology and farm layout. Thus, in the present application, 
and on the basis of the characteristics of the current available HECs, Vci 
and Vco are set to 0.7 and 3.1 ms− 1, respectively [14,28,46,47]. These 
values can be adapted, if required, in forthcoming applications of the 
IHE index, based on future technological developments. 

Fig. 5 shows the spatial distribution of Ee (top) and Ene (bottom) in 
the Shannon Estuary. In Table 2, the mean and maximum figures of the 
exploitable resource in the areas identified as being of potential interest 
according to their available power (Areas I to VII), Ee,mean and Ee,max, 
respectively, are provided. As can be observed, the largest part of the 
available hydrokinetic energy in this estuary could be harnessed, as it 
emerges from the overall much larger figures of the exploitable rather 
than the non-exploitable resource. However, the difference between 
exploitable and non-exploitable resource largely varies throughout the 
estuary, being the areas with the largest exploitable energy those that 
present the lowest non-exploitable resource. In effect, the non- 
exploitable energy density in Areas I to VII is very low (<0.03 
kWm− 2), resulting from their current velocities being higher than the 
cut-in of the turbines (Vci = 0.7 ms− 1), throughout virtually the complete 
tidal cycle. 

3.3. Reference energy resource and categorisation 

In order to non-dimensionalise Eq. (2), and also to provide a 
straightforward categorisation, thus allowing simple comparisons 
among coastal areas and regions, the Eref term is introduced in the 
definition of the IHE index. This term should be interpreted as a 
threshold value of the exploitable hydrokinetic energy resource, which 
is required for a feasible energy exploitation. 

As a result, the dimensionless HE index constitutes a reliable metric 
for the quantification of the exploitable hydrokinetic energy resource at 
a coastal location, and it can be used as a simple way for the catego
risation of its potential. Based on a thorough review of previous research 
on the potential of the hydrokinetic energy throughout a large number 

Fig. 3. Numerical model validation against ADCP measurements at ADCP1 (left) and ADCP2 (right) sites.  

Table 1 
Validation: statistical parameters.  

Parameter ADCP1 ADCP2 

R  0.900  0.959 
NRMSE (%)  10.162  6.038 
BIAS (ms− 1)  0.038  − 0.037 
SI  0.245  0.146  

Fig. 4. Spatial distribution of Vm throughout the Shannon Estuary.  
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of coastal regions [10,13–15,19,20,22,25,48–53], in which current ve
locity data obtained by high-resolution numerical modelling and in situ 
measurements are analysed, the value of Eref is set to 0.2 kWm− 2, and a 
total of five different categories defining the hydrokinetic energy po
tential are established: Zones I to V, from lower to higher potential 
(Table 3). 

The aforementioned values can be used as a reference for any coastal 
region of interest, leading to a straightforward comparison with other 
areas; however, they could be adapted based on future technological 
developments. In Fig. 6, the results of the spatial distribution of the HE 
index throughout the Shannon Estuary are shown. The resulting mean, 
HEmean, and maximum values, HEmax, of previously defined areas of 
interest, along with their resulting categorisation are provided in 
Table 4. The area with the largest exploitable resource is Area IV 
(HEmean = 3.78, category III), followed by Area II (HEmean = 2.58, 
category III) and Area I (HEmean = 2.16, category III) with somewhat 
lower resource, Area V (HEmean = 1.89, category II) and Area VI (HEmean 
= 1.70, category II) with significantly lower energy, and finally, Area VII 
(HEmean = 1.11, category II) and Area III (HEmean = 0.97, category I), 
which are close to the threshold of viability from a resource standpoint. 

However, these areas are extensive, presenting locations with larger 
values of exploitable resource and, therefore, more reduced areas could 
be defined for establishing a plan for hydrokinetic energy conversion. 

4. Cost penalty function (Cgp) 

The next step of the methodology to implement the IHE index is the 
definition of a geospatial cost penalty function and its application to the 
Shannon Estuary. This function should relate the main drivers of CAPEX 
with the coastal configuration of a region, penalising the areas in which 
the energy exploitation will incur higher expenses, as a result of their 
depth and distance to the coast, but without considering a specific en
ergy conversion technology or farm layout. 

4.1. Identification of the main CAPEX drivers 

CAPEX refers to the costs incurred prior to the operation of an energy 
installation, i.e., all the construction expenses, including the deployment 
and grid connection. CAPEX are usually broken down as [27,54]: (i) 
device costs, (ii) cable costs, (iii) foundations or mooring system costs, 
(iv) installation costs (e.g., transporting and deployment costs), and (v) 
grid connection costs. As a reference value, it can be considered that cost 
categories (i) to (iii) represent approx. 80% of the total CAPEX [27,55]. 

Device and grid connection costs are, a priori, independent of the 
geomorphology of the study area, and depend on a specific type of 
technology. Notwithstanding, cable and foundations, or mooring sys
tems costs, are clearly dependent on the main geomorphological aspects, 
i.e., shoreline distance and water depth, respectively. Consequently, 
they are retained for a detailed analysis. Finally, installation costs also 
depend on a wide range of parameters (e.g., nautical and terrestrial 
transport distance, type of vessel required, climate conditions, etc.), 
which are difficult to evaluate accurately and, therefore, are out of the 
scope of this work [29]. 

The total (per plant) cable costs, cc (€), can be assessed on the basis of 
the exporting cable cost, which allows the transport of the electric en
ergy that is produced to a land–based electrical substation, by means of 
an underwater cable. As a consequence, the costs are highly influenced 
by the cable length and directly related to the distance to the shoreline as 
[27]: 

cc = a2l, (7) 

where a2 (€m− 1) is an empirical coefficient which, based on [27], is 

Fig. 5. Spatial distribution of Ee (top) and Ene (bottom) throughout the Shannon Estuary.  

Table 2 
Ee,mean and Ee,max in the areas of potential interest.  

Area Ee,mean (kWm− 2) Ee,max (kWm− 2) 

I  0.47  1.02 
II  0.56  1.22 
III  0.21  0.41 
IV  0.82  1.83 
V  0.41  0.61 
VI  0.37  0.44 
VII  0.24  0.34  

Table 3 
Hydrokinetic energy resource categorization 
based on the HE index.  

Category HE 

I < 1 
II 1 ≤ HE < 2 
III 2 ≤ HE < 4 
IV 4 ≤ HE < 8 
V ≥ 8  
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set as 196.96, and l (m) is the shoreline distance or, in other words, the 
cable length from the central hub of the hydrokinetic farm to the 
shoreline. 

As regards the foundations, the most habitual constructive solutions 
are monopile gravity foundations, which are usually prescribed up to 
water depths of 20–30 m. Their costs, cf (M€MW− 1), can be computed 
(per unit of converter) as a function of the water depth, h (m) as follows 
[27,56]: 

cf = 0.15+ 10− 5h3. (8) 

Finally, with respect to the cost of mooring systems, cm (€), they 
depend on the type of mooring solution that is used. The most habitual 
system is the so-called CALM (Catenary Anchor Leg Mooring) system, 
whose cost per energy converter is related with the mass of each 
mooring line, wCALM (kg), by 300 € ton-1 as [57]: 

cm = 300ncwCALM , (9)  

wCALM = lcd2
c k, (10) 

where nc represents the number of mooring lines, lc (m) is the length 
of the catenary, dc (mm) stands for the diameter of the mooring line, 
which is usually set to 45 mm in the case of hydrokinetic energy devices 
[29]; and k (kgm-1mm− 2) represents a constant that can be estimated as 
0.02 or 0.0219 for studless and stud-link chains, respectively. Based on 
[57], a CALM system, which is composed by three stud–link chain lines 
with a total length of four times the water depth is retained. Thus, Eq. (9) 
can be rewritten, per unit of energy converter as: 

cm = 159.651h. (11) 

Regarding foundations and mooring systems, it is necessary to note 
that the choice between both solutions strongly depends on the specific 
characteristics of each energy conversion technology and, mainly, on its 
working principle. However, as a general rule, bottom–fixed devices 
usually use monopile gravity foundations when they operate up to the 
abovementioned water depth limit (i.e., 20–30 m); above this limit, 
floating devices that are anchored to the sea bottom by means of 
mooring lines are the most common solution [47]. 

What emerges from Eqs. (7) to (11), are other aspects that should be 
considered when assessing the influence of the coastal configuration on 
CAPEX, even with independence of the energy conversion technology 

and layout: the total plant power (Eq. (8)) and the number of devices 
that will compose the hydrokinetic farm so as to achieve this plant 
power (Eqs. (8) and (11)). For further details about these two aspects, 
the reader is referred to Section 4.2. 

4.2. Pre-sizing towards generalisation: Total plant power and number of 
devices 

The consideration of the coastal configuration in a site-selection cost- 
effective analysis requires, even in early project stages, a pre-sizing of a 
“standard” hydrokinetic farm including: (i) total power plant, and (ii) 
number of HECs. 

There are many variables involved in defining the total plant power 
which may be not clear in the preliminary project stages. After a thor
ough analysis of the current trends and prospects of hydrokinetic tech
nology [46] and, focusing on the hydrokinetic energy conversion in 
coastal regions by installing second- or third-generation converters [47], 
a plant with total power of 1 MW is retained. 

Regarding the number of devices composing the hydrokinetic farm, 
the situation is similar to that in the case of the plant power; there is a 
vast gamut of requirements and limitations that should be considered in 
order to conduct a cost analysis with independence of the final layout 
and energy conversion technology [28,29]: available surface, area per 
device, security margins, etc. Similarly, there is a marked heterogeneity 
within hydropower projects, ranging from small-scale applications with 
small-sized turbines to large–scale farms, covering entire coastal regions 
with large-diameter turbines. Therefore, a wide range of energy con
version devices must be covered in order to generalise the results that 
are obtained. 

Based on a thorough analysis of the current available technologies 
that are considered in real hydrokinetic projects [14,41,58–63], eight 
different types of energy converters, ranging from floating micro
turbines (Ø 1 m) to large-diameter bottom–fixed turbines (Ø 16 m), and 
considering representative designs, are retained (Table 5): (i) Darrieus 
Turbine (DT), (ii) Darrieus Ducted Turbine (DDT), (iii) Evopod Turbine 
(ET), (iv) Gorlov Helicoidal Turbine (GHT), (v) Smart Freestream Tur
bine (SFT), (vi) Smart Monofloat Turbine (SMT), (vii) SeaGen Turbine 
(SGT), and (viii) Savonius Turbine (ST). 

The analysis of the CAPEX of a 1 MW farm, that is composed by each 
of these representative types of HECs, can lead to the definition of a 

Fig. 6. Spatial distribution of the HE index throughout the Shannon Estuary.  

Table 4 
Categorization of areas of potential interest based on the HE index.  

Area HEmean HEmax Category 

I  2.16  4.70 III 
II  2.58  5.62 III 
III  0.97  1.89 I 
IV  3.78  8.43 III 
V  1.89  2.81 II 
VI  1.70  2.03 II 
VII  1.11  1.57 II  

Table 5 
Main characteristics of the HECs considered.  

HEC Diameter (m) Vci (ms− 1) Rated power (kW) Swept area (m2) 

DT  1.50  0.80  1.50  2.25 
DDT  1.50  0.80  2.70  3.80 
ET  3.00  0.70  30.00  7.10 
GHT  1.00  0.50  6.30  2.50 
SFT  1.00  0.70  5.00  0.80 
SMT  1.00  0.70  5.00  0.80 
SGT  16.00  1.00  1200.00  400.00 
ST  2.00  1.00  2.50  4.00  
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penalty function, Cgp, relating the costs and the characteristics of a given 
location (depth and distance to coast). The details of the development 
and application of this cost penalty function are presented in Section 4.3. 

4.3. Development and application of the cost penalty function 

The total CAPEX of a pre-sized hydrokinetic farm, as defined in 
Section 4.2, can be assessed by means of its total cost function, cfarm (€), 
built using Eqs. (7), 8 and 11 as: 

cfarm =

⎧
⎨

⎩

cc + 106Pnccf

cc + nccm

(12) 

where P (MW) represents the total plant power, and nc is the number 
of converters that are required, which vary depending on the converter 
that is analysed. Note that the terms cf and cm (Eqs. (8) and (11), 
respectively) cannot be computed simultaneously for a given HEC, being 
computed based on the technical requirements of the energy converters. 

Substituting each term by its value in Eq. (12), it can be rearranged 
as: 

cfarm =

⎧
⎨

⎩

196.96l + 106Pnc
[
0.15 + 10− 5h3]

196.96l + nc[159.65h]
(13) 

This function clearly shows the relation between the estuarine 
coastal configuration (i.e., water depth and shoreline distance, h and l, 
respectively) and the total CAPEX. However, as previously stated, Eq. 
(13) cannot be used to represent the whole available farm configurations 
because of its constant coefficients (P and nc), which must be defined. In 
order to generalise this function to make it representative for any hy
drokinetic project, as discussed in Section 4.2, the total power plant is 
set to 1 MW. 

However, the generalisation of this function, when considering all 
the different types of energy converters, is not straightforward. To this 
end, the values of cfarm for plants that are composed by the devices (i) to 
(viii), defined in Section 4.2, are computed and averaged. After oper
ating and rearranging, the generalised total cost function, cfarm,g reads: 

cfarm,g = 1.5d3 + 34624.31d + 196.96l+ 22500. (14) 

Eq. (14) constitutes a generalised expression, which can be applied to 
any coastal area, so as to obtain an estimated assessment of CAPEX, 
based on the water depth and shoreline distance of a specific location. 
The geospatial cost penalty function, Cgp, can be easily obtained as: 

Cgp = 1 −
cfarm,g

cfarm,g,ref
, (15) 

where cfarm,g,ref stands for a reference value (Eq. (14)) within the 
coastal area of interest, or a threshold value beyond which hydrokinetic 
energy conversion is not feasible (corresponding to a limiting values of h 
and l). Based on previous analyses of hydrokinetic energy projects in 
coastal areas [64], cfarm,g,ref is defined for h = 50 m and l = 7.5 km. 

The representation of Eq. (15) for a generic domain up to 7.5 km 
distance from shoreline and 50 m water depth (cfarm,g,ref) is shown in 
Fig. 7. As can be observed, water depth has a more important role as 
CAPEX driver than shoreline distance resulting from the cubic term in 
Eq. (14). 

The results of application of the cost penalty function, Cgp, to the 
Shannon Estuary is plotted in Fig. 8. As is apparent, the results show an 
excellent correlation with the coastal configuration of the estuary. In 
effect, values of roughly 0.4–0.6 within the central channel of the inner 
and middle estuary are found, approx. 0.9 in the nearest shoreline areas 
(virtually not penalised due to their reduced depth and distance to the 
coast) and plummeting to a mere 0.2 in the surroundings of the mouth 
(larger water depths and distance to coast). The resulting mean and 
maximum values of the cost penalty function, Cgp,mean, Cgp,max, respec
tively, in the areas of interest (Areas I to VII) are provided in Table 6. 

The area with the highest costs is Area V (Cgp,mean = 0.64), closely 
followed by Area I (Cgp,mean = 0.67) and Area III (Cgp,mean = 0.68), at 
some distance by Area II (Cgp,mean = 0.71), Area VI (Cgp,mean = 0.71) and 
Area IV (Cgp,mean = 0.76), and finally by Area VII (Cgp,mean = 0.82) with 
the lowest costs. However, as in the case of the exploitable resource 
analysis, and resulting from the large extension of these areas, the costs 
of the installation of a hydrokinetic farm significantly differ within each 
them, with a mean variation (mean variation between Cgp,mean and 
Cgp,max) of 24%, which in the case of Area V and Area I attains 39% and 
33%, respectively. These variations may significantly alter the delimi
tation of the best areas for installing a hydrokinetic farm, and they have 
to be considered in the decision-making process. 

5. Water use penalty function (Ugp) 

Coastal regions and, in particular, estuaries are usually areas of a 
high environmental value, which in turn produce an intense socioeco
nomic activity. Thus, the following step for the application of the IHE 
index is to assess the compatibility between hydrokinetic energy 
exploitation and the marine uses with which it may coexist. To this end, 
a water use penalty function, Ugp, is defined and applied to the Shannon 
Estuary. This function is developed as followed. 

First, the marine uses and their characteristics (area occupied, in
tensity of the activity, etc.), taking place in a coastal region, must be 
identified. As was previously introduced, they can be categorised into: 
(i) socioeconomic activities and (ii) environmental uses. Socioeconomic 

Fig. 7. Graphical representation of the geospatial cost penalty function, Cgp (Eq. (15)) as function of water depth, h, and shoreline distance, l.  
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activities can be defined as those leading to a straightforward economic 
or social profit. On the other hand, environmental uses correspond with 
areas with specific characteristics that constitute the natural habitat for 
many different wildlife. The socioeconomic marine activities that are 
considered in this work are aquaculture, shellfish, and navigation. 
Regarding environmental uses, Special Areas of Conservation (SACs) 
and Special Protection Areas (SPAs) are analysed. 

Next, a quantitative approach to assessing the coexistence of these 
marine uses, either socioeconomic or environmental, and hydrokinetic 
energy exploitation is proposed. The method resorts to the definition of 
the penalty function Ugp whose values range between 0 (totally 
restricted i.e., no coexistence) and 1 (no restrictions, i.e., full coexis
tence), with intermediate values that are adapted to the specific char
acteristics of each marine use [65], meaning a lower value of Ugp and a 
higher restriction. The values for the different types of marine uses are 
defined as follows. 

Aquaculture farming is subclassified into extensive or intensive 
areas. Extensive areas represent large zones that are suitable for the 
installation of aquaculture farms, whereas intensive areas stand for 
specific existing facilities, or areas that are legally delimited for this use. 
Values of Ugp = 0.3 (high restriction) and Ugp = 0.6 (medium restriction) 
are set for intensive and extensive aquaculture farming, respectively. In 
the case of shellfish exploitation, it constitutes an intensive activity by 
definition, and therefore a value of 0.3 (high restriction) is retained with 
some exceptions, such as areas that are legally delimited for this use and 
that are, considering their particular characteristics, unsuitable for en
ergy exploitation (Ugp = 0). 

As regards navigation, it is necessary to distinguish between the 
presence of marine traffic of a given intensity and the delimitation of 
navigation channels. Both aspects are considered in this work. For the 
analysis of the intensity of the marine traffic, the vessel density concept, 
vd, is used, which is computed in terms of annual hours per square kil
ometre of water surface occupied by vessels, based on EMODnet Human 
Activities data [66]. After a thorough data analysis of representative 
European ports [67–69], a vessel density threshold of 50 hkm− 2 is 

defined, meaning that areas with traffic density over this value are 
considered as non-suitable for energy exploitation and, therefore, 
penalised with a value of Ugp = 0 (totally restricted, i.e., no coexistence). 
Areas with traffic density figures under this threshold are considered as 
appropriate, but with a restriction. This restriction is computed by lin
early interpolating the limits of the function (Ugp = 0 for vd = 50 hkm− 2 

and Ugp = 1 for vd = 0 hkm− 2), according to the geospatial distribution of 
vd figures. Finally, the water surface that is occupied by a navigation 
channel, which is legally defined, is considered as totally restricted (Ugp 
= 0). In the case of oversized navigation channels, these areas could be 
considered as partially restricted, by defining new limits according to 
the specific characteristics of each coastal region. With respect to the 
environmental uses, SACs and SPAs are assumed to be extensive areas. 
However, these areas occupy the whole estuary and, overall, impose a 
more limited restriction than in the case of an extensive economic ac
tivity (e.g., aquaculture). In these areas a value of Ugp = 0.9 (low re
striction) is considered. In the case of areas with a special environmental 
value, in addition to SACs or SPAs, other values of Ugp should be 
considered, while attending to their specific characteristics and the 
resulting restrictions (medium, high, or total restriction). 

Finally, in the case of the presence of various marine uses in the same 
area, the most restrictive value of Ugp is retained. Please note that the 
analysis of the specific impacts of hydrokinetic energy operation on the 
flow regime and its interactions with the surrounding water uses are out 
of the scope of this work, and should be analysed for each specific hy
drokinetic energy project. 

Fig. 9 shows the spatial distribution of the different abovementioned 
marine uses within the Shannon Estuary. It can be observed that 
extensive areas are occupied by aquaculture farming, or they are 
appropriate for this purpose. In addition, virtually all the extension of 
this estuary is used for navigation, with a legally delimited navigation 
area, occupying the whole main channel and various approaches to the 
nearby coast. Finally, environmental uses correspond, as previously 
stated, with areas occupying a much larger extension than the socio
economic activity and, overall, not imposing a significant restriction for 
hydrokinetic energy operation. The combination of all the aforemen
tioned uses provides a global picture of the potential available areas, and 
their socioeconomic and environmental restrictions for hydrokinetic 
energy conversion in this estuary. 

A clearer understanding of the most suited areas from a socioeco
nomic and environmental standpoint is provided by computing the 
previously defined water use penalty function, Ugp, for the different 
socioeconomic and environmental uses (Fig. 10), and their combination, 
to obtain an overall value of Ugp (Fig. 11). Based on the results obtained, 
the extension of the areas that are identified as of interest can be 
significantly reduced by considering only the surface without total re
striction (Ugp > 0). The resulting mean and maximum values of the 

Fig. 8. Spatial distribution of Cgp throughout the Shannon Estuary.  

Table 6 
Characteristic values of Cgp in the areas of potential interest.  

Area Cgp,mean Cgp,max 

I  0.67  0.89 
II  0.71  0.90 
III  0.68  0.73 
IV  0.76  0.96 
V  0.64  0.89 
VI  0.71  0.81 
VII  0.82  0.98  
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Fig. 9. Spatial distribution of marine uses (in red) within the Shannon Estuary.  

Fig. 10. Representation of Ugp for the different marine uses throughout the Shannon Estuary.  
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penalty function, Ugp,mean and Ugp,max, respectively, for the new delimi
ted surface (i.e., the surface delimited by Ugp > 0) of Areas I to VII is 
provided in Table 7. 

The area that is compatible with hydrokinetic energy operation and 
presents fewer socioeconomic and environmental restrictions is Area I 
(Ugp,mean = 0.88), followed by Area VII (Ugp,mean = 0.74) and finally, with 
similar values, Area IV (Ugp,mean = 0.61), Area V (Ugp,mean = 0.60) and 
Area II (Ugp,mean = 0.60). Areas III and VI are not suitable for energy 
conversion. In contrast with the resource and costs results, the variations 
of Ugp within each area are less pronounced, with the exception of Area 
IV. 

6. Integration of the results 

The integration of the different terms considered in the proposed 
index leads to the geospatial distribution of the IHE index in the study 
region (Eq. (1)). Its physical interpretation, as was previously intro
duced, is straightforward: the higher the IHE index, the better the site for 
hydrokinetic energy exploitation, with figures above 1 indicating suit
ability for hydrokinetic energy exploitation. Therefore, IHE = 1 would 
represent a suitability threshold indicating a site with the bare minimum 
amount of exploitable energy (HE = 1), and without any penalisation in 
terms of costs derived from its coastal configuration (Cgp = 1) or from the 
surrounding socioeconomic or environmental uses (Ugp = 1). 

Fig. 12 shows the spatial distribution of the IHE index throughout the 
Shannon Estuary. The areas with IHE>1 are delimited along, with the 
areas that are identified as of interest in previous studies (and analysed 
in the preceding sections). The mean and maximum values of the IHE 

index, IHEmean, and IHEmax, respectively, for the new delimited areas are 
provided in Table 8, along with their main characteristics. 

The computation of the IHE index for the Shannon Estuary allows the 
identification of six areas for hydrokinetic energy exploitation (Area IIHE 
to Area VIIHE) which significantly differ from previous analyses. The 
most suited area is Area IVIHE, close to Tarbert, as in the case of previous 
studies, but now occupying a smaller area within the previously iden
tified Area IV, with lower available resource, and lower costs and fewer 
restrictions for hydrokinetic energy operation. The other newly identi
fied areas do not correspond with those that were previously identified. 
Instead, the new areas are close to the previous areas, occupying a more 
limited surface with, again, somewhat of a lower resource, but with 
lower costs and fewer restrictions for energy conversion. 

The results of IHE index show that Area IVIHE is of high interest for 
energy operation (IHEmean of category III with locations in category IV), 
whereas Area IIHE, and Area IIIIHE, although with less potential, are also 
of significant interest (IHEmean of category II with locations in category 
III). Finally, the remaining areas, Area IIIHE, Area VIHE, and Area VIIHE, 
could be of interest, but with a more limited potential (IHEmean close to 
1). 

Fig. 11. Spatial distribution of Ugp throughout the Shannon Estuary.  

Table 7 
Characteristic values of Ugp in areas of potential interest.  

Area Ugp,mean Ugp,max 

I (Ugp > 0)  0.88  0.90 
II (Ugp > 0)  0.60  0.60 
IV (Ugp > 0)  0.61  0.90 
V (Ugp > 0)  0.60  0.60 
VII (Ugp > 0)  0.74  0.90  

Fig. 12. Spatial distribution of the IHE index and the resulting areas of interest (Areas IHE), along with the previously identified areas (Areas TSEndl).  

Table 8 
Characteristic values of the IHE index in new areas of interest and their main 
characteristics.  

Area IHEmean IHEmax Surface 
(km2) 

Mean depth 
(m) 

Seabed type 

IIHE  1.31  2.28  1.64  7.40 Rock 
IIIHE, 

N  

1.19  1.67  0.21  7.65 Rock 

IIIHE,S  1.66  2.74  0.35  5.43 Rock 
IVIHE  2.10  4.15  2.99  16.83 Mixed 

sediment 
VIHE  1.04  1.28  0.28  22.73 Mixed 

sediment 
VIIHE  1.03  1.16  0.47  17.75 Sand  
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7. Conclusions 

A comprehensive methodology was developed for identifying the 
best locations for hydrokinetic energy operation in a coastal region, The 
proposed methodology considers not only the resource, but also the 
costs of installation, along with the socioeconomic activities and envi
ronmental aspects. The combination of these aspects leads to the defi
nition of the novel IHE index. 

The methodology is composed of four steps. First, the distribution of 
the energy resource is investigated through the hydrokinetic energy 
resource index, HE index, which characterises the exploitable resource 
(rather than the total available resource) by considering the velocity 
ranges of operation of the current available HECs. Secondly, the geo
spatial cost penalty function, Cgp, is used to determine the costs of 
installation of a hydrokinetic farm, resulting from the coastal configu
ration, based on the water depth and shoreline distance. Then, the 
geospatial water use penalty function, Ugp, assesses the suitability of the 
coexistence of hydrokinetic energy operation with the socioeconomic 
activity and environmental aspects. From a resource standpoint, HE 
values higher than 1 indicate suitability for hydrokinetic energy oper
ation (other restrictions are not considered at this point). Regarding the 
penalty functions, Cgp and Ugp, they range from 1 (no restriction) to 
0 (total restriction). In the final step, the geospatial distribution of the 
IHE index is obtained by integrating (multiplying) the aforementioned 
terms (HE, Cgp and Ugp). As a result, the higher the IHE index, the better 
the site for hydrokinetic energy exploitation, with values above 1 indi
cating suitability for hydrokinetic energy exploitation. For a better 
interpretation of the results, different thresholds of the IHE index are 
established based on a thorough analysis of the available and exploitable 
resource in coastal regions of interest for hydrokinetic energy conver
sion throughout the world, leading to a total of five categories (category 
I to category V, from lower to higher interest). 

The IHE index is applied to the Shannon Estuary to assess the po
tential of the areas identified in previous studies as of interest for energy 
conversion. A total of six areas (Area IIHE to Area VIIHE) are identified 
with an IHE index higher than 1 and, therefore, of interest for energy 
conversion, which differ from those selected in previous studies. The 
most suitable is Area IVIHE (a mean IHE of category III with locations in 
category IV), close to Tarbert, as in the case of previous studies, but now 
occupying a smaller surface with somewhat lower resource and fewer 
restrictions for energy conversion. The remaining delimited areas do not 
correspond with those in previous studies. 

The results show the capability of the IHE index for selecting the 
most appropriate locations for energy conversion in a coastal region, 
reducing the uncertainties in the early stages of the planning of MRE 
conversion. The final design of the farm configuration in subsequent 
stages would require a detailed cost analysis of the selected HEC-site 
combinations. 
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