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Abstract

Abstract

Low Power Wide Area Networks (LPWANs) such as LoRaWAN, Sigfox, and NB-

IoT present a novel communication paradigm, which complements the tradi-

tional short-range Wireless Sensor Networks (WSNs). LPWANs promise to pro-

vide wide-area connectivity (up to tens of kilometers) and low-power operations

(up to 10 years) for a massive number of low-cost devices. These unique features

empower LPWANs to address diverse requirements of the Internet of Things

(IoT) applications, from agriculture to smart cities.

Since the early days of LPWANs, a major hype has surrounded them, making it

sometimes difficult to clearly understand and assess their capabilities. This has

been inflated with biased reports and inaccurate data to promote even inappli-

cable solutions. Therefore, the thesis’s goal has been set to assess the network

stack of the LPWAN technologies, especially LoRaWAN, in different scenarios

in order to understand their real advantages for the IoT applications and also

to point out their drawbacks. Consequently, proposing improvements in or-

der to enhance the performance and to extend the application domains of the

LPWANs, taking into account their limitations, e.g., duty cycle. Specifically,

resource management and IP interoperability topics are the main focus of the

research. Within these topics, multiple novel contributions are made, which

target different layers of the network stack, from the Medium Access Control

(MAC) layer to the application layer.

The performance of the new Static Context Header Compression (SCHC) proto-

col was evaluated. As a result, two novel enhancements for SCHC are proposed

in order to reduce its memory footprint and improve its compression efficiency.

The proposed work improves the performance of SCHC in order to extend the

Internet architecture to the LPWANs and thus enabling end-to-end IP connec-

tivity and interoperability. Enabling end-to-end IP connectivity in LPWANs has

the potential to bring the power of openness, interconnection, cooperation, and

standards to their applications and devices.

The performance of the PYH and the MAC layers of LoRaWAN were evaluated,

including its adaptive data rate mechanism. This study revealed an unfair data

extraction rate among devices, favouring the close ones to the gateway and the

ones that use high data rates. Consequently, a novel resource allocation mecha-

nism, FADR, is proposed to enhance the fairness in LoRaWAN by managing the

devices’ data rates and transmission power levels. As a result, FADR achieves an
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Abstract

almost uniform data extraction rate for all devices regardless of their positions

from the gateway and their data rates used.

LoRaWAN scalability and agility were studied for data collection applications

wherein mobile gateways may participate in the collection processes. The re-

sults showed the poor performance of LoRaWAN in dense deployments and in

confirmed traffic due to the severe collisions and the duty cycle limitation. To

address this, a novel mechanism, called FREE, consists of a time-slotted MAC

protocol and a resource management algorithm, was proposed on top of Lo-

RaWAN. FREE manages the resources of the device (i.e. spreading factor, trans-

mission power, frequency channels, etc.) and schedules the transmissions in

time slots. As a consequence, FREE overcomes the poor scalability of LoRaWAN

and can enable reliable and energy-efficient data collections.

The possibility of supporting Firmware Updates Over The Air (FUOTA) was

studied on top of LoRaWAN. FUOTA is a critical requirement for any long-

term deployments in order to maintain optimal, safe, and secure operations

of the network. However, LoRaWAN limitations such as duty cycle, downlink

capability, etc. challenge supporting FUOTA. Consequently, A FUOTA process

is proposed, exploiting the new specifications to support multicast, fragmenta-

tion, and clock synchronization. The proposed FUOTA process is evaluated to

quantify the impact of different parameters on the overall performance. This

evaluation helped to determine the best FUOTA parameters.
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Chapter 1

Introduction and Context

The Internet of Things (IoT) term was coined in 1999 by Kevin Ashton in or-

der to link the new idea of Radio Frequency IDentification (RFID) to the Inter-

net [A+09]. He got the required attention for RFID but he did not expect that he

had summed up one of the most emerging topics of technical, social, and eco-

nomic significance. The IoT has no single or universal definition, however, it

generally refers to scenarios when the Internet connectivity is extended into the

physical world (i.e. devices 1/things) in order for these devices to transfer data

over networks without any human intervention [AIM10]. To realize this vision,

those devices have to be equipped with sensing or/and actuation capabilities

and communication functions commonly wireless. Since this early definition of

the IoT, it has been enabling a lot of novel applications from home automation

to military applications, health monitoring, smart cities, etc., which has been

revolutionizing our way of interaction, living, playing, and working [AIM17].

Subsequently, other terms have been also coined to emphasize the ongoing

transformation of IoT, including Internet of Everything and Industrial Internet.

Due to the enormous potential impact of IoT, it has been receiving significant

attention from academia and industry. In 2017, Cisco estimated that 14 billion

devices will be connected to the Internet by 2021 [Cis17]. In the same year,

Ericsson went even further in this vision, predicting 18 billion connected de-

vices by 2022 [H+17]. Regardless of which of these two predictions is more

accurate, the ground truth is that the volume and the revenue of the IoT indus-

try are in continuous growth [Eri16, L+16]. This is supported by remarkable

developments in cheap sensor and actuation technologies and in low-power

1Device and node are used interchangeably in this thesis
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Micro-controllers and System on Chips (SoCs) that have been enabling com-

plex applications. In addition to the emergence of novel wireless communica-

tion technologies that have been helping to extend the range of IoT use cases.

1.1 Modern Wireless Connectivity Landscape of

the IoT

A big portion of the devices in IoT refers to small embedded systems that are

constrained in terms of memory, computation capability, and energy source. For

this, industrial alliances and Standards Developing Organizations (SDOs) have

been putting a lot of effort into developing low-power wireless connectivity so-

lutions to met the limitations of those devices. Nowadays, the IoT connectivity

landscape is constantly and rapidly evolving, with new technologies being reg-

ularly proposed, and with existing ones moving into new application domains.

The connectivity landscape can be divided into two categories: short-range and

long-range, where the second has recently emerged. Each category reflects a

diversity of application domains, which will be highlighted throughout the next

sections [PAV+12, AGP+15].

1.1.1 Low Power Short Range Technologies

The propagation range of the technologies in this category varies from a few

meters to one kilometre at maximum. Typically, these technologies rely on a

multi-hop mesh network topology to extend the communication range beyond

the propagation range. In a multi-hop topology, the source can use other devices

in the network as relays to reach the destination. In the past two decades,

short-range was the dominant technologies for many IoT applications with a

lot of effort from the research community to produce low-power mesh network

solutions. In the following sections, the most well-known and promising short-

range technologies are highlighted.

1.1.1.1 IEEE802.15.4-based Technologies

In 2003, the Institute of Electrical and Electronics Engineering (IEEE) pub-

lished the IEEE802.15.4 standard, which defined short-range (up to 150 me-

ters) low-power PHYsical (PHY) and Medium Access Control (MAC) protocols.

The standard was revised again in 2006 and since then it has been adopted
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in many IoT technologies [80206]. ZigBee2 was one of the first technologies

to adopt IEEE802.15.4-2006 specifications to target home automation applica-

tion [GYYL09]. However, due to the single channel nature of IEEE802.15.4-

2006 MAC layer, ZigBee transmissions were unreliable in the multi-hop sce-

narios, especially with the existence of external interference [LSH08]. An al-

ternative MAC approach that uses synchronized channel-hopping, called Time

Synchronized Mesh Protocol (TSMP) was introduced later [PD08]. TSMP

was designed primarily for industrial applications that have a stringent reli-

ability requirement. TSMP showed better performance than IEEE802.15.4 in

terms of reliability and robustness against interference. Later, TSMP became

the foundation of WirelessHART and ISA100.11a [LLW+17]. WirelessHART 3

and ISA100.11a 4 are popular technologies in the domain of process mea-

surement and control applications [PC11]. However, being closed standards,

wirelessHART and ISA100.11a products from different vendors caused a lot

of interconnection problems. In 2011, the time-synchronized channel hopping

technique was adopted in IEEE802.15.4, resulting in the IEEE802.15.4-2011

standard. In the following year, an amendment of the IEEE802.15.4-2011 MAC

was published as IEEE802.15.4e [WWDS15], defining three new MAC modes.

Among them, the Time Slotted Channel Hopping (TSCH) mode is the most

promising, facilitating energy efficient multi-hop communications while reduc-

ing interference [WPG15]. Recent deployments of TSCH demonstrated 99%

end-to-end reliability in harsh real world conditions [VGZK16].

1.1.1.2 Bluetooth Low Energy (BLE)

In 2010, the Bluetooth Special Interest Group (SIG) proposed BLE as a

low-power version of Bluetooth in order to make the protocol suitable for

IoT [Blu10]. BLE is designed for short-range communication (up to 50 me-

ters) mainly to target scenarios where user-to-machine interactions are needed,

i.e., smart building, healthcare, etc [GOP12]. BLE has the potential to be

a de facto standard for low-power short-range IoT, considering the fact that

more than one billion smartphones are shipped every year, all equipped with

BLE interfaces. Since its advent, Bluetooth, and then BLE, supported only a

single-hop topology, with one master device communicates with several slave

devices [YXL12]. However, in 2017, the Bluetooth SIG announced the mesh

2https://zigbeealliance.org/
3https://fieldcommgroup.org/
4https://www.isa.org/isa100/
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networking capability to extend the communication range and simplify the de-

ployments for IoT applications [Blu17]. In addition to that, the mesh BLE en-

ables machine-to-machine communication that would help the technology to

move to new use cases such as industry automation [BRSH18].

1.1.1.3 Low Power WiFi (LP-WiFi)

The IEEE802.11 standard, better known as WiFi, was released in 1997 and

since then the standard has been evolving, resulted in different WiFi versions

a/b/g/n/h/i/ac/ad/af/ai/aj/aq/az/ax/ay [NCF+14]. The main objective of

this evolution was to increase the throughput of the wireless transceivers spec-

ified by these standards [GdSCK17]. WiFi is a popular standard for indoor

short-range (up to 50 meters) high data rate communications with almost 580

million units shipped annually. However, WiFi has not been applied on a large

scale to IoT applications, due to its high energy consumption and its poor scal-

ability, i.e., one access point can only support a limited number of stations.

However, in 2017, IEEE802.11ah, also known as Low Power WiFi (LP-WiFi),

was published to expand the application domains of WiFi networks to the IoT

world [KLKG15]. IEEE802.11ah has been designed to support large numbers

of power-constrained devices per single access point, to extend the propagation

range, and to support small and infrequent data transmissions [ABB+14]. LP-

WiFi is based on the IEEE802.11ac standard, but down-clocked by a factor of

10, which increases the propagation range to one kilometre and prolongs the

battery life to a couple of years. It also introduces a novel network architecture

approach based on grouping, which allows supporting a large number of de-

vices per single access point. So far, deployments of LP-WiFi are still limited as

the standard is quite recent.

1.1.2 Low Power Long Range Technologies

The propagation range of the short-range technologies resulted in them be-

ing deployed in multi-hop mesh network topology in order to extend their

application’s data transmission coverage. Typically, the battery-powered de-

vices that use these technologies are connected in a mesh network topology

to reach a repeater mode. The repeaters are also networked in a multi-hop

fashion in order to reach a gateway. Gateways are typically connected to the

Internet via a wired, e.g. Ethernet connection, or a cellular modem. This com-

plex topology usually creates many deployment challenges [BHG11]. The first
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Figure 1.1: LPWANs versus License-free Short-range Technologies

challenge is identifying suitable locations to place the repeaters and the gate-

ways [ACC+08, ABIK06]. Given the many constraints to the problem such as

the deployment area constraint, the network design becomes very complex in

dense deployments. The second challenge is ensuring reliable and robust con-

nectivity [TXZ05]. The mesh networks usually have a high degree of free-

dom in routing, which challenges any sort of Quality of Service (QoS) require-

ments [WBII06]. Also, due to the often highly varying wireless channel dynam-

ics, parts of the network often are in an outage state [YYW+05].

Therefore, we have recently witnessed a shift towards a new communica-

tion paradigm that can offer low-power communications and long propaga-

tion range at the same time. Using this paradigm, network planning is much

simpler as devices can directly connect to the gateways in a simple star topol-

ogy without the need for repeaters. This new class of communication tech-

nologies have emerged lately, termed Low Power Wide Area Networks (LP-

WANs) [AGP+15, RKS17].
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1.2 Unlicensed Low Power Wide Area Networks

(LPWANs)

The term LPWANs was first used in 2014 by Machina Research who used the

term to describe the new market opportunity for interconnecting a large num-

ber of low-cost devices using the emergent technologies that offer long propaga-

tion rages [Res14]. In their report, Machina Research also estimated that up to

60% of low-cost devices will be connected using LPWANs by 2022, which would

create 3 billion LPWAN connections by 2023. Since then, much hype has sur-

rounded the LPWANs and many researchers have expected that LPWANs would

enable the anticipated IoT scale not only in terms of the number of devices but

also in the variety of services. Sigfox 5, LoRa 6, Weightless 7, Ingenu 8, DASH7 9,

MIOTY 10, and NB-Fi 11 are some of the many technologies that recently hit the

market and can be considered as LPWANs.

LPWANs are unique because they can offer different trade offs than the tradi-

tional short-range wireless technologies. Figure 1.1 highlights these differences

in terms of throughput and propagation range. LPWANs are not considered to

be a replacement of the short-range technologies but a complement to them.

The long-range and the low-power attributes of LPWANs usually come at the

expense of low data rates (typically in orders of tens of kilobits per seconds)

and high latency (typically in orders of seconds or minutes). Consequently,

these technologies are not suitable for high throughput applications that require

ultra-low latency such as wireless industrial control. Nevertheless, a plethora

of applications such as in smart cities, smart metering, home automation, wear-

able electronics, logistics, environmental monitoring, etc. that only exchange

infrequent small amounts of data find LPWANs the perfect option. Therefore,

the appeal of LPWA technologies, although limited by their low data rate, is still

broad [RKS17].

5https://www.sigfox.com
6https://www.semtech.com/lora
7http://www.weightless.org/
8https://www.ingenu.com/
9https://dash7-alliance.org/

10https://behrtech.com/mioty/
11https://waviot.com/technology/what-is-nb-fi
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1.2.1 Design Goals of LPWANs

LPWAN technologies share the same set of design goals, where each technology

has tried to achieve these goals by taking different design decisions. These

design goals can be summarized as follows [RKS17, BKKI20, MBCM19]:

• Long Range: LPWANs are designed to offer long-range wireless links up

to tens of kilometres in rural environments and about 1-2 kilometres in ur-

ban environments such as cities. This gives great freedom to the devices to

spread over large geographical areas which is a desirable feature by many IoT

applications. Sub-1GHz band and special modulation techniques are employed

to achieve this design goal. Most of the LPWAN technologies operate in the

unlicensed spectrum of the sub-1GHz band. Transmissions in Sub-1GHz ex-

perience less attenuation and multipath fading compared to 2.4GHz, which is

used in the traditional short-range WSNs. In addition to that, sub-1GHz is less

crowded than 2.4GHz, which is used by many wireless technologies such as

WiFi, ZigBee, Bluetooth, etc. This results in more robust wireless links that

can enable long-range communications. Novel modulation techniques such as

Chirp Spread Spectrum (CSS) in LoRa and Ultra Narrow Band (UNB) in Sig-

fox are the second reason behind the long-range communications of LPWANs.

These modulation techniques can achieve link budgets of 150±10 dB compared

to 120±10 dB in the case of the short-range technologies. Consequently, the re-

ceivers of LPWAN technologies can decode severely attenuated signals correctly,

which also help to achieve long-range communications.

• Energy Efficiency: LPWANs aim at low-power operations in order for the

connected devices to operate for up to 10 years on a coin battery. Long bat-

tery lifetime is also a very desirable feature for many IoT applications as it

removes the need to replace the devices’ battery. In particular, for devices that

are expected to be deployed in inaccessible places or remote areas such as vol-

canoes [WALJ+06], glaciers [HTB+08], etc. Various techniques are used to

ensure the low-power operations. First, All LPWAN technologies operate in sim-

ple network topology, i.e., star-topology, where devices connect directly to the

gateways without the need for repeaters. This brings huge energy-saving ad-

vantages as devices do not have to relay any transmissions from other devices.

Consequently, they spend most of their time in a sleep mode and, thus achieving

low-energy consumption unlike in a mesh network topology. Secondly, LPWANs

usually use simple and lightweight MAC protocols such as ALOHA in which

devices transmit whenever they want without performing any sort of carrier
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sense. Simple MAC protocols bring very low-power operations. Finally, LPWAN

technologies tend to simplify the design of the protocols on the devices by of-

floading the complexity to the back-end, i.e., network server. Typically, devices

in LPWANs do not have to register with a particular gateway, which requires

additional signalling overhead. Instead, all gateways in the range of a device’s

transmission can receive the transmission and then the network server has to

filter the duplicate transmissions. Also, the back-end is usually responsible for

managing the resources of the devices on their behalf. This removes the bur-

den of running heavy protocols at the devices in order to maximize their link

capacities.

• Low Cost: Commercial feasibility and, consequently cost is one of the most

important factors for the wide-spread adoption of any technology. Therefore,

LPWANs are designed with low cost as one of their main design goals. This has

been realized by deploying all LPWANs in unlicensed spectrum bands, where

no fees or expensive licenses are required to use them. Also, the fact that LP-

WANs rely on simple star typologies contributes positively to achieving low cost.

Specifically, minimum infrastructure is required, i.e., no need for repeaters,

which reduces the deployment cost for network operators. In terms of the cost

of devices, LPWANs use low-complexity modulation techniques that can be pro-

cessed using low-cost transceivers. As a result, a typical transceiver of LPWAN

technologies costs less than 10 Euros.

• Scalability: LPWAN technologies are designed and scalability is in mind

in order to operate well even when a network grows to a massive number of

devices. Scalability can be interpreted as how many devices a single gateway

can handle. For most LPWAN technologies, this number ranges from a cou-

ple of hundred to a few thousand, depending on the deployment conditions.

In fact, scalability depends directly on the deployed applications and the traf-

fic patterns of these applications, i.e., how frequently a device transmits and

receives data. With moderate traffic patterns, LPWANs can support a massive

number of devices, which has the potential to truly enable the IoT vision. In

order to boost the scalability, most LPWANs depend on different techniques of

access diversity, for example, channels and data rates to accommodate as many

devices as possible. For example, In LoRa, multiple quasi-orthogonal spreading

factors are supported. Specifically, two transmissions can overlap in time and

frequency but if they use different spreading factors, the receiver can decode

both transmissions correctly with a high probability.
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With these ambitious design goals, LPWANs have the ability to address di-

verse requirements of IoT applications such as smart metering, monitoring ap-

plications, e.g., fire and intruder alarms applications, and smart city applica-

tions [HDPMH18]. Therefore, LPWAN technologies are considered as a poten-

tially key driver for the global adoption of IoT.

1.3 Cellular LPWAN Technologies

As a reaction to the growing popularity of the unlicensed LPWAN technologies,

3rd Generation Partnership Project (3GPP 12), the standards organization that

develops protocols and systems for mobile telecommunications, has put a lot of

effort into addressing these market requirements as well. Cellular technologies

such as Long Term Evolution (LTE) have been designed without considering

the link budget requirements for IoT devices or their traffic patterns, result-

ing in power-hungry and poorly scalable IoT applications [Mis07, PDG+16]. In

order to support the requirements of IoT applications, several improvements

were proposed to the existing cellular technologies to strip complexity, reduce

cost, and improve range and battery lifetime. The LTE-M standard, where M

stands for machines, was proposed as an optimized version of the LTE stan-

dard dedicated for long-range communications to meet IoT application require-

ments [LKM+16]. Reducing data rate, adopting Power Saving Mode (PSM), and

Extended Discontinuous Reception (eDRx) are some of the techniques used to

reduce the cost of LTE-M devices, to extend communication coverage, and to

prolong the battery life. These improvements extend the battery life to up to

a few years for downlink delay-tolerant traffic, reduces the complexity of the

devices by 50%, and increases the coverage by 15-20 dB compared to the LTE

technology [DZGPRPM16]. The LTE-M standard is compliant with the LTE stan-

dard, where both technologies can coexist side by side on the same frequency

bands and can be deployed using the same infrastructure.

In addition to that, 3GPP proposed a new technology that is primarily opti-

mized for IoT applications, called Narrow Band IoT (NB-IoT) [WLA+17]. Ta-

ble 1.1 shows some of the difference between NB-IoT and LTE-M. Narrow Band

IoT is a new radio access system built on some existing LTE functionalities with

essential simplifications and optimizations. NB-IoT has offered more freedom

in terms of the design decisions, resulting in further cutting in device cost and

12https://www.3gpp.org/

Resource Management and IP Interoperability
for Low Power Wide Area Networks

9 Khaled Q. Abdelfadeel Hassan



1. INTRODUCTION AND CONTEXT 1.3 Cellular LPWAN Technologies

Table 1.1: The Differences between NB-IoT and LTE-M
NB-IoT LTE-M

Packet Data Rate < 100 Kbps 384 Kbps - 1 Mbps
Latency 1.5 - 10 s 50 - 100 ms

Power Consumption Best at very low data rate best at medium data rate
Mobility Limited Yes

Voice (VoLTE) No Yes
Antennas 1 1

energy consumption compared to LTE-M. Besides the optimization in LTE-M,

NB-IoT has specified two new optimizations techniques for small data trans-

mission [RMZ+16]. The first one is the ability to transmit small amounts of

data in the control plane via Signaling Radio Bearer (SRB). The second one is

the ability to suspend and resume a Radio Resource Control (RRC) connection

and, thus eliminating the need to establish a new connection at each reporting

instance. Consequently, NB-IoT can achieve 164 dB link budget along with a

data rate of 0.40 kbps in the downlink and 0.27 kbps in the uplink. In terms

of scalability, a few thousands devices within a cell-site sector can be supported

without sacrificing the end-to-end delay, which is expected to be 10 seconds

or less for 99% of the devices [RMZ+16]. NB-IoT requires only 180KHz band-

width and, thus cellular operators can re-farm their Global System for Mobile

Communications (GSM) or LTE spectrum to deploy NB-IoT.

Figure 1.2 13 represents a qualitative comparison of the cellular LPWAN tech-

nologies with two promising technologies from the unlicensed world, LoRa and

Sigfox. The compassion shows different metrics, including Firmware Updates

Over The Air (FUOTA) support, IP interoperability, latency, cost efficiency, scal-

ability, propagation range, popularity (i.e., number of deployments), device

lifetime and data rate.

1.3.1 Advantages of Cellular LPWAN Technologies

The designing goals behind LTE-M and NB-IoT technologies are similar to the

ones discussed previously for the unlicensed LPWAN technologies. However,

the licensed spectrum and the ecosystem of 3GPP gave the cellular LPWAN

technologies extra privileges that cannot be found in the unlicensed LPWAN

technologies.

13Radar charts are used to examine the relative values for a single data point (e.g., Data Rate
is the highest for LTE-M and the lowest for Sigfox)
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Figure 1.2: Cellular LPWANs versus LoRaWAN and Sigfox

• Quality of Service (QoS): The ability to guarantee a minimum level of QoS

could be a killer feature for any LPWAN technology. Achieving this is relatively

easy in the licensed spectrum because of the controlled interference unlike the

case in the unlicensed spectrum where many technologies share the same spec-

trum. In addition to that, this exclusivity of spectrum use gives more freedom

to use higher transmit power levels that can help to achieve the required QoS.

In contrast, technologies operating in the unlicensed spectrum must adhere to

the duty cycle and the transmitted power regulations of the spectrum.

• Internet Interoperability: Most unlicensed LPWAN technologies have

adopted a simple network stack that does not support Internet Protocol (IP)

functionalities. In this case, the devices of the unlicensed LPWANs cannot un-

derstand the Internet language, which may limit the application domains of

these technologies. To address this issue, IoT middleware or back-end solutions

are used to achieve Internet interoperability. In the licensed LPWAN technolo-

gies, except for NB-IoT, the network stack is more mature to support IP and,

thus it is easier to achieve a seamless integration with regular Internet services.

• Firmware Updates Over The Air (FUOTA): All unlicensed LPWAN tech-

nologies do not support FUOTA, which would pose great security risks on the

deployments of these technologies. In contrast, cellular operators provided
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proven FUOTA mechanisms for their traditional cellular technologies that are

easy to adopt for cellular LPWAN technologies. FUOTA was not available for

cellular LPWAN technologies at the time of writing the thesis however in princi-

ple, this is easier to be performed in cellular networks than unlicensed LPWAN

technologies.

1.4 Future of LPWANs Market

There are different opinions about the future of the LPWANs market and

whether the market will tend towards the unlicensed or the licensed technolo-

gies [PAV+12, RKS17]. The ground truth in this matter is that the unlicensed

LPWAN technologies, for example, LoRa/LoRaWAN and Sigfox, have hit the

market a couple of years ahead of the licensed technologies. This gave these

technologies a time advantage to deploy their technologies without real com-

petition from the cellular operators. For example, Sigfox with its national de-

ployment business model is already available in over 70 countries and regions

and aims to cover 100% of the globe in the next few years 14. While with ini-

tiatives such as The Things Network 15 along with many private deployments,

LoRa/LoRaWAN devices are deployed in 140 countries on every populated con-

tinent 16.

Given the size of the LPWAN market, to the belief of the author, there are mar-

ket shares for many LPWAN technologies side by side from both the unlicensed

and the licensed worlds. The unlicensed LPWAN market share, of course, will

be affected by the licensed technologies entering the market, especially, when

QoS is a crucial requirement for certain applications. However, as long as the

unlicensed LPWAN technologies target the right applications that suit their fea-

tures, they might not be displaced by the licensed technologies.

1.5 Scope, Motivation, and Goal of the Thesis

Since the early days of LPWANs, a major hype has surrounded them, making

it sometimes difficult to clearly understand and assess their capabilities. This

has been inflated with biased reports and inaccurate data to promote even in-

applicable solutions. When this thesis was started in late 2016, the scientific

14https://www.sigfox.com/en/coverage
15https://www.thethingsnetwork.org/
16https://lora-alliance.org/lorawan-coverage
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research around the LPWANs was still in its infancy because of the recency

of the topic. The published works mainly focused on evaluating the physical

layer of these LPWAN technologies by performing experiments with a small

number of devices. The objective of these experiments was to report differ-

ent attributes of the physical links such as data rate, range, power consump-

tion, etc in order to investigate the differences among these new communi-

cation links [WKL+16, MPH16, GVN16, PMHI16, OGS17, JKM+17]. Only a

few works have focused on the upper layers, e.g., MAC layer, of these tech-

nologies to understand the network performance in terms of scalability, reli-

ability, etc. [BKL17, GR17, MCV17]. Most of the published works looked at

LoRa/LoRaWAN technology because of its suitability for private deployments,

e.g., on a university campus. In such cases, researchers have full control over

all the network entities. Unlike the other LPWAN technologies, e.g., Sigfox, that

run through a single national coverage.

The goal of this thesis was set to study the network stack of the LPWAN tech-

nologies, and specifically LoRaWAN, in different scenarios in order to under-

stand their advantages and disadvantages in supporting IoT applications. Con-

sequently, proposing improvements in order to enhance their performance and

to extend their application domains, taking into account all network limitations.

Specifically, resource management and IP interoperability topics were the main

focus of the research because there was almost no work around these two top-

ics in the LPWAN domain. Within these topics, this thesis tries to answer the

following research questions:

• How to ensure interoperability among LPWANs themselves and be-

tween them and the Internet? At the device level, there is no common lan-

guage among LPWANs and the regular Internet. This is because all LPWAN tech-

nologies rely on a simple network stack, where applications typically are built

on top of the MAC layer directly. This harms the vision of the IoT, which calls

for seamless integration with the Internet. In other words, LPWANs’ devices

have to support IP functionalities. This approach is also inline with the work

that was done for ZigBee technology, i.e., IPv6 over Low-Power Wireless Per-

sonal Area Networks (6LoWPAN), to ensure Interoperability with the Internet

services. However, the situation here is different because LPWANs are a more

constrained class of networks in terms of data rates, maximum frame lengths,

etc. than the ZigBee-like networks. Consequently, the research plan here was

set to investigate how IP functionalities can be supported on top of LPWANs,

and eventually supporting the full native Internet Engineering Task Force (IETF)

Resource Management and IP Interoperability
for Low Power Wide Area Networks

13 Khaled Q. Abdelfadeel Hassan



1. INTRODUCTION AND CONTEXT 1.5 Scope, Motivation, and Goal of the Thesis

IoT stack, i.e., IPv6/UDP/Constrained Application Protocol (CoAP) for LPWANs

devices.

• Is LPWAN, and especially LoRaWAN, a fair system? If not, how can fair-

ness be improved? The research plan here was set to study the performance

of the network in terms of energy consumption, Data Extraction Rate (DER),

scalability, and etc. In particular, assessing the fairness of the system. In ad-

dition to that, understanding what factors impact these metrics. Consequently,

proposing algorithms/protocols to improve the performance. One of the major

advantages of LPWANs is the ability to connect a very large number of devices

without degrading the DER. But how many devices roughly without negatively

affecting the fairness of the system? As this number is expected to be large,

studying the network performance through real-world experiments would not

be feasible. Alternatively, computer simulation is a good tool to overcome the

lack of real resources. Nevertheless, for the study to be fairly accurate, good

modelling of the PHY and the MAC layers of the existing LPWANs are required.

Therefore, another research plan was set to build an accurate simulation tool

in order to assess the network performance.

• What is the performance of LPWANs, and especially LoRaWAN, for

monitoring applications in remote areas? How to improve network per-

formance? In order to answer these questions, the research plan was set to

understand the overall performance of LPWANs in terms of reliability, energy

consumption, and scalability under the requirements from monitoring applica-

tions in remote areas such as environmental monitoring and agriculture mon-

itoring. The monitoring applications in remote areas are expected to support

a lot of devices. In addition to that, the applications may require the devices

to periodically or a-periodically update their status to the back-end (e.g., the

gateway and the network server). These type of applications are argued to be

the best fit for the LPWAN technologies, and especially LoRaWAN, considering

their wide coverage and low-power consumption that do not require human

intervention for battery replacement for example. However, remote areas (e.g.,

lack of cellular coverage or infrastructure) challenge the performance of the

network in terms of reliability, scalability and energy consumption. From this

study, new solutions are proposed to address the requirements of monitoring

applications in remote areas.

• How to make Firmware Updates over LPWANs, and especially Lo-

RaWAN, possible? Supporting FUOTA on top of LPWANs is a crucial feature
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for their long-term deployments. With FUOTA’s support, security updates, new

functionalities, and optimization patches can be deployed with little human in-

tervention to the LPWANs’ devices over their lifetime. However, FUOTA is a

challenging task in LPWANs because these networks are designed mainly for

uplink transmissions, not heavy downlink transmissions that are required for

FUOTA. Therefore, the research plan was set to investigate possible solutions to

enable FUOTA on top of LPWANs without sacrificing the low-power operations

concept of LPWANs.

1.6 Contributions

The contributions of this thesis have resulted in novel algorithms/protocols and

improvements, which target different network layers of LPWANs stack, from

the MAC layer to the application layer. These contributions have also been

published in leading IEEE and ACM conferences such as IEEE DCOSS, IEEE

WoWMoM, IEEE World Forum on the Internet of Things, ACM EWSN and ACM

CHANTs as well as the leading IEEE Journal on the Internet of Things and

Elsevier Computer Communication. These contributions can be summarized as

follows:

• Improving the performance of the Static Context Header Compression

(SCHC) protocol. SCHC is a new stateless header compression protocol that

has been proposed by the LPWAN IETF working group for enabling IPv6 traffic

over LPWANs. First, SCHC was implemented over the Contiki operating system

in order to evaluate its performance. Second, some simulations are conducted

over Cooja simulator in order to compare the compression efficiency of SCHC

against the IPHC protocol (the protocol used in 6LoWPAN). Although SCHC

shows higher compression efficiency, its memory usage is higher compared to

IPHC.

Consequently, a new technique of storing the SCHC rules was proposed,

which has the potential to reduce the overall memory footprint when imple-

menting a large number of SCHC rules in constrained devices. Without scari-

fying the compression efficiency of SCHC. Because SCHC works under the as-

sumption that LPWANs are pre-programmed with known data flows, it uses

a static context for compressing the data flows. However, this assumption

is not always valid in the IoT context, where devices should be accessible

from any IPv6 address (i.e., unknown data flows are expected). Therefore,
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a new compression technique was proposed to allow SCHC to effectively com-

press/decompress some header fields of unknown data flows in order to im-

prove the overall compression efficiency.

These proposals to SCHC enhance its performance and applicability in order

to extend the Internet architecture to the LPWANs. In other words, enabling

end-to-end IP traffic over LPWANs. This would bring the power of openness,

interconnection, cooperation, and standards to LPWANs devices and applica-

tions.

• Improving the fairness of LoRaWAN DER. In order to understand the

network performance of LPWANs, the PHY and the MAC layers of LoRaWAN, as

one of he most widely-deployed examples of LPWANs, were studied. This study

involved modelling these two layers in a simulator, build on top of the Python

SimPy library, along with implementing the adaptive data rate mechanism of

LoRaWAN that is responsible for managing the resources in terms of data rate,

channels, and transmission power levels. This study revealed that LoRaWAN

exhibits several characteristics that can lead to unfair distribution of the DER

among devices, leading to poor scalability. First, LoRa modulator causes capture

effect, where strong signals suppress weaker signals at the gateway, resulting in

unfair data extraction rates. Secondly, LoRaWAN offers various data rates that

have unequal transmission times for the same packet length, leading to unfair

collision probabilities.

Given these conditions, devices experiencing higher attenuation or using low

data rates are less likely to see their packets received correctly. Therefore, a

novel fair adaptive data rate protocol is proposed to address these factors of

unfairness. Since LoRa/LoRaWAN supports various data rates, the fairest ratios

of deploying each data rate within a deployment are derived for a fair colli-

sion probability. In order to deal with the capture effect, a transmission power

control algorithm is proposed to balance the received signal power levels from

all devices regardless of their distances from the gateway for fair data extrac-

tion. Simulation results showed that the proposed approaches achieved higher

fairness in data extraction rate than the state-of-art in almost all network con-

figurations.

• Fine-grained Scheduling for Reliable and Energy Efficient Data Collec-

tions in LoRaWAN. Studying the performance of LoRaWAN for bulk data col-

lection applications revealed that LoRaWAN suffers from poor scalability when

trying to support a large number of devices. The main reason behind that is
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the high collision probability of the Aloha-based MAC layer of LoRaWAN. The

scalability even worsens further when using acknowledged transmissions due

to the duty cycle restriction at the gateway. Therefore, a novel time-slotted

MAC protocol along with a new adaptive data rate mechanism are proposed.

The new protocols can be easily implemented on top of LoRaWAN.

The new proposal takes advantage of applications that do not have hard de-

lay requirements on data delivery by supporting synchronized bulk data trans-

mission. This means data have to be buffered for transmission in scheduled

time slots instead of transmitting it straight away. The new proposal allocates

spreading factors, transmission powers, frequency channels, time slots, and

scheduled slots in frames for LoRaWAN devices. As a result, the proposal over-

came the scalability problem of LoRaWAN by eliminating collisions and group-

ing acknowledgements. The numerical results from the performance evalua-

tions showed that the new proposal scales well and achieves almost 100% data

delivery and the device lifetime is estimated to over 10 years independent of

traffic type and network size. Comparing to poor scalability, low data delivery

and device lifetime of fewer than 2 years for acknowledged data traffic in the

standard LoRaWAN.

• Enabling firmware updates over LoRaWAN. Embedded software man-

agement requirements due to concerns about security vulnerabilities or for fea-

ture updates in IoT deployments have raised the need for FUOTA. With FUOTA’s

support, security updates, new functionalities, and optimization patches can be

deployed with little human intervention to embedded devices over their life-

time. However, supporting FUOTA over LoRaWAN is not a straightforward task

due to LoRaWAN’s limitations that do not provide downlink bulk data transfer

such as a firmware images.

Therefore, the LoRa Alliance has proposed new specifications to support mul-

ticast, fragmentation, and clock synchronization, which are essential features to

enable efficient FUOTA in LoRaWAN. These new specifications are reviewed and

the FUOTA process is evaluated in order to quantify the impact of the different

FUOTA parameters in terms of the firmware update time, the device’s energy

consumption, and the firmware update efficiency, showing different trade-offs

among the parameters. This study determined the best FUOTA parameters for

the aforementioned metrics.

Resource Management and IP Interoperability
for Low Power Wide Area Networks

17 Khaled Q. Abdelfadeel Hassan



1. INTRODUCTION AND CONTEXT 1.7 Structure of the Thesis

1.7 Structure of the Thesis

The remainder of this thesis is organized as follows:

Chapter 2 highlights some of the details about LPWANs, specifically, LoRaWAN

that will be referred to frequently throughout this thesis.

Chapter 3 overviews SCHC and details the proposed improvements over the

protocol to achieve less memory footprint and higher compression ratio. This

chapter also shows the simulation campaigns and the analytical models that are

used to measure the performance.

Chapter 4 shows the study of the PHY and the MAC layers of LoRaWAN along

with the proposed resource allocation protocol to achieve fair data extraction

rate in LoRaWAN. In addition to that, simulation results are given in this chapter

to show the advantages of the proposed protocol against the state-of-the-art in

terms of fairness and energy consumption.

Chapter 5 details the proposed MAC protocol that together with the proposed

new resource allocation protocols have the potential to achieve scalable and

reliable data collection applications. This chapter also presents extensive sim-

ulation results that show the performance of the proposals compared to the

standard LoRaWAN.

Chapter 6 reviews the multicast, the fragmentation, and the clock synchro-

nization specifications by LoRa Alliance that are essential to perform FUOTA.

In addition to that, this chapter shows how to make FUOTA possible over Lo-

RaWAN and what the impact of the different FUOTA parameters on the whole

process.

Chapter 7 concludes the research work and highlights the most important take-

away messages. This chapter also discusses the future work that can be pursued

based on this thesis.
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Chapter 2

A Preliminary to LPWANs

Chapter 1 highlighted the goals behind designing the LPWAN technologies a)

long-range coverage, b) energy-efficient operations, c) low-cost devices and

deployments, and d) scalable access. LPWANs balance battery lifetime, cost

benefits , and wide area connectivity at the expense of data rate by operating a

narrow bandwidth and with limited duty cycle.

These design goals are found to be suitable for a wide rage of use cases from

environmental monitoring to smart cities, resulting in many novel technologies.

Sigfox 1, LoRa 2, Weightless 3, Ingenu 4, DASH7 5, and NB-Fi 6 are some of many

technologies that operate in the unlicensed spectrum. In addition to that, LTE-

M and NB-IoT are designed mainly to operate in the licensed spectrum band.

2.1 A Typical LPWAN Architecture

Almost all LPWANs have similar network architecture as shown in Fig-

ure 2.1 [Far18]. A typical LPWAN consists of four components: end-devices,
gateways, a network server, and application servers. Each network uses its own

terminology, for example, end-devices are called users equipment in the context

of NB-IoT. From here on, the terminology of LoRa/LoRaWAN will be used.

End-devices (devices for short) are the majority of components in a network

1https://www.sigfox.com
2https://www.semtech.com/lora
3http://www.weightless.org/
4https://www.ingenu.com/
5https://dash7-alliance.org/
6https://waviot.com/technology/what-is-nb-fi
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2. A PRELIMINARY TO LPWANS 2.1 A Typical LPWAN Architecture

Figure 2.1: Similar Architecture but Different Terminologies

and they are typically equipped with sensors to perform sensing functions, e.g.,

temperature, occupancy, etc. The aim here is to send the collected sensing

data to an application server. In other scenarios, the devices are equipped with

actuators for actuation functions, e.g., electric motor, solenoid, etc. In this

case, the devices receive commands from an application server to execute a

certain task. In some cases, the devices are performing both functionalities, i.e.,

sensing and actuation. For sending and receiving functionalities the devices are

equipped with wireless radio modules of one of the LPWAN technologies. The

devices should be deployed in the coverage of one or more gateways at fixed

positions or with limited mobility.

The gateways are also equipped with radio modules from the same technology

as the devices. But usually the radio modules of the gateways are more powerful

in terms of signal processing in order to decode multiple signals simultaneously.

All gateways of the same network are connected to the same component, i.e.,

network server via IP links, typically using cellular networks such as 3G or 4G.

Gateways receive/transmit packets from/to devices in their coverage and, thus

they represent the end of the constrained links. Typically, gateways run on a
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minimal firmware, i.e., packet forwarder, to make them low-cost and easy-to-

use. The packet forwarder encapsulates the packet received from devices in

IP/TCP packets to be forwarded to the network server. Gateways also perform

the opposite at the downlink when the network server sends something to the

devices. Gateways are typically installed at fixed locations, but they can also be

mobile, e.g., on drones [ZO18].

The network server is the brain of a network as it carries the network intel-

ligence such as resource allocation. The network server terminates the MAC

layer of the network and it takes care of interpreting and collecting the uplink

transmissions. The functions of a network server can be summarized as follows:

• Redundancy Handling: Multiple copies of the same uplink transmission

may reach the network server via multiple gateways. In this case, the

network server relays only the strongest packet to the corresponding ap-

plication server.

• Downlink Routing: In case of a downlink transmission, the network

server picks the best gateway through which to send data to the intended

device. Typically, this decision is based on the link quality, calculated using

RSSI and SNR of previous uplink transmissions.

• Network Control: The network server handles the provisioning and the

security functions of the different network entities. In addition to that

it controls the resources in terms of data rate, channel(s), transmission

power levels, and etc. of each device individually for low-power con-

sumption and/or network optimization.

• Gateway Supervision: The network server allows the network operator

to monitor the connected gateways, handle faults and alarms.

Devices in a network may support one or more applications, which refers to

the code at the application layer of the devices. An application server manages

single or multiple applications over single or multiple networks. Application

servers run behind the network server via IP links and provide software frame-

works that enable creating applications and server environments to run them.

In addition to that, the application servers may provide useful statistics about

the running applications.
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Figure 2.2: Maximum Transmission Rate under 1% Duty Cycle

2.2 The Sub-1GHz band

Most of the unlicensed LPWAN technologies use the sub-1GHz band, which

offers excellent signal propagation and robustness against interference at a low

power budget. In the sub-1GHz spectrum, LPWAN technologies typically use

the 868 MHz band in Europe and the 915 MHz band in USA. The advantages of

the sub-1GHz band over the 2.4GHz band in terms of the propagation range and

power budget comes at the expense of more restricted spectrum regulations.

For instance, the 2.4 GHz band does not impose duty cycle regulations, but only

a restriction on the maximum power level applies. However, the sub-1GHz band

applies a limited duty cycle regime plus regulation on the maximum allowable

transmission power level. For example, in Europe, 10% duty cycle applies at

best and more often 1% for wireless nodes that do not apply a listen-before-

talk policy. As most of the LPWAN technologies use simple MAC protocols, they

have to obey this limited duty cycle regulations.

The duty cycle of a channel determines how often and for long a wireless mod-

ule device should transmit on this channel. In other words, if a device transmits

a packet on a duty cycled channel, this device can’t transmit again on the same

channel until some time has passed (silent period). This silent period depends

on the transmission time of the last packet sent and the duty cycle of the chan-

nel. Equation 2.1 defines that silent period, where d denotes the duty cycle and

Tp denotes the transmission time.

Ts as in Equation 2.1.
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Ts = Tp(
1
d
− 1)[sec] (2.1)

Consequently, a 1% duty cycle results in a maximum transmission time of only

36 seconds per hour for each device using that channel. In order to increase this

transmission rate, devices transmit on different channels in different sub-bands.

In this case, the maximum transmission rate would equal

nd

Tp
, (2.2)

where n is the number of channels. Figure 2.2 shows the maximum transmis-

sion rate while observing the 1% duty cycle for using up to three channels. As

shown, for long packets (transmission time equals ca. 1.4 secs) a device would

only be allowed to transmit 26 packets per hour at maximum. For this reason,

a number of LPWANs such as Ingenu still exploits the 2.4 GHz band to avail of

more relaxed spectrum regulations on radio duty cycle.

2.3 LoRaWAN Technology

This section provides an overview of LoRaWAN, one of the better known LP-

WAN technologies. LoRAWAN has been receiving a lot of attention from in-

dustry and academia and has become a popular LPWAN technology. LoRaWAN

supports an open business model, where the specifications of the technology

are publicly available and its hardware are fairly cheap and available. These

were the main reasons for researchers to consider this technology for further

research. The latest LoRaWAN coverage report highlights that LoRaWAN net-

works are deployed in 143 countries with more than 10 million devices and 133

LoRaWAN operators.

Many other technologies exist in the market but most of them are proprietary

solutions. Additionally, there is insufficient information publicly available on

them to allow proper research on them. Chapters 4, 5, and 6 focus on research

problems in LoRaWAN and thus this section provides an overview about the

technology.

LoRaWAN is a wireless technology that is built upon LoRa modulation to target

low-power, long-range, and low-data rate applications [LoR17b]. LoRaWAN

defines the MAC rules, the system architecture, and the regional parameters for

operation in different regions of the world. While LoRa defines the physical
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Figure 2.3: LoRaWAN Stack [LoR17b]

layer for the sub-1GHz radio band. LoRaWAN technology was defined by the

LoRa Alliance7 and formalized in specifications, which are publicly available.

LoRaWAN follows the same network architecture (star topology) as described

in Section 2.1. In which, devices communicate directly with all gateways in the

communication range. Thus, gateways of the same network are connected to

the same network server. LoRaWAN stack is simple and consists only of three

layers, where applications are sitting right on top of the MAC layer as shown in

Figure 2.3.

LoRa [Sem15, Van17] (short for Long Range) is a proprietary low-cost imple-

mentation of Chirp Spread Spectrum (CSS) technology by Semtech 8. The first

use of CSS technology for IoT was developed by Cycléo, a French company that

was acquired by Semtech in 2012. CSS is not a new technology as it is widely

used in radar systems and was first proposed for communication systems by

Winkler in 1962 but had been barely used since [Win62].

2.3.1 CSS Operation in LoRa

CSS uses wide band linear frequency modulated pulses, called chirps to encode

data symbols. Thus, CSS is a subcategory of Direct-Sequence Spread Spectrum

(DSSS). DSSS benefits from controlled frequency diversity, which allows recov-

ering signals even from below the noise floor to meet the needs of IoT. This is

7A non-profit association of more than 500 member companies, committed to enabling
large scale deployment of LoRaWAN <https://www.lora-alliance.org/>

8https://www.semtech.com/
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Figure 2.4: LoRa Modulation Parameters [Sem15]

achieved by trading data rate for sensitivity, resulting in long communication

range.

A LoRa symbol covers the entire bandwidth, making the modulation robust

to channel noise and insensitive to frequency shifts. LoRa modulation is de-

fined by two main parameters: Spreading Factor (SF) f ∈ (7, ..., 12), which

defines the number of encoded bits per a symbol, and Bandwidth (BW) b ∈
(125, 250, 500)KHz, which is the spectrum occupied by a symbol. A LoRa sym-

bol consists of 2f chips in which chip rate equals bandwidth. Thus, increasing

the SF increases the symbol time and, thus increases the transmission time of

a packet. LoRa uses forward error correction codes c equal to 4/(4 + n) where

n ranges from 1 to 4. Increasing n increases the resilience against interference

and noise. Consequently, the nominal bit rate BR of a LoRa data signal can be

calculated with Equation 2.3 [Sem15].

BR = f ∗ b

2f ∗ c bits/s (2.3)

Tuning LoRa modulation parameters has a direct impact on the bit rate, range,

and robustness and, hence the transmission time (airtime) and energy con-

sumption of devices. Figure 2.4 shows this impact. Each increase in the SF

nearly halves the bit rate and doubles the airtime and energy consumption but

enhances the link reliability as it slows the transmission. Also, increasing the
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Figure 2.5: LoRa packet Structure (CRC* is only available on uplink packets)

BW increases the bit rate and decreases the airtime and energy consumption but

reduces the link reliability as it adds more noise. Considering all the combina-

tions of the modulator, LoRa offers 72 different combinations to transmit LoRa

packets. Choosing the transmission parameters is up to each device individu-

ally unless a device participates in the Adaptive Data Rate (ADR) mechanism

as shown later in this chapter. In this case, the network server controls the

transmission parameters of that device. In addition to that, LoRa transceivers

allow adjusting the Transmission Power (TP) of the transmitted packets from

2 dBm to 14 dBm in 1 dBm step. Therefore, in total there are 936 different

combinations to transmit a LoRa packet.

Tp =

Preamble Time︷ ︸︸ ︷
(k + 4.25)2f

b
+

Payload Time︷ ︸︸ ︷(
8 + max

(
0, (c+ 4)d8l − 4s+ 28 + 16− 20h

4(s− 2o) e
))2f

b
.

(2.4)

Figure 2.5 shows the structure of a LoRa packet. It starts with a preamble that

is used for synchronization and for defining the modulation format, i.e., the

spreading factor used. The preamble is followed by a PHY Header (PHHR) and

a Header CRC (PHDR_CRC), whose total length is 20 bits encoded with the

most reliable code rate of 4/8. The PHY header contains information such as

payload length and whether the optional payload CRC is included or not in the

frame.

The airtime of a LoRa packet Tp can be calculated using Equation 2.4 as defined

in [Cor13]. The Tp is mainly affected by the symbol time 2f/b, which depends

on the data rate used. In equation 2.4, the k parameter denotes the number of

symbols in the preamble part. The c parameter is the coding rate, ranging from

1 to 4. The l parameter denotes the payload size, whereas h and o are boolean

flags, indicating the header presence and the low data rate optimization, re-

spectively.

Figure 2.6a shows the effect of SFs and BWs at code rate CR=4/5 on the airtime
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Figure 2.6: Impact of SFs and TPs on the Airtime and Energy

Table 2.1: SNRs thresholds [dB]

SF SNR
7 −6
8 −9
9 −12
10 −15
11 −17.5
12 −20

to transmit a packet of length 80 bytes. As shown, the fastest combination uses

the lowest SF with the highest BW, whereas, the highest SF with the lowest BW

achieves the slowest combination and, thus the longest airtime. Figure 2.6b

shows the energy consumption for combinations of SFs and TPs at CR=4/5 and

BW=500KHz to transmit an 80 bytes packet. As shown, the SF has much higher

impact than the TP on the energy consumption, e.g., increasing SF consumes

more energy than increasing TP especially for large SFs.

ω = −147 + 10 log(b) +NF + SNRf (2.5)

In addition to that, tuning the SF and the BW influences the link reliability

(i.e. sensitivity threshold), which indicates the minimum signal power that a

receiver requires to correctly detect the signal. The receiver sensitivity is de-

noted as ω and can be calculated from Equation 2.5, where the first term is the

thermal noise in 1 Hz of bandwidth. The NF parameter denotes the receiver

noise figure which is usually fixed for a given LoRa chipset. Finally, SNRf

denotes the signal-to-noise per SF f required for the underlying modulation.

Table 2.1 shows these thresholds for all SFs. In this case, receivers can detect
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Table 2.2: CIR Thresholds [dBm] [CGM+18a]

Ref.
Int.

SF7 SF8 SF9 SF10 SF11 SF12

SF7 1 −8 −9 −9 −9 −9
SF8 −11 1 −11 −12 −13 −13
SF9 −15 −13 1 −13 −14 −15
SF10 −19 −18 −17 1 −17 −18
SF11 −22 −22 −21 −20 1 −20
SF12 −25 −25 −25 −24 −23 1

LoRa packets using SF12 and BW125KHz down to -137 dBm.

The SFs of LoRa modulation are forming virtual channels that can enable

concurrent transmissions, exploiting the pseudo-orthogonality among the SFs.

However, LoRa transmissions are subject to the capture effect like other fre-

quency modulation schemes [GG15], which affects the collision behaviour.

Specifically, the gateway detects none, one, or both of the collided packets

depending on the received powers and the Co-channel Interference Rejection

(CIR) thresholds of the SFs. In case the collided packets have the same SF,

the gateway detects none if the power difference is less than the intra-SF CIR

threshold and detects only the strongest otherwise. Whereas, in case the col-

lided packets have different SFs, both packets can be detected if the power dif-

ference is less than the minimum inter-SF CIR threshold or only the strongest

otherwise. The CIR thresholds for intra- and inter- SFs are shown in Table 2.2

as reported in [CGM+18a].

2.3.2 LoRaWAN MAC Layer

The LoRaWAN MAC is based on Aloha, where devices transmit immediately

whenever the need to (i.e., no Listen-Before-Talk). As LoRaWAN operates in

the unlicensed band, its transmissions are subject to the duty cycle and the

Table 2.3: LoRaWAN Regional Parameters for Europe

Data Configu- Max App Default Duty
Rates rations Payloads Channels Cycle
0 SF12/125KHz 51 bytes
1 SF11/125KHz 51 bytes 868.10MHz (U/D) 1%
2 SF10/125KHz 51 bytes 868.30MHz (U/D) 1%
3 SF9/125KHz 115 bytes 868.50MHz (U/D) 1%
4 SF8/125KHz 222 bytes 869.525MHz (D) 10%
5 SF7/125KHz 222 bytes
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Figure 2.7: LoRaWAN Classes of operations

maximum transmission power regulations of the particular spectrum band. Lo-

RaWAN only uses a subset of the data rates and the power transmission levels

that LoRa can support [LoR17b]. The subset is region specific, for example, only

7 data rates and 5 transmission power levels are available in Europe [LoR17a].

Devices operating LoRaWAN have to support at least three channels (868.10,

868.30, and 868.50 MHz) with 1% duty cycle for uplink and downlink trans-

missions in addition to one channel (869.252 MHz) with 10% duty cycle for

downlink transmissions. Table 2.3 shows the regional parameters of LoRaWAN

for Europe.

LoRaWAN supports three classes of operation, namely A, B, and C, where each

class offers different downlink capabilities to suit a wide range of IoT applica-

tions as shown in Figure 2.7. Class A is the mandatory class that all LoRaWAN

devices have to support. In this class, each uplink transmission is followed by

two receive windows at specific times. Downlink transmissions are only allowed

at the beginning of these receive windows. In the first window, the downlink

transmission is performed using the same configuration (i.e. data rate and

channel) as the previous uplink transmission. While, a fixed configuration (i.e.

DR0 (SF12/125KHz) on 869.525 MHz) is used in the second window. On the

contrary, class C permits downlink transmissions all the time except when the

devices transmit. This is done by extending the second receive window until

the next uplink transmission, resulting in high power consumption as devices

remain in a receive mode for most of the time.

Class B allows more receive windows than class A but without the high power

consumption of class C. Besides the two regular receive windows after each up-

link transmission, extra periodic receive windows, called ping slots, are opened
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at synchronized times. The synchronization is guaranteed by receiving the gate-

way beacons that are sent periodically every 128 secs. Before a device can op-

erate in class B, the ping slots periodicity, data rate, and channel used must

be made available to the network server. The usable time period between two

beacons is called beacon window and it is divided into 212 = 4096 ping slots of

30 ms each, numbered from 0 to 4095. The ping slot periodicity, pingPeriod,

of a device is defined to be 0.96 × 2p secs, where 0 <= p <= 7. For a certain

periodicity p, the assigned number of ping slots within a beacon window is cal-

culated using 27−p. In the case of p = 0, a device opens 128 ping slots, one slot

almost every 1 sec. While in the case of p = 7, only one ping slot is opened

every 128 secs, which is the maximum supported ping slot period. In order to

avoid systematic collisions among nodes operating in class B mode, pingOffset
is calculated at the beginning of each beacon period to indicate the time of the

first ping slot. pingOffset is a randomised offset, whose values can range from 0

to (27−p − 1). The device and the network server use the same randomization

function with the same parameters to compute pingOffset.

LoRaWAN packet formats are shown in figure 2.8. All LoRaWAN uplink and

downlink packets start with single-byte MAC header (MHDR), followed by a

MAC payload, and ending with a 4 bytes Message Integrity Code (MIC). The

MAC header specifies the packet type, which could be confirmed/ unconfirmed

uplink or downlink payload, join-request, or join-response. The MAC payload

of the data packet, also called data frame, contains a frame header (FHDR)

followed by an optional port field (FPORT) and an optional frame payload field

(FRM Payload). The frame header contains the short device address of the

device (DevAddr), a frame control byte (FCtrl), a 2 bytes frame counter (FCnt),

and up to 15 bytes of frame options (FOpts) used to transport MAC commands.

Devices in LoRaWAN are allowed to use any of the supported data rates (see

Table 2.3). However, the network server can be used to adapt and optimize the

data rate for each device individually. This is referred to as Adaptive Data Rate

(ADR) and when it is enabled the devices will be optimized to use the fastest

data rate possible. A LoRaWAN device expresses its interest in using ADR by

setting the ADR flag (in the FCtrl field) of any uplink MAC header. When ADR is

enabled, the network server can control these parameters through the LinkADR-
Req MAC command. Typically, the network server collects the statistics, i.e.,

RSSIs and SNRs of the most recent packets from all gateways that received

these packets. Based on that history, the network server assigns new transmis-
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Figure 2.8: LoRaWAN packet structure

sion parameters to prolong the devices’ lifetime (the ADR objective) 9. Once

the device receives the new parameters, it responds with a LinkADRAns packet

as an acknowledgement to the network server and uses the new parameters in

the next transmissions.

2.3.3 Simulation Tool

The high number of transmission parameters and potential scenarios in Lo-

RaWAN networks preclude the construction of a large scale test environ-

ment [PZ]. Alternatively, computer modelling can be used with the develop-

ment of a simulation platform. The benefit of having a simulation tool is that it

will allow the study of design and deployment options for different LoRaWAN

use cases before a costly real deployment. The tool will also facilitate scalability

analysis of different designs, which may not easily be feasible in a real environ-

9https://www.thethingsnetwork.org/docs/lorawan/adaptive-data-rate.html
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ment due to the time and cost of deploying a very large number of wireless

devices.

LoRaSim [BRVA16] is a custom-build discrete event simulator implement with

SimPy 10. LoRaSim allows to place N LoRa devices and M gateways in a

2-dimensional space. Each LoRa gateway is able to receive multiple LoRa

signals (using different SF and BW combinations) for a given carrier fre-

quency. This mimics the behaviour of LoRa gateway chips such as the Semtech

SX1301 11 which can receive 8 concurrent signals as long as these signals are

orthogonal. LoRaSim models the communication behaviour of LoRa devices

in terms of communication range and collision behaviour (Equations 5 and

11 in [BRVA16]) based on real-world experiments that have been performed

for all transmission parameter combinations. The communication behaviour

is validated based on the XRange SX1272 LoRa module from NetBlocks 12.

This module consists of a low-power STM32L151CC ARM Cortex-M3 micro-

controller (32 MHz CPU, 32 kB RAM, 256 kB flash) and a Semtech SX1272

LoRa transceiver. The SX1272 LoRa module is the most commonly employed

LoRa chips, which gives credibility to the simulation results.

Although LoRaSim is an adequate simulation tool to assess the communication

behaviour of LoRa signals, it is not sufficient for assessing the network perfor-

mance. The reason is that some simplifications were made e.g. SFs are assumed

to be perfectly orthogonal, duty cycle and downlink availability are not imple-

mented and only unconfirmable transmissions can be simulated. These simpli-

fications are not sufficient to model the behaviour of a LoRaWAN network.

Therefore, a new simulation tool was developed. The new tool has been built

upon LoRaSim but provides more comprehensive features to accurately sim-

ulate a LoRaWAN network. The new tool considers a theoretic packet error

model (Section 5.3.1), the imperfect orthogonality of spreading factors (Ta-

ble 2.2 [CGM+18a]), and the duty cycle limitation (Section 2.2). In addi-

tion to that, the new tool supports bidirectional communication by adding the

downlink capability (based on LoRaWAN class A devices (Figure 2.7) and a re-

transmission strategy (up to 8 times before dropping) in case of confirmable

uplink transmissions. All added features are required for a proper evaluation of

LoRaWAN networks, making the new tool beneficial to the research community.

10https://simpy.readthedocs.io/en/latest/
11https://www.semtech.com/products/wireless-rf/lora-gateways/sx1301
12https://www.netblocks.eu/

Resource Management and IP Interoperability
for Low Power Wide Area Networks

32 Khaled Q. Abdelfadeel Hassan



2. A PRELIMINARY TO LPWANS 2.4 Research Gaps

Extra features are added to the new simulation tool based on the study that the

tool has been used in and also it is given a new name. For example, the tool

is called FADR 13 in chapter 4 and focuses on the LoRaWAN ADR algorithm.

However, it is called LoRaFREE 14 in chapter 5 and studies the data collection

applications, and FUOTASim 15 in chapter 6 and simulates the FUOTA process

in LoRaWAN. It is worth mentioning that all these tools are built upon the same

core simulator and the extra features are stated in the each chapter.

2.4 Research Gaps

This section summarizes the research gaps identified in the LoRaWAN techno-

logy, which stimulated the research in the following chapters.

• Lack of Interoperability: LoRaWAN (same as all the unlicensed LPWAN

technologies) relies on a simple network stack (see Figure 2.3), where

applications can be built directly on top of the MAC layer. This approach

complicates the interoperability as it does not support IP protocol (i.e., the

principal communications protocol in the Internet protocol suite). Chap-

ter 3 studied this issue and proposed a new IP architecture to the LPWAN

technologies. In addition to that section 3.1 reviewed related work in this

research area.

• Fairness in LoRa Modulation: LoRa modulation supports multiple data

rates and its transmissions experience capture effect. These features are

expected to create unfairness in data delivery among LoRaWAN devices.

This issue has been studied in Chapter 4 and a novel algorithm was pro-

posed to improve the fairness in LoRaWAN. Moreover, section 4.1 re-

viewed all published related work to this study.

• Simple MAC Protocol: LoRaWAN relies on the Aloha protocol, which

is known for its poor scalability, which negatively impacts the network

reliability. Chapter 5 studied this problem and proposed a novel time-

slotted MAC approach to overcome the scalability and reliability issues.

In addition to that Section 5.1 reviewed all similar published work to this

study.

• No Support for FUOTA: LoRaWAN (same as all the unlicensed LPWAN

13https://github.com/kqorany/FADR
14https://github.com/kqorany/FREE
15https://github.com/kqorany/FUOTASim
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technologies) does not support FUOTA although it is a critical feature to

any wireless deployment. Chapter 6 studied this issue and proposed a

new framework to make the FUOTA possible on top of LoRaWAN. Also,

section 6.1 reviewed all relevant FUOTA frameworks that have been used

for various wireless networks.
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Chapter 3

IP Interoperability for LPWANs

To realize the IoT vision of seamless integration with the regular Internet, we

have witnessed a trend to support a unified network stack [PAV+12]. This uni-

fied network stack, often called native IoT stack, consists of the following proto-

cols, e.g. IPv6 at the network layer, UDP at the transport layer, and CoAP at the

application layer. The reason behind this is to ensure interoperable operations,

which provides open networking, interconnection, and cooperation regardless

the Wireless Sensor Networks (WSNs) that devices are connected to. However,

most of WSNs are limited in terms of packet size, which cannot support native

IPv6 functions, e.g., IPv6 header is 40 bytes. Therefore, 6LoWPAN was pro-

posed as an adaptation layer 1 to compress IPv6 and UDP headers to make their

packets suitable for constrained WSNs with low data rate wireless links. While

primarily developed for use with IEEE802.15.4-based wireless communication

technologies, 6LoWPAN has also been adopted for other wireless technologies

such as Near Field Communication (NFC) and BLE. NFC and BLE technologies

are quite similar to IEEE802.15.4 in terms of their packet sizes [GPBC17].

LPWANs typically offer packet sizes and data rates up to several orders of mag-

nitude lower than what the 6LoWPAN/6lo 2 usually offer [Far18]. Additionally,

most LPWANs do not support fragmentation and typically are designed for ap-

plications with uplink-dominant traffic. Most of LPWAN technologies also oper-

ate in the unlicensed sub-1GHz band that comes with spectrum regulations in

terms of duty cycle and power transmission levels, resulting in very low packet

rates. Chapter 2 details the limitations of LPWANs. Because of these limita-

tions, LPWANs are considered as a separate class of wireless networks, which

16LoWPAN lies between the network and the transportation layers in the OSI model
2IPv6 over constrained node networks
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are more constrained than the IEEE802.15.4-based networks. Consequently,

6LoWPAN is unsuitable for LPWANs that require a level of adaptation beyond

what is used in 6LoWPAN/6lo technologies.

To address this issue, a new IETF working group, the lpwan group, was formed

in late 2016 to investigate the adaptation of the IoT stack over LPWANs.

The lpwan working group has proposed the Static Context Header Compres-

sion (SCHC) [MTG+20] mechanism as a framework to compress/decompress

IPv6, UDP, and CoAP headers and handle the fragmentation/reassembling if

required. In order to provide efficient header compression, SCHC exploits the

characteristics of the LPWANs such as the single-hop topology, where the direc-

tion of data flow is only either directly from or to gateways. Additionally, traffic

flows are mostly known in advance because they are pre-programmed into em-

bedded applications. Therefore, SCHC is based on a shared static context that

does not change over time and, thus avoids complex synchronization, which

is typically the most complex operation in header compression. Consequently,

SCHC can compress the headers of IPv6, UDP, and CoAP down to a few bits

by omitting known and redundant information and, thus reducing the network

overhead, resulting in efficient power operations.

This chapter provides a detailed overview of the SCHC mechanism in Sec-

tion 3.2. Next, the proposed enhancement of SCHC, the layered SCHC (LSCHC)

is presented in Section 3.3. LSCHC is a layered context that saves memory

in constrained devices, reduces the processing complexity, and adds flexibil-

ity when compressing data flows. In Section 3.4, a novel technique, called

dummy mapping, which provides a dynamic context within SCHC is presented,

giving more flexibility to SCHC to compress/decompress data flows that are

not known in advance. This can improve the overall compression efficiency of

SCHC. Performance evaluations of LSCHC and dummy mapping are presented

in Sections 3.5 and 3.6, respectively.

3.1 Related Work

Generally speaking, header compression schemes can be divided into three cat-

egories: stateless, stateful, or hybrid. Stateless schemes are simple encoding

rules, where the encoding does not depend on a data flow but default values

are assumed instead. The consequence is that stateless schemes do not achieve

good compression ratios when dealing with multiple flows. In contrast, stateful
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schemes build a context for each data flow to be compressed, achieving better

compression ratios when dealing with multiple data flows simultaneously. How-

ever, this comes at a price. Composing the contexts requires sufficient memory

and a synchronization mechanism to maintain the contexts. This results in

processing time and bandwidth overheads. Also, the condition of the commu-

nication medium is critical for the stateful schemes, where a lossy medium can

cause a de-synchronization between the compression and the decompression

sides. This leads to additional delay in building and recovering contexts, thus

adding delay to compressing/decompressing packets. In hybrid schemes, the

stateless and the stateful methods are combined into one scheme. By default

it operates as a stateless. In case the compression ratio is low, it switches to

stateful compression.

RFC4944 [MHCK07] defined the 6LOWPAN_HC1 and the 6LOWPAN_HC2

schemes as stateless header compression protocols for the IPv6 header and the

next header (i.e. UDP or TCP headers), respectively, over IEEE802.15.4-based

technologies. HC1 assumes default values for the IP version, traffic class, and

flow label fields and thus the compressor does not send these fields to the de-

compressor. The next header field is compressed down to two bits and the hop

limit value is carried inline as is. HC1 also does not send the payload length

field as it can be inferred from the header of the MAC layer. For the source

address and the destination address fields, HC1 can only deal with unicast ad-

dresses and only sending the second half of the destination addresses because

the source address and the first half of the destination address (network In-

terface IDentifier (IID)) can be inferred from the MAC addresses. HC1 is an

effective scheme for unicast link-local communications but has a very limited

effect on global and multicast addresses. Therefore, HC1 is commonly used for

local protocol interactions such as IPv6 neighbour discovery or routing proto-

cols. In the best case, HC1 can compress the IPv6 header down to two bytes

(one byte for the HC1 encoding and one byte for the hop limit) in the case

of unicast link-local communication. However, when the destination address

is a multicast address or a global address, the HC1 requires the full 128-bit

destination address to be carried in-line.

HC1 extends support for compressing the next header by using HC2, but only

for UDP, TCP, and ICMPv6. However, RFC4944 describes only how the UDP

header can be compressed, where the UDP length field can be inferred from

the header of the lower layer. The commonly used port numbers in the range

from F0B0 to F0BF can be compressed down to four bits. The UDP checksum is
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carried in-line. HC2 assumes the IPv6 and UDP headers are contiguous headers.

Therefore, HC2 cannot compress the UDP header in case an IPv6 extension

header is present. In the best case, HC2 can compress the UDP header down to

four bytes.

6LOWPAN_HC1 and 6LOWPAN_HC2 are insufficient for most practical uses

of IPv6 in 6LoWPAN[Bor14]. In order to address this shortcoming,

RFC6282 [TH11] defines the encoding formats, LOWPAN_IPHC and LOW-

PAN_NHC, to compress/decompress the IPv6 header and the next header, re-

spectively and to overcome the drawbacks of the previous schemes. IPHC is an

example of a hybrid header compression scheme that employs stateless com-

pression for the link-local address using 13 bits encoding and employs stateful

compression when necessary. In order to compress the global and multicast

addresses, IPHC uses an additional 8 bits to store shared contexts for arbitrary

prefixes. The context of IPHC allows up to sixteen network prefixes to be com-

pressed when communicating with external networks, however, RFC6282 does

not specify any way to build or maintain this context. In the best case, the IPHC

can compress the IPv6 header down to two bytes (dispatch and encoding) for

link-local communication and three bytes (two bytes for dispatch and encoding,

and one byte for stateful context) for multicast and global communications.

IPHC supports compression of the next header using NHC. NHC can compress

any arbitrary next header, however, the standard in RFC6282 covers UDP and

some of the IPv6 extension headers only. NHC assumes that the UDP length field

can be inferred from the lower layer and the checksum field can be recalculated

and thus the compressor does not have to send these two fields. In the best

case, the NHC can compress the UDP header down to one byte. However, for

most practical cases, it compresses the UDP header down to five bytes (one byte

for the encoding and four bytes for the ports).

RObust Header Compression (ROHC) [SPL10] is a generic/versatile header

compression scheme that can work on different headers such as IP, UDP, TCP,

and RTP. ROHC is a stateful scheme in which the compressor and the decom-

pressor share a context. To build the context, ROHC assumes the packets are

classified firstly into data flows before being compressed, thus the ROHC takes

advantage of the information redundancy for packets belonging to the same

flow, where the static redundant information such as source address and des-

tination address etc. are transmitted in the first packet only. Variable infor-

mation such as identifiers, sequence numbers, etc. are sent in a compressed
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form to save bandwidth. Once a packet is classified as belonging to a data

flow, the compression is performed according to a profile. A profile defines the

compressing function for the different fields in the network headers. Several

compression profiles for different data flows, for example, IP only, IPv6/UDP,

IP/UDP/RTP, IP/TCP, etc. have been defined.

To ensure context synchronization, ROHC has three modes of operation: Uni-

directional mode (U-mode), bidirectional Optimistic mode (O-mode), and bidi-

rectional Reliable mode (R-mode). The U-mode specifies compression over a

unidirectional link in which the packets are sent from the compressor to the

decompressor. In order to handle the potential errors, the compressor sends

periodic updates of the flow context to the decompressor. The O-mode is sim-

ilar to the U-mode, but operates over a bidirectional link. The O-mode uses

a feedback channel to send optional recovery requests and acknowledgements

of significant context updates from the decompressor to the compressor. R-

mode uses the feedback channel extensively and depends on a strict logic that

ensures loss-free context synchronization. ROHC can compress headers of dif-

ferent flows very effectively. In the best case, the headers of a data flow can be

compressed down to one or two bytes.

LPWANs are highly constrained networks with very limited packet sizes, in

some cases, only one or two bytes are available to transmit all the headers.

The aforementioned schemes such as HC1/HC2 or IPHC/NHC cannot achieve

the required level of compression for LPWANs. Furthermore, they do not con-

sider the application layer header, e.g., CoAP. Therefore, a new header com-

pression scheme is needed that must be able to compress the application layer

header along with the lower layer headers. Although the ROHC may provide

the required level of compression, the learning and the synchronization intro-

duce communication overheads that are prohibitive for LPWANs. Furthermore,

ROHC entails a significant amount of implementation complexity, which trans-

lates directly to an increased amount of processor and memory utilization on

devices.

3.2 SCHC in LPWANs Architecture

The SCHC [MTG+20] architecture, as shown in Figure 3.1, provides open bi-

directional compression functionality between end-devices and the Internet.

The connectivity is possible by compressing the headers of the packets before
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Figure 3.2: SCHC Framework and SCHC Context

transmitting them in the constrained links of LPWAN technologies. The Com-

pression/Decompression (C/D) process of SCHC is performed between the net-

work SCHC C/D unit and each device individually so no major issues could

happen becasse of scalability. SCHC is an example of a stateful header com-

pression technique. SCHC relies on a shared context between each device and

the network SCHC C/D unit to compress/decompress the headers as shown in

Figure 3.2. SCHC is based on the fact that the traffic flows are mostly known in
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Table 3.1: SCHC Rule for an IPv6/UDP Data Flow

Field FL FP DI Value Match Comp Decmp
Opera. Action

IPv6 Version 4 1 Bi 6 ignore not-sent
IPv6 DiffServ 8 1 Bi 0 equal not-sent
IPv6 Flow Label 20 1 Bi 0 equal not-sent
IPv6 Length 16 1 Bi ignore compute-*
IPv6 Next Header 8 1 Bi 17 equal not-sent
IPv6 Hop Limit 8 1 Bi 255 ignore not-sent
IPv6 DevPrefix 64 1 Bi FE80::/64 equal not-sent
IPv6 DevIID 64 1 Bi ignore DevIID
IPv6 AppPrefix 64 1 Bi FE80::/64 equal not-sent
IPv6 AppIID 64 1 Bi ::1 equal not-sent
UDP DevPort 16 1 Bi 123 equal not-sent
UDP AppPort 16 1 Bi 124 equal not-sent
UDP Length 16 1 Bi ignore compute-*
UDP checksum 16 1 Bi ignore compute-*

advance in LPWANs since devices run fixed built-in applications. Therefore, all

contexts used are static.

Static context means that the content of the context does not change over time,

avoiding complex re-synchronization, which is the most resource-consuming

operation in other stateful header compression schemes such as ROHC [SPL10].

The network SCHC C/D unit manages the contexts of all connected devices of

a LPWAN, maintaining a context for each device. A context consists of rules

that are lists of field descriptions. Rules can represent compression context for

combinations of protocol headers (e.g. a rule for IPv6 header, IPv6/UDP/CoAP

headers, or IPv6/ICMP headers). Table 3.1 hows an example of a rule that

targets a specific IPv6/UDP flow. Each rule is identified using a rule ID that is

specific to each device, where two devices may use the same rule ID for different

rules.

A field description in a rule is a tuple containing identifier, value, matching

operator and actions to be applied to a certain field of a header.

• Field Identifier is a unique value to identify the protocol and field a field

description applies to.

• Field Length (FL) indicates the length of the original packet header field.

• Field Position (FP) indicates which occurrence is targeted in case several

the same field is expected to appear multiple times in the header.
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• Direction Indicator (DI) specifies the traffic direction for which the field

should be considered (uplink, downlink or bidirectional).

• Target Value (TV) is the saved value in the rule to be compare with the

packet header field value. The target value can be any type and any data

structure.

• Matching Operator (MO) is a boolean function used in the compression

only to check the matching between the target value and the header field

value. The function returns true in case of matching and false otherwise.

• C/D Action is a function that describes the process of compression and

decompression of the packet header field.

The Internet drafts in [MTG+20] and [MTA20] define a set of matching oper-

ators and C/D actions that can be used with the different packet header fields

of the IPv6/UDPand the CoAP headers. The matching operators and C/D ac-

tions are usually correlated, where a C/D action is generally used with a specific

matching operator. For example, Not-sent C/A action is generally used with the

Equal matching operator. In this case, the compressor does not send anything

corresponding to this packet header field on which compression is applied. On

the other side, the decompressor can use the stored value in the rule to restore

the original header value.

The processes of compression and decompression follow different steps as

shown in Figure 3.2. The compressor starts by identifying a suitable rule to

compress the packet headers. This is done by iterating over all the rules one

by one. When the compression is performed in the network SCHC C/D unit,

the field directions should be Down/Both. In contrast, the direction should be

Up/Both when the compression is performed in the device. If the direction is

not matched, then the rule is not used and the compressor checks the next

rule. Subsequently, each header field value is compared to the correspond-

ing target value using the corresponding matching operator. If all the fields of

the packet headers satisfy the corresponding matching operators of a rule, the

packet header fields are then processed according to the corresponding C/D ac-

tions and a compressed header is obtained. Otherwise, the compressor checks

the next rule and so on. In case there are multiple rules matching the packet

headers, the one that produces the least overhead will be used. The compressor

then sends the rule ID followed by the information resulting from the compres-

sion, directly followed by the payload and finally padding may be added if the

Resource Management and IP Interoperability
for Low Power Wide Area Networks

42 Khaled Q. Abdelfadeel Hassan



3. IP INTEROPERABILITY FOR LPWANS 3.3 Layered SCHC

Figure 3.3: Two rules have the same IPv6 header in SCHC

datagram is not a multiple of 8 bits. The size of the rule ID varies based on the

number of the supporting data flows. In the best case, SCHC can compress the

packet headers down to a few bits that equal to the size of the rule ID. At the

destination side, the decompressor firstly identifies the rule used in compres-

sion using the sent rule ID. Then, it applies the C/D actions to reconstruct the

original headers.

3.3 Layered SCHC

SCHC uses a single static context to save the different rules, and rules can cover

several layers of the network stack. However, this is not the most efficient

method to represent the rules and the method is likely to increase memory

usage in the constrained devices. To explain the issue, assume we have two

IPv6/UDP flows to the same IPv6 host as shown in Figure 3.3. In this case, the

UDP port numbers are the different bits in the two rules. This can happen when

the target host runs two concurrent applications on different UDP ports. SCHC

would compose a rule for each flow, resulting in a context with two rules that

have identical fields for the IPv6 header.

This situation appears in all cases that have two or more data flows sharing

the same header(s). This a memory waste that the constrained devices cannot

afford. As a result, Layered SCHC (LSCHC), a layered context that consists

of multiple contexts is proposed, rather than the single context for the SCHC.

Each context in LSCHC consists of rules that target a single protocol stack layer.

In this case, there would be a context for the network layer, a context for the

transport layer, and a context for the application layer. The proposed context

solution is shown in Figure 3.4. To identify rules within their respective layer
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Figure 3.4: The Context structure and the Rule ID of LSCHC

contexts, the rule ID is divided into segments, each segment responsible for

identifying the rule used in each context as shown in Figure 3.4. ALC is the

segment for the Application layer context, TLC is the segment for the transport

layer context and NLC is the segment for the network context layer. The size

of each segment can be set based on the LPWAN technology and the number of

rules in each context.

Back to the two data flows that are sharing the same IPv6 header example in

Figure 3.3. By splitting the rules between layers, resulting in a single rule in

the NLC, covering the shared IPv6 header; a separate rule for each UDP data

flow. The rule ID can be constructed as follows. To represent the first rule,

the LSCHC rule ID should be ALC=0, TLC=1, and NLC =1. To represent the

second rule, the LSCHC rule ID should be ALC=0, TLC=2, and NLC=1. LSCHC

can save memory on the constrained nodes by storing a single rule for each flow

in each layer. Additionally, LSCHC adds flexibility in selecting a suitable rule at

the compression side and reduces the processing complexity at the compressor

and the decompressor as will be illustrated later in this chapter.

3.4 Dynamic Context for SCHC

SCHC exploits that the data flows from/to LPWANs are known in advance as

these devices are usually pre-loaded with certain applications. Therefore, the

static context is effective in this sense. However, the real IoT vision is to openly

and seamlessly connect LPWAN devices to the Internet, which means applica-

tions or services on LPWAN devices should be accessible by any authenticated
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flow originating somewhere on the Internet. In principle, such flows cannot

always be known in advance. Such unknown flows could be as simple as ping-

ing an LPWAN device or a CoAP request anywhere anytime from all over the

Internet. Furthermore, mobility of an external server could lead to a change in

its domain that is not supported by the hard-coded SCHC rules. In these cases,

some header fields are impossible to be known in advance (e.g. IP address and

port number of the client). These issues limit the effectiveness of SCHC be-

cause the fields of the unknown flows are sent inline without compression. If

the packet cannot fit in one LPWAN packet, fragmentation will take place, lead-

ing to multiple transmissions, which increases the overall energy consumption

and delay.

3.4.1 Dummy Mapping Technique

In this section, the dummy mapping approach is presented as a technique to

compress/decompress some of the header fields that SCHC cannot compress

because either they are not known when composing the SCHC rules or these

fields may change over time. Specifically, dummy mapping targets requests

from the Internet to LPWAN devices, as well as the corresponding responses.

These externally sourced traffic items are the most likely to change over time.

However, flows initiated by LPWAN devices should be pre-programmed and can

be handled effectively using the static context of SCHC.

The idea behind the dummy mapping is to link the value of a header field to

be compressed at the network SCHC C/D with a dummy value. As the device

and the network SCHC C/D share the same dummy values, the network SCHC

C/D sends the index of the dummy value used instead of the actual header

field value. The device then reconstructs the compressed header field of the

request using the dummy value and sends back the same index in the response.

Next, the network SCHC C/D reconstructs the compressed header field of the

response using the actual value and forwards the response to the Internet. The

dummy mapping assumes values of some header fields e.g. request identifier

are not of particular interest to LPWAN devices. However, the values need to

be unique and consistent between request and response. The linking between

an actual header field value and a dummy value is valid until a corresponding

timer is expired. After the expiration, the same dummy value can be re-linked

to a different value of a different flow. This dynamic linking overcomes the

static context of SCHC and provides a kind of dynamic context to serve dynamic
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data flows without re-synchronization with the device, thus it meets the limited

characteristics of LPWANs.

In the context of SCHC, dummy mapping is introduced as new matching opera-

tor (dummy-mapping) and C/D action that can be used in a field description of

an SCHC rule. The target value of the field description contains a fixed list of

entities. The number of entities indicates the number of flows that the dummy

mapping can compress/decompress simultaneously. Each entity is composed of

three parts: a dummy value, followed by an actual value and directly followed

by a timer. The dummy values part consists of pre-defined values and their

order must be the same between the compressor and the decompressor. The

actual values part is used to store the header field values at the network SCHC

C/D unit, but this part stays empty at the device. The dummy and the actual

values must be the same type and size as for the header field that they are in-

tended to deal with. The dummy values do not change over time, however, the

actual and timer values are updated over time.

The matching logic of the dummy mapping is presented in the flowchart in

Figure 3.5. The compressor firstly checks the field direction as the matching

process follows different steps depending on whether the compression is per-

formed in the network SCHC C/D (downlink) or in the device (uplink). If the

compression is being done in the network SCHC C/D, the compressor checks if

the value of the header field is already linked to a dummy value by comparing

this value to the saved actual values. If the value of this header field exists, the

matching operator returns true, which means the dummy mapping is valid for

compressing this header field. However, if the value of this header field does

not exist, the compressor links this value to the first empty or expired entity

when found and the matching operator returns true. Otherwise, the matching

operator returns false, which means the dummy mapping cannot be used this

time. However if the compression is being done in the device, the value of the

header field must equal one of the not yet expired dummy values to return true

from the matching operator. Otherwise, the matching operator returns false.

Subsequently, if there is a match, the compression is done based on the C/D

action. In case the dummy mapping list has multiple entities, the C/D action

should contain mapping-sent(ttl) and the compressor sends the index that cor-

responds to the dummy value used to link with the header field. The length of

the index depends on the number of the entities in the dummy mapping list.

The Time To Live (TTL) in the C/D action is a parameter that indicates the
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Figure 3.5: The flow chart of the Compression part of the Dummy Mapping

maximum lifetime of mappings. This parameter is used to calculate the timer

value in each entity of the dummy mapping list. If there is only one entity in

the dummy mapping list, the C/D action should contain not-sent(ttl) and the

compressor does not send anything to the decompressor. Finally, the compres-

sor updates the timer of the corresponding entity used by adding the TTL value

from the C/D action to the current system time when the compression is being

done in the network SCHC C/D only.

The decompression performs the steps in reverse order as shown in Figure 3.6.

It starts by retrieving the entity used from the list of dummy mappings, which

is either identified by the index sent inline (for mapping-sent(ttl) action), or the

only entry in the list (for not-sent(ttl) action). If the decompression is performed

in the network SCHC C/D, the decompressor reconstructs the header field us-

ing the corresponding actual value. However, the header field is reconstructed
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Figure 3.6: Decompression Logic of the Dummy Mapping

using the corresponding dummy value if the decompression is performed in the

device. If the decompression is carried out in the device the entity expiration

timer is set based on the TTL parameter from the C/D action.

Using the dummy mapping, the linking between the dummy and the ac-

tual values is performed dynamically on the network side and without re-

synchronization with the devices. That means the devices will not know the

actual values. For that reason, the dummy mapping technique is not suitable

to handle the header fields whose values must be reconstructed at the devices

e.g. destination IPv6 address. Nevertheless, it is suitable to use with the header

fields whose values do not matter to the device, but what matters is that these

values stay unique for the same flow in order to let the device correctly han-

dle the packets of the same flow. Therefore, suitable header fields that can be

compressed/decompressed by the dummy mapping technique are for example

the request IPv6 address, request UDP port, tokens and message IDs of CoAP

headers.
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Table 3.2: A SCHC Rule includes Dummy Mapping for the Scenario in Sec-
tion 3.4.2

Field FL FP DI Value Match Comp Decmp
Opera. Action

IPv6 Version 4 1 Bi 6 ignore not-sent
IPv6 DiffServ 8 1 Bi 0 equal not-sent
IPv6 Flow Label 20 1 Bi 0 equal not-sent
IPv6 Length 16 1 Bi ignore compute-*
IPv6 Next Header 8 1 Bi 17 equal not-sent
IPv6 Hop Limit 8 1 Bi 255 ignore not-sent
IPv6 DevPrefix 64 1 Bi FE80::/64 equal not-sent
IPv6 DevIID 64 1 Bi ignore DevIID
IPv6 AppPrefix 64 1 Bi [[dmy1, , ] dummy- mapping-

,[dmy2, , ]] mapping sent(20)
IPv6 APPIID 64 1 Bi [[dmy1, , ] dummy- mapping-

,[dmy2, , ]] mapping sent(20)
UDP DevPort 16 1 Bi 123 equal not-sent
UDP APPport 16 1 Bi [[dmy1, , ] dummy- mapping-

,[dmy2, , ]] mapping sent(20)
UDP Length 16 1 Bi ignore compute-*
UDP CheckSum 16 1 Bi ignore compute-*
CoAP Version 2 1 Bi 01 equal not-sent
CoAP Type 2 1 Dw CON equal not-sent
CoAP Type 2 1 Up ACK equal not-sent
CoAP TKL 4 1 Bi 1 equal not-sent
CoAP Code 8 1 Dw 0.02 equal not-sent
CoAP Code 8 1 Up 0.00 equal not-sent
CoAP MID 16 1 Bi [[dmy1, , ] dummy- mapping-

,[dmy2, , ]] mapping sent(20)
CoAP UriPath 16 1 Dw /r equal not-sent

3.4.2 Scenario: External CoAP POST Requests with Piggy-

backed Responses

In order to explain the operation of the dummy mapping technique, let us con-

sider a scenario where the LPWAN device implements a CoAP server. The net-

work SCHC C/D unit receives CoAP POST requests from outside clients for a

specific resource in the LPWAN device. Typically, the LPWAN device should

immediately acknowledge these requests, where the CoAP message ID of the

responses should be identical with the message ID of the requests. This is the

typical scenario when an external CoAP/HTTP client sends periodic/sporadic

control requests to an actuator application within a LPWAN device.

The SCHC rule in Table 3.2 is composed to target the IPv6, UDP and CoAP
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headers of the described scenario. The rule should be saved in both the device

and the network SCHC C/D to handle the requests and their responses. For this

example, the global IPv6 prefix of the LPWAN device address (IPv6 DevPrefix) is

FE80 :: /64 and its identifier part (IPv6 DevIID) can be inferred from the Layer

2 address. CoAP in the device is running on UDP port 123 and the path of the

target resource is /r. The CoAP types and codes of the request and the response

messages are confirmable (0.02) and acknowledgment (0.00) respectively. Addi-

tionally, the lengths and the checksums fields of all headers are omitted because

the decompressor can recalculate them using the lower layers. The hop limit

field in the downlink direction is sent inline, but in the uplink direction is omit-

ted because it is known. Therefore, all the known header fields are saved in the

rule, where nothing is sent from the compressor and the decompressor uses the

saved values to reconstruct the compressed headers.

The dummy mapping in this scenario is used to handle the prefix part of the

client address (IPv6 AppPrefix) and its identifier part (IPv6 AppIID) from IPv6

header, the UDP client port field from the UDP header, and the message ID

field from the CoAP header. The values of these fields are likely to change

across data flows, except CoAP message ID which does not change over the

request/response messages within the same flow. Additionally, these values are

not important for the device, but the values must stay unique in the device and

must match the response with the request. Thus, these fields are ideal to be

compressed using the dummy mapping technique. The rule defines 2 entities

per dummy mapping list, where the dummy values per list must be unique. The

compressor sends one bit per each dummy mapping list to identify which entity

in each list is used in the compression. The TTL value in this scenario is set to

20 seconds. Therefore, with the dummy mapping, the rule can handle client

CoAP POST requests from anywhere on the Internet, unlike the case without

the dummy mapping in which the values must be sent inline.

3.5 Performance Evaluation of the SCHC/LSCHC

In order to evaluate the performance of SCHC, the protocol is implemented

in the Contiki-3.0 3 operating system 4. Although Contiki mainly targets

IEEE802.15.4-based wireless nodes, Contiki provides an adequate tool to test

the performance of SCHC. Firstly, because SCHC depends on a static context

3Contiki-os.org
4https://gitlab.com/kqorany/SCHC
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that does not require synchronization between the network elements, thus, the

technology and condition of the channel do not influence its behavior. Fur-

thermore, Contiki provides a good framework to work on and test the SCHC

against the header compression techniques currently implemented in Contiki,

which are IPHC for IPv6 and NHC for the next headers. Finally, there is a move

to expand Contiki to support LPWAN technologies 5.

For implementation purposes, a dispatch identifier is defined for the SCHC (3

bits) to be compatible with 6LoWPAN. The size of the rule ID is set to 5 bits,

which allows a device to handle 31 different rules (although this value could

be increased if needed). As recommended by the SCHC draft [MTG+20], the

Concise Binary Object Representation (CBOR) [BH13] was used to represent

the target value, matching operator, and C/D actions of the SCHC fields. With

small modifications, the generic CBOR was ported from the RIoT operating

system to Contiki.

The topology setup consists of two TmoteSky devices in which one of them acts

as a sender and at the same time is the root of the Routing Protocol for Lossy

Networks (RPL) Destination Oriented Direct Acyclic Graph (DODAG), and the

other device acts as a receiver. This one-hop topology is similar to the star-

topology of LPWANs in which all nodes communicate through a gateway. The

ipv6/rpl-udp example was used from the Contiki examples repository in which

the sender periodically, every minute, sends “Hello” messages to the receiver.

Small packet sizes (less than 20 bytes) were used to avoid the effect of packet

fragmentation. The ipv6/rpl-udp example produces three different flows be-

tween the sender and the receiver. Firstly, an IPv6/ICMPv6 flow with unicast

link-local address at the source and multicast with link-local scope address at

the destination; this flow is used to discover the neighbors at the beginning

of communication. Secondly, an IPv6/ICMPv6 flow with unicast link-local ad-

dresses at the source and the destination; this flow is used to create and main-

tain the RPL DODAG. Thirdly, an IPv6/UDP flow with global addresses at the

source and the destination; this flow is used to transmit the “Hello” messages.

To compress the three flows using SCHC/LSCHC, three rules are composed in

which each rule targets a flow. The compression ratio metric is reported, which

indicates the ratio between the uncompressed size and the compressed size.

Higher compression ratio indicates higher compression efficiency and a lower

amount of data to be sent on air.

5github.com/Wi6labs/lorafabian
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Figure 3.7: compression ratio in the case of SCHC/LSCHC vs IPHC/NHC

Figure 3.7a shows the compression ratio for each data flow in case of

SCHC/LSCHC and IPHC/NHC. As shown, SCHC/LSCHC can achieve a three

times higher compression ratio than IPHC/NHC in all flows. The first and the

second flow are similar (IPv6/ICMPv6). SCHC can compress this flow down

to two bytes (one byte for dispatch and rule ID and one byte for ICMPv6). As

the logic for compressing the ICMPv6 header is not implemented in Contiki,

IPHC/NHC compresses these headers down to six bytes (two bytes for the dis-

patch and IPHC encoding and four bytes for ICMPv6). Regarding the third

flow (IPv6/UDP), SCHC/LSCHC can compress the two headers down to one

byte (dispatch and rule ID), however IPHC/NHC compresses the two headers

down to four bytes (two bytes for dispatch and IPHC encoding, one byte for the

stateful compression, and one byte for UDP).

Figure 3.7b shows the average transmitted bytes, the headers only, per packet

after running the emulator for six hours. The proportion of the IPv6/UDP and

the IPv6/ICMPv6 packets is the same in SCHC/LSCHC (358.33, 301.66) and

IPHC/NHC (350, 308.33). The bytes of the MAC frame and the payload from

the calculations were omitted as they are the same in both header compres-

sion schemes. As shown, SCHC/LSCHC sends on average 2.66 bytes/packet for

the headers, however, IPHC/NHC sends on average 7.69 bytes/packet for the

headers.

Figure 3.8 illustrates the total transmission time to send the average flow head-
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Figure 3.8: Transmission Time in the case of SCHC/LSCHC vs IPHC/NHC

ers over LoRa for different Spreading Factors (SFs) as an example of a LPWAN

technology. Higher SF means more range and better reception but also means

more transmission time. The calculations are performed for the 125 KHz band-

width case, 4/5 coding rate, and 8 symbols per preamble. Semtech’s LoRa

calculator was used to calculate the transmission times [Cor13]. This met-

ric has direct impact on the power consumption of the devices because the

power consumption of low power devices depends very much on the transmis-

sion time. Therefore, SCHC/LSCHC helps devices to live longer with the same

power source compared to IPHC/NHC.

3.5.1 Insights from Implementing SCHC/LSCHC

3.5.1.1 Registering Rules

An end device runs application(s) that produce/accept specific data flows. In

order to compress/decompress effectively the headers of packets in these data

flows, the network and the device C/D units must share the same rules and their

rule IDs must be identical, otherwise, a mistake might happen, causing errors

in decompressing the packets. However, it cannot be assumed that the network

C/D knows in advance all the flows of all applications that can join the network

later. Therefore, some initial synchronization is necessary. The SCHC draft

does not specify how this synchronization might be performed. Therefore, the

network C/D is suggested to support a layered context with a set of rules that

might be suitable for the most common data flows. Subsequently, each device

Resource Management and IP Interoperability
for Low Power Wide Area Networks

53 Khaled Q. Abdelfadeel Hassan



3. IP INTEROPERABILITY FOR LPWANS

3.5 Performance Evaluation of the
SCHC/LSCHC

within an LPWAN should offline pick the most suitable rules for its applications

to achieve the maximum compression level. Devices only store a small set of

rules that they need and for that the devices need a small rule ID to represent

the set. However, the network C/D stores a much larger set of rules (covering

all applications and more), and therefore it will use a larger rule ID to represent

the large set. This will require a mapping from device address and device short

rule ID to the longer, network C/D, rule ID. Two devices may use the same rule

at the network C/D, but with different short rule IDs. It is the short rule IDs

that will be sent between a device C/D and the network C/D to specify the used

rule in compression.

This proposed method will save memory in the network C/D as well by just

saving one version of each rule, rather than building a context specific to each

device as originally proposed in the SCHC draft. Furthermore, this method

saves bandwidth in the constrained networks by just sending the short identi-

fier among the compression and decompression sides. In the case of a new flow

that requires a new rule at the network C/D, a manual administration process

is required using an unconstrained connection to the network C/D to register

the new rule with a unique long ID. This new rule can then be used by different

devices. In all cases, there is no requirements for an online learning process be-

tween a device C/D and the network C/D, thus saving on the limited bandwidth

of the LPWANs.

3.5.1.2 Matching and Selection of Rules

One of the main functions of the C/D unit is to select a suitable rule to com-

press the header(s). The SCHC draft specified a suitable rule as one where all

the rule fields match the packet fields according to the matching operators. If

such a rule is found, the packet is processed using the corresponding C/D ac-

tions to this rule, otherwise the packet is sent without compression. However,

this is not accurate because the decompressor always expects a rule ID in the

packet. Therefore, if there is no matching, the compressor side must send a

special ID meaning the packet is not compressed. Furthermore, selecting the

first matching rule with the header(s) may not be the best matching approach

because there could be more than one rule that matches with the header(s).

To get the best solution, the compressor should test all available rules and then

select the rule that achieves the best compression ratio.

LSCHC, which was presented in subsection 3.3, adds flexibility in selecting the

Resource Management and IP Interoperability
for Low Power Wide Area Networks

54 Khaled Q. Abdelfadeel Hassan



3. IP INTEROPERABILITY FOR LPWANS

3.6 Performance Evaluation of the Dummy
Mapping Technique

most suitable rule that matches the header(s). Assume a compressor has a rule

that targets IPv6/UDP headers. In the case of SCHC, to use this rule, a matching

must occur with all fields in the IPv6 header and the UDP header. However, the

compressor may produce/receive packets that match with the IPv6 header only

or with the UDP header only. With SCHC, the compressor would not be able to

use this rule. With LSCHC, because the context is layered, LSCHC can compress

the packets that match only with the IPv6 header or match only with the UDP

header using the corresponding rule. Therefore, LSCHC is more flexible and

can achieve a higher gain in terms of compression ratio compared to SCHC in

this scenario.

3.5.1.3 Processing Rules

Processing the context in the case of SCHC is rule specific, not field specific

because rules target multiple headers, thus, the number of fields in a rule is not

identical. This means that rule specific processing is not scalable as it requires

adding a new processing logic each time a new rule is added. LSCHC solves

this problem by separating the layers and processing each layer individually.

Isolating the layers makes the processing logic header specific as all headers in

a layer are known e.g. IPv6 in the network layer and UDP, ICMPv6 and TCP in

the Transport layer, etc. This makes the header specific processing field specific

as well. Therefore, processing the context in the case of LSCHC is generic and

can work on any kind of rule due to its field specific approach.

3.6 Performance Evaluation of the Dummy Map-

ping Technique

In this section, the TTL value is calculated. This value must be used in the

C/D action and the number of entities in the dummy mapping list to handle an

expected request rate. Subsequently, an analytical model is derived to measure

the efficiency of the dummy mapping in terms of the compression ratio that can

be achieved. Next, a numerical example for a device in a LoRaWAN [LoR17b]

is provided.
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3.6.1 Analytical Model

The TTL in the dummy mapping C/D action must satisfy Equation 3.1, where

RTTL is the longest round-trip time between the network SCHC C/D and the

device. Satisfying Equation 3.1 ensures that the response of any request is re-

ceived in the network SCHC C/D unit before the corresponding timer of the

entity used expires. In perfect channel conditions, the longest round-trip time

is defined as the time needed for the longest request TLreq to be sent plus the

longest time needed for the response to be prepared Tpre plus the time needed

for the longest response TLres to be received back. Nevertheless, the last defi-

nition neglects the effect of the channel on the transmission times. To include

that effect, the longest round-trip time should cover the highest possible delay

in the channel due to collisions. Therefore, RTTL in Equation 3.1 considers

the maximum number of MAC retransmissions Rmax in the calculation, which

means any transmission needs to transmit Rmax times before being received. By

considering the longest possible delay due to the channel and the application

behaviour, a deterministic TTL value can be set per each application per each

device.

TTL ≥ RTTL (3.1)

where

RTTL = Rmax(TLreq + TLres) + TLpre

In order to understand the behaviour of the dummy mapping compression

technique in a device, the dummy mapping list is modeled as a M/D/N/N

queue [AR01]. In this queuing model, the requests arrive in the network SCHC

C/D according to a Poisson process with rate λ and mean inter-arrival time

equal to 1/λ. The service times are deterministic values equal to TTL and

service rate µ = 1/TTL. There are N entities in the dummy mapping list to

compress the incoming requests. Each newly arriving request is compressed

using one of the entities if there is an empty or an expired one, otherwise, the

request cannot be compressed using the dummy mapping. Hence, Equation 3.2,

which is known as Erlang’s loss formula [AR01], represents the probability of

a new request finding all the entities busy i.e. timer not-expired-yet. Conse-

quently, (1 − P (ρ,N)) is the probability that a new request finds at least one

free entity to use. Based on the probability P (ρ,N), the ratio of requests that

are compressed can be determined for given values of N and λ.
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Table 3.3: The rate when the Erlang’s loss formula is less than 0.005

N 1 2 3 4 5 6 7 8
max ρ 0.005 0.1054 0.3490 0.7012 1.132 1.622 2.158 2.730

P (ρ,N) = ρN/N !
N∑
i=1

ρi/i!
, where ρ = λ/µ = λTTL (3.2)

P (ρ,N) = ρP (ρ,N − 1)
N + ρP (ρ,N − 1) (3.3)

Fortunately, it is easy to derive a simple recursion for Equation 3.2[Ang01].

Starting with P (ρ, 0) = 1, we can compute P (ρ,N) using Equation 3.3 for dif-

ferent N and ρ values. Consequently, with the desired probability of using the

dummy mapping, we can get the minimum number of entities that achieve that

probability for a given value of ρ. For example, Table 3.3 shows the maximum

ρ values for different number of entities N to ensure that P (ρ,N) ≤ 0.005.

The compression ratio is defined as the ratio between the size of the uncom-

pressed and compressed traffic. The compression ratio gives an indication of

the efficiency of the compression, where a higher ratio indicates a higher effi-

ciency. Therefore, the compression ratio in case of using the dummy mapping

CRdummy for a header field with length FL can be calculated with Equation 3.4.

Using dummy mapping, header fields are compressed to the index of the cor-

responding entity used, where a field with length FL is compressed down to

dlog2Ne bits.

CRdummy = FL

(1− P (ρ,N))dlog2Ne+ P (ρ,N)FL (3.4)

3.6.2 Numerical Example

In this example, a LoRaWAN device [LoR17a] is considered, running the sce-

nario in Section 3.4.2. The device in this scenario sends the responses immedi-

ately after receiving the CoAP POST requests and the rule in Table 3.2 targets

the IPv6, UDP and CoAP headers. LoRaWAN supports 7 different bit rates (Ta-

ble 4 in [LoR17a]) that devices can use to communicate with the gateway and

the gateway uses the slowest bit rate to communicate with the devices. Addi-

tionally, LoRAWAN defines a maximum MAC packet size of each bit rate (Table

8 in [LoR17a]). In order to set the TTL value, these maximum packet sizes and

Rmax = 3 to calculate the RTTL are used, which considers the worst case. As
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Table 3.4: RTTL values of LoRaWAN bit rates at Rmax = 3
Data Physical bit Longest Transmission Time of RTTL
Rate rate [bit/s] Packet [B] Longest Packet [ms] [ms]

0 250 51 2138.112 12828.672
1 440 51 1150.976 9867.264
2 980 51 616.448 8263.68
3 1760 115 615.424 8260.608
4 3125 242 666.112 8412.672
5 5470 242 379.136 7551.744
6 11000 242 189.568 6983.04
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Figure 3.9: Compression Ratio of the Dummy Mapping

the responses are sent immediately, TLpre = 0 for this scenario. Consequently,

RTTL equals three times the transmission time of the longest frame size using

the lowest bit rate TLreq plus the transmission time of the longest packet size

using the device bit rate TLres. Table 3.4 shows the RTTL values of LoRaWAN

bit rates. From these values, the TTL value can be set for each device to sat-

isfy Equation 3.1. Semtech’s LoRa calculator [Cor13] was used to calculate the

transmission times.
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Without dummy mapping, the compression in this scenario is performed by

sending the prefix part of the application address, UDP application port, and the

CoAP message ID inline. one byte is used to represent the rule ID as in [ACP17].

Therefore, the compression ratio of the requests and the responses without the
dummy mapping are 3.85 and 4 respectively. On the other hand, Figure 3.9

shows the compression ratios for the requests and the responses in case the

dummy mapping list has one entity (Figure 3.9a), two entities (Figure 3.9b),

four entities (Figure 3.9c), and eight entities (Figure 3.9d). All figures show the

results of the lowest and the highest TTL = RTTL values from Table 3.4. In

Figure 3.9, the horizontal lines represent the compression ratio without dummy

mapping whereas the vertical lines represent the mean inter-arrival time of

requests.

Figure 3.9 shows that for each value of N the compression ratio decreases from

the highest value to the lowest value as the request rate λ is increased. The

highest value for each N happens when P (ρ,N) equals 0 (requests always find

an available dummy mapping entity) and as the P (ρ,N) increases (i.e. by in-

creasing the λ) the compression ratio declines to the lowest value. This happens

when P (ρ,N) equals 1, which means sending the header fields inline without

compression. The highest value shown in Figure 3.9 decreases as the number

of dummy mapping entities N increases. This is because the number of bits

required to identify the dummy mapping entity also increases, reducing the

compression ratio. It should be noted that there is no benefit in using values

of N that are not powers of 2 e.g. N = 3 because it achieves the same high-

est compression ratio as N = 4, however, the case of N = 4 maintains this

highest compression ratio for larger request rates. Finally, the results show that

lower values of TTL at the same request rate achieve higher compression ra-

tios. This is because reducing TTL increases the probability of finding expired

dummy mapping entities, thus the probability of compressing the traffic with

the dummy mapping mechanism.

LoRaWAN operates in unlicensed bands, which restricts the duty cycle to low

values, e.g. in Europe 1% duty cycle should be respected in the 863− 870MHz

band. With this low duty cycle, the expected request rate of LoRaWAN applica-

tions is very low with mean inter-arrival times in the order of minutes or even

hours. Therefore, the rates stated in Figure 3.9 are more than enough for a

wide range of applications suported by LoRaWAN. The compression ratio of the

requests and the responses in case of N = 1 and 1hour mean inter-arrival time

of the requests are 27 and 52 respectively. That means, in this scenario, the
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dummy mapping provides an increase of 600% and 1200% in compressing the

request and the response respectively compared to the regular static compres-

sion methods of SCHC. This, in turn, has a significant positive effect on device

lifetime.

3.6.3 A Discussion of the Dummy Mapping Technique

The results presented in Section 3.6 show the improvement that the dummy

mappings approach can achieve when compared to the static context compres-

sion SCHC. With dummy mappings, a static context scheme behaves more like

a dynamic context scheme that still considers constant value fields; therefore,

dummy mapping does not require re-synchronization. It can be seen that the

advantage of the dummy mapping scheme is that the context establishment

phase is not necessary. For a dynamic context scheme, this phase requires

at least one round-trip exchange performed uncompressed. In many cases,

such as the scenario discussed in Section 3.4.2, this exchange is actually the

only one performed; therefore, the established context will not be used subse-

quently. Furthermore, the delay and success of the context establishment phase

are affected by channel parameters and conditions such as bit rate, error rate,

and congestion. With these taken into account, the effective compression ratio

achievable with a dynamic context can be halved [WK03]. These factors do not

affect the dummy mappings scheme because the message exchange is always

performed compressed. This last statement is conditioned on the availability of

dummy mapping entities, which, however, is also a condition for dynamic con-

text schemes that will also suffer from memory constraints. The only disadvan-

tage of the dummy mapping scheme, compared to a dynamic context scheme is

that with dummy mappings the compression is lossy. This is discussed next.

3.6.3.1 Impact of lossy compression

First affected is the checksum, which is mandatory in all protocols in layers

above the network layer (i.e., IPv6) to verify data integrity between the sender

and the receiver. However, if dummy mapping is used, the reconstructed header

in the decompressor is different than the original header, so the decompressor

calculates different checksum values than the values that were calculated in

the compressor. This may lead to the decompressor rejecting all packets that

were compressed using the dummy mapping. Nevertheless, in the context of

LPWANs, the compressor most probably does not send the checksum values to
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save room for the application payload and a layer 2 CRC is used instead to

ensure correct transmission. If the checksum value must be explicitly sent and

dummy mapping is used, the compressor must then recalculate the checksum

using the dummy values instead of the actual ones.

The lossy compression of dummy mappings can introduce security risks if the

targeted fields are used for authentication. For example, an access control list

would break with dummy mapping compression because two or more distinct

flows would use the same dummy identifier. On the other hand, the dummy

mapping scheme targets the requests that are external to the network, and that

will be application requests above the network layer, such as CoAP. If security

is implemented in these requests it will be through transport security such as

DTLS, that do not rely on protocol headers but exchange secure information

(public key certificates) in the payload. In these cases, dummy mappings will

not affect the security. Another potential security issue, from an implementation

point of view, is if a secure material such as keys is stored locally and indexed

by identifiers from the protocol headers (e.g., IPv6 address). This would lead to

an intentional or accidental break of authentication because two or more flows

would share the same identifier, thus the same keying material.

3.6.3.2 Impact of TTL value

Considering the absolute worst case round-trip time RTTL to set the TTL value

ensures that the message exchange of CoAP request/response model is com-

pleted before the entity expires at the device and the network SCHC C/D unit.

This leads to a long TTL value that reduces the highest compression ratio when

the request rate increases as shown in Figure 3.9. Although lowering the TTL

value maintains that highest compression ratio for higher request rate, it may
lead to a compression rejection at the device or wrong decompression at the

network SCHC C/D. This is because the entity at the device may expire before

the device sends the response or the entity at the network SCHC C/D might be

relinked before the response is received at the network SCHC C/D. Eventually,

this may trigger a retransmission at the application layer, which, compressed or

not, results in higher latency and energy consumption. Nevertheless, a lengthy

TTL is not a critical issue in the context of LPWAN, where the request rate is

expected to be very low. Even in case of a high request rate, the same highest

compression ratio at a specific N can still be achieved at the expense of memory

by supporting, for example, two exact rules, using dummy mapping list with N
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entities, where each rule handles a half of the request rate.

3.6.3.3 Complexity of the dummy mapping

The run-time of the compressing/decompression in case of using the dummy

mapping is linear O(N), where N is the number of entities in the dummy map-

ping list since the logic of compression and decompression as shown in Fig-

ure 3.5 and Figure 3.6 respectively iterate over all entities just once. This is an

important property because the LPWAN devices are resource constrained and

are expected to be deployed with a low power central processing unit. As the

expected request rate in the context of LPWANs is very low, the number of en-

tities that are expected to be deployed would be small so as to not create a

processing problem.

3.7 Conclusions

SCHC is a header compression mechanism that promises to enable IP-based

traffic over very constrained networks such as LPWANs. In this chapter, the

performance of SCHC was evaluated against other header compression mech-

anisms. The results showed that SCHC can achieve higher compression effi-

ciency, resulting in lower transmission time of packets and, thus lower energy

consumption. However, composing a large number of SCHC rules might require

a lot of memory to maintain them. To address this issue, LSCHC was proposed

as a new efficient mechanism for saving compression rules on constraint devices

without compromising the compression efficiency of SCHC. Another issue that

limits the applicability of SCHC is its static context nature that only handles

fixed or pre-programmed data flows. For this, the dummy mapping technique

was proposed as a dynamic mechanism to handle unknown data flows, which

would help to increase the applicability of SCHC, particularly in the context

of the Internet of Things. An analytical model was also derived to measure the

performance of the dummy mapping. The results showed that dummy mapping

increases the average compression ratio obtained by SCHC by up to 850% (see

Figure 3.9a) for hourly LoRaWAN traffic and up to 575% for per minute traffic.
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Chapter 4

Fair Resource Management in
LoRaWAN

LoRaWAN (chapter 2) is a key technology in the LPWAN category with a strong

ecosystem of vendors, operators, developers, and IoT platforms. In this chap-

ter, the PHY (i.e., LoRa modulation) and MAC layers of LoRaWAN technology

are studied along with its standard resource allocation algorithm. The study

is aimed to figure out the fairness of the technology in terms of data deliv-

ery, which is a desired property in any wireless networks to assure a certain

QoS [HPON13].

LoRa modulation, similar to other frequency-based modulations, is subject to

the capture effect [BRVA16]. In this case, depending on the specific radio com-

munication conditions, a LoRaWAN gateway can decode one, all, or none of

the colliding packets transmitted by multiple nodes. The decoding depends on

the spreading factors and the RSSIs of the collided signals. When two packets,

using the same spreading factors, overlap in time, with one packet stronger in

terms of the received power than the other by the Co-channel Interference Re-

jection (CIR) threshold, the stronger packet drowns the weaker. While If the

power difference is below the CIR threshold, none of both packets can be de-

coded correctly. Even when the collided packets use different spreading factors,

this effect can still be observed, because the spreading factors used by LoRa

modulation are not perfectly orthogonal [CGT+17]. However, if the power dif-

ference, in this case, is below the CIR threshold, the two collided packets can

be decoded correctly. The value of the CIR threshold varies according to the

collided spreading factors. Croce et. al. measured the CIR thresholds for all
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spreading factor combinations in [CGT+17].

The capture effect is known to cause the near-far problem or hearability prob-

lem [She11]. To explain the problem, consider a LoRa/LoRaWAN gateway and

two nodes, one close to the gateway and the other is far away. If the two nodes

transmit simultaneously and at equal transmission power levels, the gateway

will receive more power from the nearer node than the farther node due to

transmission attenuation. In this case, because of the capture effect, the gate-

way will always decode the stronger transmission from the nearer node, mak-

ing it unfair for the farther node that less likely to see its transmissions decoded

correctly.

In addition to that, LoRa modulation supports multiple data rates (combination

of SF, BW, and CR) (Equation 2.3). These multiple data rates affect the prob-

ability of collision for LoRa/LoRaWAN nodes. To clarify this, consider twenty

LoRa/LoRaWAN nodes are distributed around a gateway wherein the first ten

use the highest data rate and the other ten use the lowest data rate. Also,

consider that all nodes transmit the same packet size at the same rate. In this

case, the packet transmission time is shorter for the nodes that use the highest

data rate than the other nodes. Indeed, the longer the transmission time the

higher the probability of a collision due to increasing the vulnerability time.

Consequently, the ten nodes that use the lowest data rate are more likely to

experience more collisions, making it unfair for those nodes in terms of data

delivery.

LoRaWAN supports a resource allocation algorithm, called Adaptive Data Rate

(ADR), which is responsible for optimizing the network performance. Specifi-

cally, the ADR allocates the minimum data rate and the minimum transmission

power level wherein the RSSIs from each node (regardless of its position from

the gateway) are higher than the receiver sensitivity (depending on data rate).

Equation 2.5 defines the relationship between receiver sensitivity and the data

rate. Using LoRaWAN ADR algorithm, each node does not consume unneces-

sary power to transmit its packets. However, when it comes to the data delivery

for each node this mechanism of allocation is unfair because it does not handle

the unfair characteristic of LoRa modulation. For the medium access, LoRaWAN

uses Aloha protocol, which is supposed to be a fair MAC protocol. Nevertheless,

the above PHY characteristic along with LoRaWAN’s ADR algorithm introduce

unfairness in the data delivery, favouring transmissions from nodes nearer to

the gateway and by those that use high data rates.
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Figure 4.1: Study of LoRaWAN fairness

To quantify the impact of these factors on fairness, a simulation is used, where

the fairness is measured using Jain’s fairness index [JCH84]. Jain’s fairness

index, known also as the fairness index, is the most used quantitative fairness

measure in the allocation problem [HPON13]. For the data delivery, the fairness

index is defined as,

ζ = (∑n
i=1 DERi)2

n
∑n
i=1 DER

2
i

, (4.1)

where 0 ≥ ζ ≤ 1. DERi denotes the Data Extraction Rate of the ith node and n

denotes the total number of nodes. DERi is defined as the ratio of the received

messages by at least one gateway to the transmitted ones by the ith node over

the simulation time. A higher ζ value represents fairer resource allocation from

the system perspective, happening when the majority of the nodes get roughly

the same DER.

In the simulation 1, n nodes are uniformly distributed around a LoRaWAN gate-

way. Figure 4.1a shows the fairness index in three different cases: Aloha +

perfect orthogonality (case 1), capture effect + perfect orthogonality (case 2),

and capture effect + imperfect orthogonality (case 3). The first case assumes

that all spreading factors are perfectly orthogonal and no capture effect. In this

case, the gateway can decode all collided packets if the spreading factors are

different and none if the spreading factors are identical. This case studies the

impact of the data rate allocation only on fairness. The impacts of capture ef-

fect and imperfect orthogonality are added in the second and the third cases,

respectively.

1All details are reported in Table 4.1
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When all factors are considered (case 3) the fairness decreases drastically with

increasing the network size. Even without capture effect and with perfectly

orthogonal spreading factors (case 1), LoRaWAN represents an unfair network

because of the unfair collision probabilities associated with the different data

rates. Figure 4.1b shows the overall DER of the network. Although the capture

effect (case 2) increases slightly the overall DER that comes at the expense of

the fairness. However, considering the imperfect orthogonality (case 3), the

overall DER is the lowest.

Following these results, a novel mechanism for data rate allocation and TP

control algorithm, called FADR, is proposed in Section 4.2. FADR achieves a fair

data delivery for all nodes within a LoRaWAN cell while at the same time being

energy efficient. In Section 4.3, detailed results, comparisons and discussions

are provided to show and explain how FADR performs under various network

configurations. Overall, simulation results show that FADR outperforms the

state-of-art in almost all network configurations.

4.1 Related Work

In LoRa/LoRaWAN literature, fairness in DER was not well-investigated with

the exception of [RMP17]. In this work, a TP and SF control approach was

proposed to achieve fairness in the data delivery. First, the SF ratios are de-

rived to uniform the collision distribution. Secondly, the TP control algorithm

is based on the observation that nodes with high path loss and SF8 are the

nodes with the highest packet error rate. Therefore, the algorithm assigns a

high enough TP to these nodes and allocates SF7 and TP=2dBm, i.e. short air-

time and low TP, to all nodes that can corrupt these nodes’ packets. Then, the

algorithm iterates again over all nodes to allocate enough TP to all remaining

nodes. This observation is not always valid as it depends on the node distribu-

tion around the gateway, where these nodes may have lower or higher path loss

depending on their locations from the gateway. In addition to that, fairness was

considered in terms of energy consumption in multi-gateways LoRa network

scenarios [GDZ+19, CCG+20].

In the same context, various resource allocation strategies were proposed for

LoRa-based networks. In [BRVA16], the SN5 experiment investigated a strat-

egy of allocating SFs and TPs where nodes choose their transmission parame-

ters locally in order to minimize their transmission times and thus enhancing
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the overall lifetime. This strategy represents the standard ADR of LoRaWAN.

While in [BR17], a strategy of selecting transmission parameters was proposed

to achieve low-power consumption at specific link reliability. Here, a LoRa node

probes a link using a transmission parameter combination to determine the

link reliability. It then chooses the next probe combination based on whether

the new combination achieves lower energy consumption while maintaining

at least the same link reliability. The approach terminates when reaching

the optimal combination from an energy consumption perspective. Further-

more, two SF allocation algorithms were proposed, namely EXP-SF and EXP-

AT, to help LoRaWAN achieve a high overall data delivery rate in [CCC+17].

EXP-SF equally allocates SF to N nodes based on the RSSIs, where the first

N/6 nodes with the highest RSSIs get SF7 assigned and the following N/6
nodes get SF8 and so on. EXP-AT is a more dynamic strategy than EXP-SF,

where the SF allocation theoretically equalizes the airtime of nodes, leading

to a fair collision distribution. Most of all these works have assumed per-

fectly orthogonal SFs, although it was shown in [MPJ17, CGT+17] that this

is not a valid assumption. Unlike all the aforementioned heuristic approaches,

recent works looked at the optimal solution of the resource allocation prob-

lem in terms of throughput, energy, and capacity, which is a NP-hard prob-

lem [LYF20, PGSDF20, SRHGSGH20, HSMSA20, SQN18]. Also, machine learn-

ing and artificial intelligence concepts are employed to solve the resource allo-

cation problem [SGSGH19, TKL+19a, TKL+19b].

While in general data rate management and power control approaches have

been well studied for cellular systems and WiFi [Yat95a, SS05], these solutions

are not suitable for constrained systems like LoRaWAN. The reason is that cel-

lular approaches require fast feedback and high data rates to work, which are

not suitable in LoRaWAN.

4.2 FADR Algorithm

In the following, the proposed mechanism, FADR, for fair data delivery allo-

cation and power control to achieve data rate fairness among nodes in a Lo-

RaWAN cell is presented. Firstly, the fair data rate distribution is derived in

subsection 4.2.1, which tries to achieve an equal collision probability for all

deployed data rates, then the proposed TP control algorithm is presented in

subsection 4.2.2, aimed at mitigating the capture and SF non-orthogonality ef-

fects.
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4.2.1 FADR - Data Rate Allocation

Each transmission parameter combination (SF, BW, with CR (Chapter 2)) leads

to a different data rate and thus airtime, which causes different collision proba-

bilities, resulting in unfairness among nodes within a cell. Finding the fair data

rate deployment ratios within a cell is therefore crucial.

SF fair distribution ratios were derived in [RMP17] as follows 2:

pf = f

2f /
12∑
i=7

i

2i ∀f ∈ SFs, (4.2)

where pf indicates the fraction of nodes using a specific SF. Equation 4.2 has

been derived by equalizing the collision probability of each SF with taking into

account the constraint that the sum of all probabilities must be unity
∑12
f=7 pf =

1.

However, Equation 4.2 does not consider the impact of BW and CR on the

collision probability. Assuming that all SFs will be deployed with the same

BW and CR may not always be correct as the network operator may consider

assigning different BW and CR to the same SF in order to achieve a different

data rate, reliability, or sensitivity. Therefore, Equation 4.2 is extended into

Equation 4.3 to consider the impact of BW as follows:

pf,b = b/
∑

j∈BWs

j b ∈ BWs, (4.3)

where pf,b indicates the fraction of nodes that use a specific BW from the fraction

that use a specific SF. Equation 4.3 is derived with respect to the constraint∑
i∈BWs pf,b = 1. In order to also consider the impact of CR, Equation 4.3 is

finally extended to Equation 4.4 as follows:

pf,b,c = c/
∑

k∈CRs
k c ∈ CRs, (4.4)

where pf,b,c indicates the fraction of nodes that use a specific CR from the nodes

fraction that use a specific SF and BW. Equation 4.4 is also derived with respect

to the constraint
∑
i∈CRs pf,b,c = 1. Combining Equations 4.2, 4.3, and 4.4 gives

2The derivation is presented in Appendix A
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Equation 4.5 that shows the fair ratios of deploying each DR pd.

pd = fbc

2f /(
12∑
i=7

i

2i
∑

j=BWs

j
∑

k=CRs
k) ∀f ∈ SFs&b ∈ BWs&c ∈ CRs. (4.5)

The full derivation of Equations 4.2, 4.3, 4.4, and 4.5 are presented in Ap-

pendix A. Equation 4.5 is a generalized form of Equation 4.2, where in case

of deploying all SFs with the same BW and CR, the values expressed by Equa-

tion 4.5 equal the values derived with Equation 4.2. Hence, the fair ratios of

using a potential LoRaWAN data rates without considering CR are: p0 = 0.024,

p1 = 0.044, p2 = 0.08, p3 = 0.144, p4 = 0.257, p5 = 0.15, and p6 = 0.3.

Observing Equation 4.5 in allocating the data rates within LoRaWAN cell as-

sures that each node experience the same probability of intra-SF collision. How-

ever, this leaves the question as to what is the criteria of allocating data rates

over RSSI values within a LoRaWAN cell? BWs and CRs do not affect the or-

thogonality, while the same does not hold true for SFs, which depend on the

received power. Consequently, two allocation strategies can be used for SFs.

The first strategy assigns the lowest SF to the highest RSSI values captured

from the nodes and so on. This allocation strategy is basically corresponding to

the distance from the gateway, where the nearest nodes are assigned the lowest

SF. The second allocation strategy is to distribute the SFs along the RSSI values

in a cell. In this case, the region concept is proposed. For this a LoRaWAN

cell is divided into regions, where each region consists of the same number of

nodes. The first region contains the smallest RSSI values and so on. Within

each region, all SFs have to be represented and they are assigned using the fair

ratios (Equation 4.5). In this case, the fair radio of using SF12 per each region

is 2% (the smallest ratio, see Equation 4.2). For a discrete representation of the

2%, the recommended smallest region size should be 50 nodes. In this case,

SF12 is represented by one node in each region. The two allocation strategies

are studied in terms of fairness and energy consumption, and data delivery in

section 4.3.

To verify the impact of the fair data rate allocation strategy, this strategy is com-

pared (assuming all nodes are within a single region) to different allocation

strategies from the literature. First, equal SF allocation across nodes, which

was considered in [CGT+17] and by the EXPLoRa-SF approach in [CCC+17].

Secondly, the proposed allocation strategy in [AVTP+17], where about 28% of

nodes use SF12. The fairness is calculated using Jain’s fairness index [JCH84]
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Figure 4.2: Different SF Allocations Study in which BW = 500Hz, CR = 4/5,
and TP = 14dBm

(see Equation 4.1). The fairness index varies from zero to one, where a higher

index indicates a higher fairness. The results are shown in Figure 4.2 for differ-

ent network sizes. In this study, perfect orthogonal SFs and no capture effect

are assumed for a fair compassion. This study 3 provides an insight into the

fairness of the data rate allocation strategy regardless of the assigned TPs.

Figure 4.2a shows the fairness index, where the fair allocation is almost one

regardless of the number of nodes. However, it dramatically degrades in the

other allocation strategies with increasing number of nodes due to increasing

collisions. The impact of allocation is clear in Figure 4.2c, which shows DER

versus SFs for a cell of 4000 nodes. The DER for nodes using a low SF is

higher than for those using a high SF with equal SF allocation and with SF

allocation as per [AVTP+17]. DER is almost zero for SF10, SF11 and SF12,

which represent half of the nodes for the equal SF allocation. This means, half

3All other details are reported in Table 4.1
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of nodes cannot deliver any packets due to collisions, whereas the DER for the

fair allocation is nearly equal for all SFs and around the random access limit

(see Figure 4.2b). The overall DER at the fair allocation outperforms the other

two allocation strategies up to about 3250 nodes. Beyond this number but this

comes at the expense of very poor fairness (Figure 4.2a). The reason behind

that is that the overall number of collisions in the case of the fair allocation

strategy is exceeding the corresponding numbers in the other two allocation

strategies for the sale of equalizing the DER per SF as shown in Figure 4.2c.

4.2.2 FADR - Transmission Power Allocation

Apart from the data rates allocation the other aspect that creates unfairness in

LoRaWAN is the near-far problem, which influences the capture effect, espe-

cially for non-orthogonal SFs. These characteristics favor near nodes over far

nodes, due to the usually higher received power levels of the former. In order to

tackle this, balancing the received power levels from all nodes is required. This

is typically performed using a TP control algorithm that assigns low TP level

to near nodes and high TP to far nodes. Balancing the received power levels

eliminates the capture effect and thus achieves a fair data delivery regardless

of the distance from the gateway.

The proposed TP control algorithm is shown in Algorithm 1. The algorithm

manages a list of nodes (N) with a list of corresponding RSSIs, a list of available

TP levels (PowLevels) that can be assigned, and a matrix of CIR of all SF pairs as

inputs. To avoid instability due to RSSI fluctuations, the algorithm is run after

a certain number of packets have been collected by the network server in order

to calculate an average RSSI. RSSI stability has been investigated in [AS14],

which showed that the RSSI standard deviation of nodes close to the gateway

is less than 3dBm, however, the deviation increases to 20dBm for far nodes.

Algorithm 1 does not make assumptions on the initial TP assignment of the

collected packets, but recommends that nodes are initiated with the same TP

before running the algorithm in order to yield RSSIs with a common reference.

Algorithm 1 allocates a TP to each node. The algorithm starts with sorting the

nodes by their RSSI (line 1). Next, it specifies the maximum (MaxRSSI) and

the minimum (MinRSSI) values of the measured RSSIs. Also, specifying the

minimum value of CIR (MinCIR), which represents the safe operating margin

of all SFs (line 2). Subsequently, the algorithm finds the maximum TP (Max-

Power) that can reduce the difference between RSSI extremes to below the safe
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Algorithm 1: FADR - TP Control Algorithm
input : List of nodes N, corresponding RSSI, power levels PowLevels,

matrix of CIR
output: ∀n ∈ N,P[n] ∈ PowLevels

1 Sort N by RSSI;
2 MinRSSI = min(RSSI), MaxRSSI = max(RSSI), MinCIR = min(CIR);
3 PowLevels.pop(0);
4 for i ∈ PowLevels do
5 MaxPower = i;
6 if |MaxRSSI +MinPower −MinRSSI −MaxPower| <= MinCIR

then
7 PowLevels = PowLevels[0 : PowLevels.index(i)];
8 break;

9 else if i == max(PowLevels) then
10 powLevels.pop();

11 MinRSSI = min[MinRSSI +MaxPower,MaxRSSI +MinPower];
12 MaxRSSI = max[MinRSSI +MaxPower,MaxRSSI +MinPower];
13 for i ∈ range(0, len(N), 1) do
14 if |RSSI[i] +MinPower| > |MinRSSI| then
15 MinPowIndex = i− 1;
16 break;

17 else
18 P[i] = MinPower;

19 for i ∈ range(len(N)− 1,MinPowIndex,−1) do
20 if |RSSI[i] +MaxPower −MinRSSI| > MinCIR then
21 MaxPowIndex = i− 1;
22 break;

23 else
24 P[i] = MaxPower;

25 TempIndex = MinPowIndex;
26 for i ∈ PowLevels do
27 if (|RSSI[TempIndex] + i−MinRSSI| <=

MinCIR) and (|RSSI[TempIndex] + i− RSSI[MaxPowIndex]−
MaxPower| <= MinCIR) then

28 for j ∈ range(TempIndex,MaxPowIndex, 1) do
29 if |RSSI[j] + i− RSSI[MaxPowIndex]−MaxPower| > MinCIR

then
30 TempIndex = j − 1;
31 break;

32 else
33 P[j] = i;
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Figure 4.3: Illustration of the FADR Power Allocation

margin (lines 4-10), where the minimum TP (MinPower) is the minimum of

PowLevels. In case that MaxPower is less than the maximum of PowLevels, the

higher values are removed from the list because they will not be used (line 7).

Using lower than maximum power levels, will also reduce energy consumption,

thus, extend the nodes’ lifetime. Next, the algorithm assigns MinPower to the

node with MaxRSSI and MaxPower to the node with MinRSSI, then recalculates

MinRSSI and MaxRSSI accordingly (lines 11-12). Subsequently, the algorithm

starts allocating the TPs that can be divided into three stages. Firstly, allocating

MinPower to high RSSI nodes as long as the new RSSI is not lower than the

MinRSSI (lines 13-18). The index of the last node that complies with this ap-

proach is saved in MinPowIndex. Secondly, allocating MaxPower to low RSSI

nodes as long as the new RSSI plus the safe margin is not higher than MinRSSI

(line 19-24). The index of the last node that complies with this approach is

saved in MaxPowIndex. Finally, the algorithm assigns to the nodes between

MinPowIndex and MaxPowIndex the remaining TPs from low to high as long

as the allocation of each TP complies with the rules that the new RSSI plus the

safe margin is not lower than the first node using the same TP (lines 26-33).
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Figure 4.3 provides a visual explanation of how Algorithm 1 works. In Fig-

ure 4.3, MinPower is 2dBm and MaxPower is 14dBm (the maximum allowed

TP in LoRaWAN) since the difference between RSSIs (∼ 50dBm in that exam-

ple) is higher than the difference between TPs (12dBm). Algorithm 1 iterates

forward to allocate MinPower until MinPowerIndex, then iterates backward to

allocate MaxPower until MaxPowerIndex. Finally, the algorithm iterates in be-

tween the MinPowerIndex and the MinPowerIndex to assign the remaining TPs

4.2.3 The complexity and optimality of FADR

In terms of the run time, the algorithm is linearly proportional (i.e., O(N)) to

the number of nodes per cell since the algorithm iterates over all nodes just

once. This is an important property because LoRaWAN is expected to support

a very large number of nodes per cell. FADR represents a feasible heuristic

approach to the fair resource management problem in LoRaWAN. The heuris-

tic approach has been taken because modelling the optimal problem is very

complex. The model depends on the deployment (i.e., device distribution) and

the propagation model and without unrealistic assumptions the model cannot

be formulated. Due to the expected large solution space (transmission param-

eter combinations exponent of the number of devices), even with unrealistic

assumptions, the run time to find an optimal solution may be to large to be

practical.

4.3 Evaluation and Discussion

To evaluate the proposed mechanism, FADR was implemented in Lo-

RaSim [BRVA16]. LoRaSim is an open-source LoRa simulator that takes into

account the capture effect only from the same SF, but otherwise assumes per-

fectly orthogonal SFs. In order to model collisions more comprehensively, Lo-

RaSim was extended to include the non-perfect orthogonality property of SFs

based on the work in [CGT+17], which adds a conservative 6dBm CIR thresh-

old to all SF pairs. FADR was compared to state-of-art approaches [RMP17]

and the SN5 experiment in [BRVA16] (representing the default LoRaWAN ADR

algorithm). The state-of-art approaches are recreated in the used simulation

tool and the results are validated with the published results. Multiple experi-

ments are conducted to examine almost all factors that affect the performance.

All experiments were run for a real-time of one day and repeated 10 times with
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Table 4.1: Simulation Parameters for FADR Study

Parameter Value Unit
Nodes [N] 100-4000

Packet Length [L] 80 byte
Transmission Rate [λ] 60 sec

Max Reception [MaxRecv] 8
Cell Radius [R] 100-3200 m

Channel Number 1
Channel Frequency [CP ] 868 MHz

Simulation Time 86400 sec
Random Seeds 10

different random seeds.

4.3.1 Cell lay-out

In this work, a LoRaWAN cell is considered, which consists of a single gateway

located in the cell center and N nodes placed randomly around the gateway.

Various cell radii R are investigated. Nodes generate data packets of length L

using transmission rate λ. A gateway is able to receive a configurable number of

concurrent signals MaxRecv, based on its number of LoRa transceivers, on the

same carrier frequency CF as long as concurrent transmissions use different SFs

and are within the safe margin. For a given combination of SF and BW, packets

are only decoded by the gateway if their RSSI is higher than the corresponding

sensitivity.

LoRaSim’s propagation model was used, which is based on the log-distance

propagation model to calculate the RSSI of a node that transmits with TP.

The same propagation model is used in [CGT+17] and [MCV17]. Authors

of [CGT+17] assume that any node, using any transmission parameter com-

bination, is able to reach the gateway regardless of its distance from the gate-

way. To achieve the same assumption, the minimum sensitivity of all SF and

BW combinations in LoRaSim was lowered to −155dBm, so that all nodes can

reach the gateway with all combinations. Simulation parameters are shown in

table 4.1.

4.3.2 Experimental Evaluation

Various experiments were conducted to show the performance evaluation of

FADR versus the state-of-the-art. First, the main performance evaluation is
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Figure 4.4: Main Comparison Results

presented in Section 4.3.2.1. Then, the results are discussed in depth in Sec-

tion 4.3.2.2. Subsequently, the impact of the cell size is shown in Section 4.3.2.3

and finally the impact of the node distribution is shown in Section 4.3.2.4.

4.3.2.1 Main Comparison

Figure 4.4 shows the overall results of this study. Figure 4.4a shows the fairness

index using Equation 4.1, Fig 4.4b shows the overall DER, and Figure 4.4c

shows the overall energy consumption. FADR is presented with two region

configurations. First, in FADR-One Region, the entire cell is considered a single

region. The second approach, where nodes are sorted according to their RSSI

and then divided into groups of 50 nodes, was proposed in [ACP18]. The data

rate per region is allocated based on Equation 4.5 and TP allocation is based on

Algorithm 1.

Overall, both FADR region size approaches surpass the other approaches in

terms of fairness without sacrificing the overall DER compared to [RMP17] and
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with a remarkable improvement compared to SN5 [BRVA16] (representing the

default LoRaWAN ADR algorithm). On the other hand, both FADR region size

approaches consume overall less energy than the approach in [RMP17] but

more energy than SN5 [BRVA16], where all nodes choose to transmit using the

lowest TP.

The low fairness and DER performance of SN5 [BRVA16] is due to the fact that

data rate and TP allocation was not studied at the cell level. Rather, nodes

choose their transmission parameters locally, which leads to all nodes choosing

the same transmission combination that achieves the lowest airtime and using

the lowest TP, which in turn achieves the lowest energy consumption, regard-

less of the cell status. This leads to a degradation of the cell performance by

increasing the number of collisions within the cell and leads to aggressive un-

fairness for far nodes especially when increasing the number of nodes. In the

following, the impact of the region size is studied and the performance of FADR

versus [RMP17] is analyzed.

The region size has a notable impact on fairness and overall energy consump-

tion, but almost no impact on the overall DER. Decreasing the region size, on

one hand, mixes up all SFs in a small variance of RSSI, on the other hand,

SFs are distributed everywhere in the cell, not just in contiguous areas as is

the case in single region deployment, which allocates low SFs to high RSSIs

and high SFs to low RSSIs. Therefore, small regions serve high SFs better in

terms of fairness but to the detriment of lower SFs, especially SF7 wherein its

imperfect orthogonality impact on the other SFs decreases. While small region

deployment increases the impact of the capture effect, especially of SF7, be-

cause nodes with the same SF now have high variance in their RSSIs. As overall

nodes with SF7 usually represent the majority of nodes in a cell, small region

deployment leads to lower fairness index, as shown in Fig 4.4a. Excluding SF7

from the analysis and recalculating the fairness index shows that the small re-

gion deployment achieves higher fairness than single region deployment.

In terms of energy consumption, the FADR TP control algorithm assigns high

TPs to low RSSI and vice versa, which leads to single region deployment con-

suming higher energy than small region deployments. The reason for this is

that the nodes with low RSSI, in single region deployment, are allocated with

high SFs, i.e. high airtime, and transmit using high TPs, but in small region de-

ployments SFs are distributed over the whole cell, thus, airtimes are distributed

over TPs as well.
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Figure 4.5: Distance Study

4.3.2.2 Distance Study

Figure 4.5 shows DER (Figure 4.5a), transmission powers (Figure 4.5c), SF

distribution (Figure 4.5d), and RSSIs (Figure 4.5e) versus distance in addition

to DER per SF (Figure 4.5b). These figures provide insights as to why FADR

outperforms the approach published in [RMP17]. The results of this study were

collected from a cell with 1000 nodes, but performing the same experiment with
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a larger number of nodes showed the same behaviour.

FADR’s advantage over [RMP17] is shown in Figure 4.5a in which FADR

achieves roughly the same DER for a larger proportion of the network compared

to [RMP17] while FADR exhibits better fairness. Between 400-700m, Reynders’

approach [RMP17] experiences high variation in the DER, corresponding to

nodes using SF7 and low RSSIs. These nodes suffer from an aggressive capture

effect by other nodes using SF7 and higher RSSIs and at the same time suffer

from a capture effect due to the non-orthogonality of SFs from nodes using dif-

ferent SFs and higher RSSIs as shown in Figure 4.5e because they do not get

enough TP as shown in Figure 4.5c.

It seems that the TP control algorithm in [RMP17] provides a TP boost to

nodes with SF8-12 over nodes with SF7 as shown in Figure 4.5c. This boost

yields an advantage to nodes with high SFs over SF7. In this case, as shown

in Figure 4.5a), low RSSI values from nodes with SF7 suffer from low DER.

In addition to that, this power boost creates a non-orthogonality impact from

SF8-9 over higher SFs, leading to low DER for those nodes as shown in Fig-

ure 4.5b. Because fewer nodes use SF10-12 than the ones use SF8-9, [RMP17]

has slightly higher overall DER, but lower fairness than FADR. This TP boost is

also the reason for a higher energy consumption compared to FADR.

On the other hand, the FADR TP control algorithm increases the TP gradu-

ally and within the safe margin after reaching the minimum limit of using the

minimum TP independently of the SF. This ensures that a large proportion of

distances around the gateway have a balanced RSSI within the safe margin.

It is worth mentioning that this overall approach is not dissimilar to power

control algorithm used in cellular radio systems although these systems usu-

ally depend on a continuous TP control mechanisms [Yat95b, GVGZ93]. With

FADR, the nodes close to the gateway have an equal impact over the rest of the

cell’s nodes. This leads to a slight reduction in the overall DER. However, the

DER will be more uniform over distance leading to higher fairness as shown in

Figure 4.5a and Figure 4.5b.

4.3.2.3 Cell Size Study

The impact of the cell radius on fairness was investigated while keeping the

number of nodes constant. Results are shown in Figure 4.6. Increasing the

cell radius should provide an increase in the difference of nodes’ RSSIs at the

gateway. The results shown are collected from a cell with 1000 nodes. However,
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Figure 4.6: Cell Size Study

the behaviour is identical to scenarios with other number of nodes. As shown,

the cell radius does not have any impact on the fairness of either algorithms,

where the difference is always the same. The reason for this is the slow increase

in path loss when moving further away. For example, the difference of the RSSIs

experienced at 1Km cell radius is ca. 62dBm and ca. 72dBm for 3Km cell radius.

The 10dBm difference between the two cell radii can be handled well within

the safe margin of either algorithms.

4.3.2.4 Node Distribution Study

The node distribution implemented in LoRaSim was used in all aforementioned

studies, which randomly distributes the nodes around the gateway. Changing

the node distribution will affect the performance of either algorithms. With

respect to [RMP17], it changes the location of the nodes with SF8, which is the

reference for their approach. In regard to FADR, it changes the distribution of

collisions between nodes. Therefore, to investigate the impact of different node

distributions, the cell is divided into three areas (inner, middle and outer), each

covering 0.33 of the cell radius. Then the distribution of the nodes was adjusted

to allocate 66.6% of nodes to one area and the rest was uniformly distributed

in the other two areas. Therefore, the inner distribution, for example, has

66.6% of nodes in the inner disk around the gateway. Figure 4.7 shows the DER

(Figure 4.7a), Fairness (Figure 4.7b), and Energy consumption (Figure 4.7c) in

the different node distributions. The results shown were collected from a cell

with 4000 nodes in each distribution.

Overall, the results validate the observations made so far that the approach

in [RMP17] achieves higher DER, but higher energy consumption and lower

fairness than FADR with the exception of the inner distribution, where FADR
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Figure 4.7: Node Distribution study

achieves lower fairness. Most of the unfairness in Reynders’ approach [RMP17]

comes from the impact of the non-orthogonality of low SFs over high SFs in

which [RMP17] has higher collisions than FADR. Therefore, FADR from an

overall point of view is more suitable for high SFs, i.e. edge nodes, compared

to [RMP17]. However, this comes at the expense of DER in the area close to

the gateway, where [RMP17] achieves higher DER than FADR.

The inner distribution case is stressful for both approaches because most of

the nodes are placed in the region around the gateway with the highest de-

cease rate of the path loss, which affects the remaining 33% of nodes in the

rest of the network. The unfairness stems mostly from the impact of non-

orthogonality in which [RMP17] has 2.6 times more packets affected by this

than FADR. Nevertheless those packets are concentrated in nodes with SF10-12

on the outer region of the network. This is because the power boost in nodes

with SF8-9 is now closer to the gateway, creating a big difference in RSSI larger

than the CIR threshold for the nodes in SF10-12. Therefore, [RMP17] achieves
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slightly higher DER in nodes with SF8-9, but zero DER in nodes with SF10-12.

Whereas, FADR achieves uniformly distributed DER albeit slightly lower over all

those nodes. Due to SF8-9 being used by more nodes than SF10-12, [RMP17]

achieves slightly higher fairness than FADR. However, if the nodes with SF7 are

not considered, which have much higher DER than all the remaining SFs, FADR

achieves 76% fairness, whereas [RMP17] achieves only 64%.

4.3.3 Discussion

4.3.3.1 Scalability of Fairness

From the above studies it should be noted that increasing the number of nodes,

which increases the number of collisions, has a negative impact on the cell fair-

ness. As LoRaWAN has a discrete, limited number of TPs (2-14dBm), collisions

cannot totally be eliminated in a cell using a TP control mechanism. This leads

to collisions being not uniformly distributed over distance, but concentrated in

certain areas. It is obvious that the impact of the region of high path loss in-

crease near to the gateway over the rest of the cell. Therefore, increasing the

number of collisions magnifies this non-uniformity of collisions, thus, amplifies

the unfairness within a cell. Since the transmission rate and the packet length

have an impact on the number of collisions as well, these factors affect the fair-

ness as well. In this work, simulation results are based on a generated traffic

of 80 byte long packets generated once per minute. However, increasing the

transmission rate or packet length with the same number of nodes are found to

degrade the fairness as well.

4.3.3.2 Real World Considerations

The effectiveness of FADR TP control in a real world implementation is affected

by the variability of the RSSI, which is not totally stable over time [AS14].

Therefore, to avoid RSSI instability, FADR is periodically run after collecting

a certain number of packets from each node to average over RSSI samples.

The number of packets over which the algorithm should average before run-

ning is left for future work. Furthermore, it is known that the RSSI values are

highly correlated with the propagation model. However, the propagation model

should not aggressively affect FADR’s behavior because FADR does not depend

on the RSSI values, but the difference between RSSI values, making FADR more

relevant for real world implementations than other approaches that depend on

the path-loss estimation.

Resource Management and IP Interoperability
for Low Power Wide Area Networks

82 Khaled Q. Abdelfadeel Hassan



4. FAIR RESOURCE MANAGEMENT IN

LORAWAN 4.4 Conclusions

4.4 Conclusions

In this chapter, FADR was proposed as a mechanism to achieve a fair data ex-

traction rate in LoRaWAN cells. FADR achieves this by deploying the fairest data

rate ratios that achieve an equal collision probability among the different data

rates. In addition to that, FADR controls the transmission power levels of nodes

in order to balance the nodes’ RSSI values within a safe margin, thus mitigat-

ing the capture effect. FADR achieves an almost uniform data extraction rate

for all nodes regardless of their positions from the gateway and maintains the

nodes’ lifetime by not using excessively high transmission power levels. FADR

was compared to other relevant state-of-art works for various network configu-

rations, which showed FADR’s advantages.
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Chapter 5

Reliable and Energy Efficient Data
Collections in LoRaWAN

LoRaWAN promises a deploy and forget wireless sensing model and the high link

budgets of its LoRa modulation [Sem15] make LoRaWAN particularly suited

to large-scale data collection applications [HDPMH18] such as environmental

monitoring applications. However, LoRaWAN experiences a high collision prob-

ability due to its Aloha-based MAC protocol. This results in a high packet loss

rate, which affects the network reliability and scalability [BRVA16].

For example, in a common LoRaWAN configuration (spreading factor 12,

125kHz bandwidth) the data delivery rate decreases below 50% for gateways

serving more than 900 devices [BRVA16]. Even in terms of device lifetime, re-

cent studies [CMVG17] suggest a less than expected performance, e.g., a device

lifetime of less than two years can be expected for a transmission interval of ten

minutes, or five years for a 100 minute interval. These results are for ideal sit-

uations without re-transmissions. The use of acknowledged transmissions to

increase the delivery rate surprisingly does not help due to the duty cycle re-

striction at the gateway, which limits the number of acknowledgments that the

gateway can send. This increases the traffic in the network due to the extra

packets for re-transmissions, leading to even more collisions, which increases

energy consumption and reduces device lifetime without improving the packet

delivery ratio [PRKS17]. In summary, collecting data reliably over long peri-

ods of time from a medium-large deployment of battery-powered end-devices

in LoRaWAN is still a challenge.

In this chapter, a different mechanism to perform data collections using Lo-
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RaWAN is investigated. Buffering the data at end-devices and collecting it dur-

ing scheduled bulk transmissions at convenient points in time slots is proposed

instead of transmitting the data as soon as it is generated. The hypothesis be-

hind this approach is that transmissions can be scheduled efficiently in time

slots, thus mitigating the collisions and facilitating data compression. Conse-

quently, it can enhance the data delivery ratio and reduced the power con-

sumption. Scheduling transmissions has the potential to eliminate collisions

and the use of longer packets reduces the overhead of MAC headers. The

proposed approach is called FREE - Fine-grained scheduling for Reliable and

Energy Efficient data collection. FREE is a bulk data collection protocol for

LoRaWAN that can support a wide range of delay-tolerant applications such

as smart city applications (e.g., vehicle and railway infrastructure monitor-

ing [HOWM14], traffic monitoring [NH16], air quality monitoring [TEG16],

smart metering [VS17] etc.), and remote sensing applications (e.g. volca-

noes [WALJ+06], glaciers [HTB+08], precision agriculture [Bag05], etc.). An-

other suitable use case for FREE is the data mule [DFDA11], a discontinuous

data collection mechanism for large remote geographical areas without wired

network connectivity. Here, a LoRaWAN gateway (e.g., carried by a mobile ve-

hicle [ZO18]) is periodically brought into the communication range of the end

devices for data collection.

FREE extends the standard simple random access method used by LoRaWAN

with a coordinated medium access approach. Specifically, network devices are

synchronized and transmissions are scheduled. Although such coordinated ac-

cess has been investigated before in the general context of wireless networks,

it takes a new twist due to LoRaWAN’s unique characteristics. LoRaWAN trans-

missions are restricted by the regulatory duty cycle limitations [ETS12], which

is a key constraint for networks operating in unlicensed bands and that do not

adopt a listen-before-talk policy. In addition to that, LoRaWAN gateways can

decode multiple concurrent transmissions (i.e. up to 8) as long as they use

different physical channels and/or different spreading factors; although inter-

spreading factor interference may appear due to the imperfect orthogonality

of LoRa [CGM+18a]. Additionally, downlink transmissions can only take place

after uplink transmissions [AVTP+17]1. These unique characteristics impose

challenges on computing the schedule and maintaining synchronization, which

have not been studied before in time coordinated networks [DEA06] and, par-

ticularly, for bulk data transmission [MLT08].

1Here, only LoRaWAN class-A devices are considered
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The scheduling algorithm in FREE is executed centrally at the gateway based

on information collected from end devices, e.g. the amount of buffered data

and the actual path loss. The schedule maximizes the throughput by allocating

spreading factors, channels, and transmission powers to devices so that con-

current transmissions can be successfully decoded at the gateway. The sched-

ule design utilizes six parallel frames, one per spreading factor, and some of

the frames use multiple channels. The channels and transmission powers are

allocated such that the impact of imperfect spreading factor orthogonality is

minimal. The scheduling algorithm runs in a greedy online fashion with the

objective to minimize data collection time and energy consumption while obey-

ing duty cycle regulations. Time synchronization, which is crucial for executing

the schedule effectively, is maintained before each data collection. FREE sup-

ports unconfirmable (unacknowledged) and confirmable (acknowledged) up-

link data traffic, where the latter one uses a compressed group acknowledgment

scheme to work around the duty cycle limitations at the gateway.

5.1 Related Work

The only other work that addresses bulk data transmission in LoRaWAN

is [ZAC+19a]∗. In [ZAC+19a]∗, the authors considered a static network configu-

ration by assuming that the global state information of the network is known be-

fore each data collection. In addition to that, the spreading factors are assumed

to be fully orthogonal and the authors have not discussed how the synchroniza-

tion aspect or the acknowledged transmissions can be handled. By exploiting

these assumptions, an offline allocation was proposed, which is contrary to the

online allocation that is proposed in this thesis. Although the offline allocation

can achieve somewhat lower energy consumption than FREE, it limits the scope

of the approach because of its assumptions. In addition to that, it requires a

lot of information to be sent by the gateway, which is not realistic due to the

duty cycle limitation. In contrast, FREE is independent of the network topology

and application(s) (i.e. event-based or periodic). Additionally, it realistically

handles the scheduling, synchronization and acknowledged transmissions.

Bulk data transmission over wireless channels has been discussed in a variety of

contexts. In [LAG+09], an optimized transport layer for bulk data transmission

in 802.11 was proposed. Also of interest is [KFD+07] and [GZG12], which

provides a bulk data transmission protocol for 802.15.4 and RFID, respectively.

In contrast to those works, this chapter presents the bulk data transfer in the
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context of LoRaWAN. Supporting bulk data transmissions over LoRaWAN is

constrained by various limitations (e.g. duty cycle, multiple non-orthogonal

spreading factors, etc.), which is not the case for wireless networks in compa-

rable previous studies.

A part of the contribution is implementing a time-slotted MAC approach on

top of the simple Aloha of LoRaWAN. In the literature, similar approaches are

considered as they typically offer higher reliability than pure Aloha [BMOG20].

In [LJC18, RWTP+18, GZDJ19], various time-slotted MAC strategies are used

to mitigate the collisions in dense LoRa/LoRaWAN networks and thus im-

prove the network scalability. Similar MAC strategies are also considered

in [RFF+17, LBPB18, BDF+19, HJY+20] to meet the requirements of soft real-

time industrial applications. In [ESRB19, AP19, MK20], time slots are used

to enable low-power multi-hop communications in LoRa-based networks to ex-

tend the coverage in harsh environments like underground. In addition to that,

the Time Slotted Channel Hoping (TSCH) mechanism from the IEEE802.15.4e

standard is employed over LoRa to enable LoRa mesh networking in [HOOF20].

A closely related work to the one presented in this thesis is presented

in [ZO18]∗, where the use of a drone as a gateway in LoRaWAN was suggested

for data collection applications. Nevertheless, this work does not enable bulk

data transmissions; specifically, end devices transmit their data as it is gener-

ated when the gateway is ready. Perfect synchronization between the gateway

and end devices is assumed based on a shared global clock. This leads to un-

controlled de-synchronizations and, thus, severe collisions in the long term. In

addition to that the duty cycle limitation is not considered in the design and

the spreading factors are assumed to be perfectly orthogonal, leading to overly

optimistic results. The technique is studied for unconfirmable transmissions

only and has the same bottleneck for confirmable traffic type as the standard

LoRaWAN.

5.2 System Description

In the following, a private LoRaWAN deployment of one gateway and a number

of end devices without interference from other LoRaWAN deployments or other

technologies operating in the same frequency band is considered. The devices’

applications are sensing or data collection applications, where data is not time

critical for a period of time. These applications might generate the data either
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Figure 5.1: FREE Frame Structures (u: Uplink and d: Downlink)

periodically or event based or in a mixture of both. In this scenario, the devices

can buffer the data in local storage and send it later in bulk. This description

matches a wide range of LoRaWAN applications well such as monitoring appli-

cations in smart cities [TEG16, VS17] and remote areas [WALJ+06, HTB+08].

Also, it fits use cases where the gateway is only temporarily accessible due to

either duty-cycling to save power (e.g. battery-powered) or moving (e.g. data

mule [ZO18]).

Once data collection starts, the devices have to transmit their buffered data to

the gateway. The amount of this data could be large, depending on the data

generation rate and the collection periodicity. With an Aloha-based MAC (with-

out coordination), transmissions would suffer from severe collisions, leading

to high energy consumption and prolonged collection time [ZAC+19a]. This

is due to the medium becoming almost saturated in this case and, as is well

known, asynchronous medium access such as Aloha does not perform well in

such a scenario. To alleviate the impact of collisions, transmissions have to be

scheduled based on synchronous medium access.

5.2.1 Proposed Solution - FREE

FREE is a fine-grained scheduling approach to synchronize transmissions to

achieve reliable and energy-efficient data collection. Data collection takes place

at periodic/aperiodic intervals known to the gateway and end devices. In order

to compute the schedule of each data collection period, the gateway needs to
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know the number of end devices that have data to transmit, the amount of their

buffered data, and estimate their path loss. The gateway then disseminates the

schedule and synchronizes all end devices with the same time reference. Com-

puting and disseminating the schedule and maintaining the synchronization

happens in two stages as will be illustrated in Section 5.2.2.

FREE supports three channels of 1% duty cycle as in LoRaWAN plus a channel

of 10% duty cycle, allowable in the EU 868 ISM band (refer to chapter 2). The

three 1% channels are used for uplink and downlink and the 10% channel is

only dedicated for downlink traffic. Before FREE has constructed a schedule,

the channels are accessed in an asynchronous manner, but once the schedule

is calculated and disseminated to end devices, channel access takes place in a

synchronous manner.

The transmissions in FREE are scheduled in such a way that devices with the

same spreading factor transmit sequentially and devices with different spread-

ing factors transmit simultaneously. For this purpose, time is divided into

frames, with each frame having a number of uplink slots and one downlink slot

at the end of a frame as depicted in Figure 5.1. There are six parallel frames,

corresponding to LoRa’s six spreading factors (7 − 12). Devices per spreading

factor are assigned separate slots in the corresponding frame, where the sched-

ule remains the same in the consecutive frames. The term round per spreading

factor is used to indicate the consecutive frames that are required to collect all

data. In addition to the parallel rounds, FREE may also support multiple chan-

nels per spreading factor. The round, in this case, starts with one slot delay on

the second channel, two slots on the third channel and so on. This is because

devices cannot transmit simultaneously on multiple channels. Devices (using

this particular spreading factor) transmit in each frame on all supported chan-

nels, which speeds up the corresponding data collection round. The slot and

the frame lengths are equal for the same spreading factor but may not be equal

for different spreading factors. The slot length and the number of uplink slots

per frame depend on multiple factors, e.g. packet length, number of devices

per corresponding spreading factor, etc. All factors that affect FREE’s design are

examined in Section 5.3.

Before starting the data collection, the network entities (i.e. the gateway and

end devices) need to agree on a unified schedule and a time reference in order

to synchronize transmissions. These agreements are performed in what is called

“the joining and synchronization phase” as depicted in Figure 5.2. The next
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Figure 5.2: The Sequence of Actions in the Joining and Synchronization Phase

subsection describes the joining and synchronization phase in detail.

5.2.2 Joining and Synchronization Phase

This phase consists of two consecutive stages as shown in Figure 5.2. The struc-

ture of all messages used in Figure 5.2 is illustrated in Appendix B. The purpose

of the first stage is to collect schedule requests from end devices and provide

them with their transmission parameters. In addition to that the first time syn-

chronization happens to a 1sec accuracy. The second stage uses the gathered

information from the first stage to compute and broadcast the schedule for all

devices. This stage also increases the time synchronization to less than 1msec.
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The duration and the channel(s) of both stages are assumed to be globally

shared among devices in advance.

5.2.2.1 First Stage: Joining the Data Collection

Each device, if it has data to send, submits the intention to transmit in the next

data collection round by sending a join-request message to the gateway, using

the lowest possible spreading factor [ACP18]. In this message, devices reveal

the amount of their buffered data DataSize and their delay elasticity DElasticity
in seconds. Once the gateway receives a join-request message, it estimates the

path loss of the corresponding device and responds with a join-accept message.

A join-accept message guides a particular device to set up its data rate DataRate,

transmission power TxPower, channel(s) ChMask, slot number in the assigned

frame SlotFrame, and the remaining time in seconds to the starting time of the

second stage Secondstage. Using the SecondStage value, devices can synchronize

themselves to be less than one second out of synchronization with reference to

the gateway. Once a device has received the join-accept message, it goes into

sleep mode waiting for the second stage.

The join-requests are transmitted in an asynchronous fashion using LoRaWAN’s

default Aloha MAC. In this case, each device keeps sending join-request mes-

sages until it receives a join-accept message from the gateway or exceeds the

maximum duration of this stage. These requests are transmitted on the three

(1% duty cycle) channels, where a device randomly chooses one of the channels

to send its requests. The gateway, if its duty cycle permits, sends the join-accept
message on the same channel as the join-request during the first receive window

or on the extra downlink (10% duty cycle) channel during the second receive

window.

5.2.2.2 Second Stage: Disseminating Frame Structures

In this stage, the gateway informs devices about their frame structure (i.e. slot

length and the frame length) and synchronizes them to a finer time resolu-

tion. The gateway broadcasts the FSettings message, encoded using the highest

spreading factor, during this stage in order to reach all devices. As devices

are aware of the starting time of this stage from the previous stage, they can

perform a periodic wake up to detect the FSettings message. The FSettings
message contains the packet lengths PcktSizes, guard times Guards in millisec-

onds, and the numbers of slots per frames FrameLens for all spreading fac-
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tors. A device uses the corresponding packet length to divide its buffered data

into small chunks equal to this length. Each guard time is calculated based

on the worst case de-synchronization that may happen during the correspond-

ing data collection round. Using the corresponding packet size value (Pckt-
Sizes) and the guard value (Guards), each device calculates the slot length using

TPcktSizes+2Guards [ms], where TPcktSizes is the transmission time as defined in

[Cor13]. Additionally, the FSettings message communicates the remaining time

in milliseconds to the starting time of the data collection round DataCollec-
tion and the remaining time in seconds to the next joining and synchronization

phase NextRound. Once a device receives one of the FSettings messages, it goes

into sleep mode waiting for the data collection rounds to start.

5.2.3 Data Collection Rounds

The data collection round, on the same channel, starts at the same time and

all devices know about that time from the DataCollection field of the FSettings
message. It should be noted that DataCollection is in milliseconds, which is

a sufficient time resolution to achieve precise synchronized data collection. In

order to transmit its buffered data, each device wakes up for the right slot, waits

for one guard time before transmitting a packet and then goes back to sleep

mode. Using this method, the transmission takes place within the assigned slot

and no overlapping with other slots occurs even in case of de-synchronization

among devices. As long as a device has data to send, it will wake up for the

same slot in subsequent frames and will repeat the same procedure. It should be

noted that the transmissions are performed using the transmission parameters

that have been assigned to each device in the Join-accept messages.

In case of a confirmable uplink transmission, the device wakes up again before

the last slot in the frame to receive the acknowledgment message. If a device

could not receive the acknowledgment message due to a transmission error,

the device will re-transmit the same packet up to 8 times as specified in the

LoRaWAN standard, before dropping it. The gateway acknowledges all received

packets during the frame at once using a bitmap message. The bit position

in this message corresponds to the slot number in the frame. A bit equalling

1 in the acknowledgment message indicates a correct packet reception in the

corresponding slot, otherwise nothing or a corrupt packet was received.

The data collection periodicity (NextRound) is subject to the delay elasticity of

the running applications (DElasticity). Specifically, the data collection has to
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Table 5.1: Notations used in Chapter 5

Symbols Notations
f ∈ F , b ∈ B, c ∈ C Spreading factor, bandwidth, coding rate
Pf,BER, Pf,PER Bit error rate, Packet error rate

Lf , H Packet length per f , MAC header length
ωf , SNRf Receiver sensitivity, SNR limit per f

Tf Transmission time of Lf +H packet per f
Mf Number of assigned channels per f
d Duty cycle
Nf Number of assigned devices per f
Gf Guard time per f
Sf Number of slots in the frame per f

be performed more often than the lowest delay requirements. For instance,

if the network hosts two applications, where the first has a delay elasticity of

12 − hours and the second one of 24 − hours, then the data collection will be

performed every 12 − hours or less to satisfy the delay requirements of both

applications.

5.3 Fine-tuning a FREE schedule

The FREE approach schedules LoRaWAN transmissions in a manner so as to

speed up the overall data collection and minimize the overall energy con-

sumption. However, LoRa transmissions are affected by many factors that are

technology-dependent, e.g., duty-cycle, multiple spreading factors, etc. These

factors result in interesting trade-offs in the schedule design. In the next sub-

sections, these trade-offs are presented and allocation algorithms for the trans-

mission parameters are proposed. The notations used throughout this paper

are summarized in Table 5.1.

5.3.1 Packet Lengths

The packet length (i.e. a chunk of devices’ buffered data) is both directly and

inversely proportional to the energy consumption. On one hand, longer packets

have a higher probability of error, which then requires re-transmissions for suc-

cessful delivery and, therefore, higher energy consumption. On the other hand,

if shorter packets are used, the ratio of payload to MAC header is reduced, so

a higher number of transmissions are needed to send a certain amount of data,

resulting in higher energy consumption. In this section, this trade-off is ad-
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dressed theoretically to compute the packet length that minimizes the overall

energy consumption.

First, the Bit Error Rate (BER) of the LoRa modulation is needed for a given

spreading factor f as per Equation 5.1 [RMP16].

Pf,BER =Q( log12 f√
(2)

Eb
N0

), (5.1)

where Eb/N0 denotes the energy per bit to noise power spectral density ratio

and Q(x) is the Q-function. Eb/N0 can be converted into Signal-to-Noise-Ratio

(SNR) as follows [Jac12]:

Eb/N0 =SNRf − 10 log b

2f − 10 log f − 10 log c+ 10 log b, (5.2)

where b and c are the bandwidth and coding rate respectively, and SNRf is the

SNR limit per spreading factor f . These limits are given in Table 2.1 chapter 2.

Using Equation 5.1, the packet error rate can be written as:

Pf,PER =1− (1− Pf,BER)8(Lf +H). (5.3)

Equation 5.3 assumes independently distributed and constant bit error across

a packet, considering a packet to be corrupted if one or more of its bits is

corrupted. Although this assumption may not always hold in reality, it is a rea-

sonable approach as it yields the worst case packet error rate. In Equation 5.3,

Lf is the payload length of a packet using spreading factor f and H is the

length of the MAC header in bytes. Given Equation 5.3, the expected number

of re-transmissions can be written as [DCABM05]

Rf =
∞∑
n=1

P n
f,PER = Pf,PER

1− Pf,PER
. (5.4)

Equation 5.4 represents the worst case because the number of er-transmissions

is usually constrained and typically equals 8 in LoRaWAN. In this case, the

energy consumption of transmitting the total buffered data of size S can be

calculated using Equation 5.5.

Ef =(1 +Rf )d
S

Lf
eTfIV, (5.5)

where Tf is the transmission time for sending a packet of length Lf +H, and I
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Figure 5.3: Energy Consumption at different Packet Lengths

and V are average current and voltage in the transceiver chip during transmis-

sion, respectively.

Figure 5.3 shows an example of the energy consumption in the case of transmit-

ting buffered data of size 1.5 KBytes. All packet lengths are examined, starting

from 20 bytes length to 255 bytes, which is the longest packet length permitted

in LoRa. The point on each curve represents the packet length that achieves

the minimum energy consumption for the corresponding spreading factor. As

shown, the packet length for all spreading factors tends to be large to minimize

energy. The conclusion from this evaluation is that the impact of packet errors

is not as critical as the impact of the MAC header overhead in terms of energy

consumption. For this reason, long packets for all spreading factors are better

than short packets to reduce the overall number of transmissions and, thus, the

impact of MAC headers.

5.3.2 Spreading Factor and Slot Number

The spreading factor allocation affects the overall network performance in

terms of energy consumption and data collection time. First, the spreading

factor allocation determines how many slots are in each frame, which affects

the time of the data collection rounds and, thus, the overall data collection time.

Second, the spreading factor determines the transmission time of packets and,

thus, determines the energy consumption [ACP18]. Indeed, the energy con-

sumption increases with higher spreading factors. In this section, the spreading
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factor allocation is investigated along with the objectives for FREE to minimize

data collection time and energy consumption.

Generally speaking, the spreading factor allocation is constrained by the specific

path loss between a device and its serving gateway as not every spreading factor

can be used for any device [AVTP+17]. This is due to spreading factors having

different receiver sensitivities, which can be calculated as follows:

ωf = −174 + 10 log b+NF + SNRf . (5.6)

The first term denotes the thermal noise per 1 Hz bandwidth and NF denotes

the receiver noise figure. The receiver sensitivity will influence the spreading

factor allocation as a device must have a higher Received RSSI than the receiver

sensitivity associated with the corresponding spreading factor. The standard

LoRaWAN spreading factor allocation algorithm meets the receiver sensitivity

constraint by usually assigning the lowest possible spreading factor. Although

this approach could minimize the energy consumption, it might lead to exces-

sive use of certain spreading factors. This can lead to an unbalanced schedule

that is sub-optimal in the data collection time. Therefore, the objectives of min-

imizing energy consumption and collection time lead to contradictions in terms

of the spreading factor allocation. In order to address this, Algorithm 2 is pro-

posed with two different objective functions, which can be triggered with the

α flag, e.g. α ∈ {0, 1}. When α = 1, the algorithm allocates spreading factors

so as to minimize the data collection time, whereas, the energy minimization

objective is considered when α = 0.

Once the gateway receives a join-request message from a device, it extracts the

amount of data the device wants to send as well as the RSSI of the message.

Then, Algorithm 2 runs to determine the spreading factor that the device should

use according to the objective of the allocation. Algorithm 2 checks, firstly, the

minimum spreading factor that can be assigned based on the minimum sensi-

tivities (line 4). Then, it evaluates the cost function for all allowed spreading

factors (i.e. equal or higher than the minimum spreading factor) and assigns

the spreading factor that achieves the minimum cost. Subsequently, the next

available slot in the corresponding frame is allocated to the device (line 8).
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Algorithm 2: α-Spreading Factor Allocation and Slots
input : α ∈ {0, 1},F , ωf∀f ∈ F , Tf∀f ∈ F , Mf∀f ∈ F , H, d, I,V

1 foreach f ∈ F do Nf = ∅;
2 while Stage 1 do
3 if Received a Join-request then

input : rssi, DataSize
output: Spreading Factor, Slot number

4 minf = arg minf∈F rssi > ωf ;
5 tempf = arg minf∈F cost if f >= minf then

6

cost =



[
max(Xf + 1, d1/de)d

DataSize
LfMf

e+ (Mf − 1)
]
Tf if α == 1

dDataSize
Lf

eTfIV if α == 0

7 Xtempf += 1;
8 return tempf,Xtempf ;

5.3.2.1 Minimum Energy Consumption (α = 0)

In the case of minimizing the energy consumption, the following cost function

is used to determine the best spreading factor:

Costf = dDataSize
Lf

eTfIV with f ∈ F , (5.7)

This cost function calculates roughly the energy consumption using spreading

factor f . The I and V are average current and voltage in the transceiver chip

during transmission, respectively.

5.3.2.2 Minimum Collection Time (α = 1)

Devices with the same spreading factor are assigned to consecutive slots in a

frame, which determines the frame length. In order to minimize the data col-

lection time, balancing the frame lengths over all spreading factors is required

to take as much advantage of concurrent transmissions as possible. Therefore,

in some network deployments, it is better to switch certain devices to higher

spreading factors than what might be optimal from the energy consumption

perspective.

However, each frame has a minimum length that cannot be lowered even if

there is only one device using the corresponding spreading factor. The mini-
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mum length depends on the corresponding packet length and the duty cycle ap-

plied. A minimum frame length is required to allow a device to reuse the same

slot number in the following frames without violating the duty cycle. Given

the set of spreading factors F = {7, ., f, ., 12} and the duty cycle d ∈ (0, 1], the

minimum frame lengths can be written as Tf/dwithf ∈ F . In case of the slot

length equaling Tf , the minimum number of slots in a frame should be equal to

1/d.

In this case, the optimal spreading factor for the device is the one that minimizes

the following cost function:

Costf =
[

max(Xf + 1, d1/de)dDataSize
LfMf

e+ (Mf − 1)
]
Tf with f ∈ F , (5.8)

whereXf is the number of devices that already have been assigned with spread-

ing factor f and Mf is the number of channels per spreading factor f . The

above cost function calculates roughly the data collection time for this device

based on the previous knowledge of Xf . Mf − 1 represents the required extra

slots in case more than one channel is available for spreading factor f because

the frame starts with one slot delay in each channel compared to the previous

channel.

5.3.2.3 Allocation Optimality

The spreading factor allocation is performed in the first stage. Through this

stage, the gateway has only partial information about the network, i.e., received

join-requests so far. Therefore, the allocation algorithm is performed in a greedy
online manner based on this partial available knowledge. The online fashion

of the allocation is crucial as it makes the proposed approach independent of

the network topology and application(s) (i.e. event-based or periodic). This

is because the allocation algorithm does not constrain the number of devices

that can participate in each data collection, nor the amount of their buffered

data or their positions from the gateway. This is important, in particular, for

the data mule use case, where the gateway might connect to the LoRaWAN

deployment from different positions or in a use case, where end devices may

move between data collections. Taking into account this independence, FREE
allocates the best possible spreading factor for each device, according to the

chosen objective function. In [ZAC+19a]∗, an offline version of the spreading

factor allocation was investigated in which the global state information of the
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network is assumed to be known in advance of the data collections. The of-

fline algorithm works by scheduling transmissions in a decreasing order of the

spreading factors. Although it achieves shorter data collection time, the im-

provement over FREE is not significant. This is because the join-requests from

devices with low minimum spreading factor are more likely to be received be-

fore those with high minimum spreading factors, which gives the allocation in

FREE more flexibility. This results in the schedule in FREE to be comparable to

the schedule in [ZAC+19a]∗ even without knowing the global state information

of the network.

In [CACP]∗, the optimal model for the time-slotted LoRaWAN was developed.

The heuristic solution in [ZAC+19a]∗ showed a very close performance to the

optimum solution in terms of data collection time for medium deployment sizes.

Moreover, this performance is achieved with a very small computation time

which does not exceed a couple of milliseconds. On the contrary, due to the

large space of the solution, such as the number of slots, the solver may require

multiple hours to find the optimal solution, which is not feasible.

5.3.3 Transmission Power and Channels

FREE exploits concurrent LoRa/LoRaWAN transmissions due to different

spreading factors. However, the error rate of concurrently received transmis-

sions is affected by the differing strengths of the received signals. This is be-

cause the spreading factors are not fully orthogonal and, thus, cause mutual

interference. The orthogonality property of spreading factors has been ex-

perimentally studied in [CGM+18a]. Table 2.2 in chapter 2 presents the CIR

thresholds among spreading factors. If two signals (using different spreading

factors on the same channel) overlap and the difference between their signal

strengths is less than the corresponding CIR threshold, the two signals can be

successfully received. Otherwise, only the strongest signal can be detected.

Therefore, careful CIR is required in order to receive all the concurrent trans-

missions successfully. As is usual in spread spectrum communications, the CIR

can be performed in power (i.e. control transmission power) or in frequency

(i.e. assigned channels).

Controlling the transmission power to minimize the cross spreading factor in-

terference would greatly complicate the scheduling. This may lead to different

transmission powers per device per transmission, which would require sending

frequent power control commands to devices. Complicated transmission power
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control is not required in FREE as the number of concurrent transmissions on the

same channel is controllable. For that reason, varying the transmission power

is used less than the channel assignment. There are two constraints that govern

the channel assignment. Firstly, the limited number of uplink channels and,

secondly, the maximum number of concurrent transmissions that the gateway

can handle. Increasing the number of channels per spreading factor expedites

the data collection by enabling more concurrent transmissions. However, this

may lead to more transmission rejections by the gateway if the number of con-

current transmissions exceeds the maximum capacity of the gateway. In this

work, similar to standard LoRaWAN, a maximum of three uplink channels and

a maximum number of eight concurrent transmissions are considered. Eight

concurrent transmissions are supported by most LoRaWAN gateways.

Therefore, FREE allocates one channel to each spreading factor from 7 to 10

and two channels to spreading factors 11-12. Using this allocation, the gateway

receives eight transmissions on all channels at a maximum. The reason behind

allocating two channels to spreading factors 11 and 12 is to reduce their data

collection rounds by about 50%. As their minimum frame lengths are large,

the overall collection time would be negatively affected even if only a small

number of devices used these particular spreading factors. However, this leaves

the question as to what is the criterion for assigning the spreading factor against

the channels?

As pointed out in chapter 4, the majority of cross spreading factor collisions are

favoring low spreading factors, particularly 7 over the high spreading factors

due to their high CIR threshold (see Table 2.2) compared to the other spread-

ing factors. Therefore, FREE assigns a separate channel to devices that use

spreading factor 7 (e.g. channel#1). The assignment of channel and transmis-

sion power is shown in Table 5.2. Additionally, FREE combines the transmis-

sions of spreading factors 9 and 10 with one of the transmissions of 11 and 12

onto another separate channel (e.g. channel#2). The remaining transmissions

are assigned the last channel (e.g. channel#3). The reason behind separating

spreading factor 8 from 9 and 10 is also the high CIR threshold of 8 over 9 and

10.

The frequency CIR of spreading factor 7 allows its transmissions to use the

maximum transmission level (i.e. 14dBm), which increases the link reliability

without adding any cross interference to the other spreading factors. As spread-

ing factors 10-12 have low CIR thresholds over the others, there is no need to
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lower their transmission power either as their transmissions are less likely to

power-suppress other transmissions. However, spreading factors 8 and 9 have

only about −13dBm CIR threshold against spreading factors 10, 11 and 12.

Therefore, FREE lowers their transmission power by 1dBm so as to avoid cross

spreading factor collisions with transmissions on the same channel. This allo-

cation technique almost eliminates all cross collisions among transmissions as

will be shown in section 5.4, which improves the overall packet delivery ratio

and energy consumption of the network significantly.

Table 5.2: Transmission Power and Channel Allocation
Channels Spreading Factors Transmission Powers [dBm]

1 7 14
2 9, 10, 11, 12 13, 14, 14, 14
3 8,11,12 13, 14, 14

5.3.4 Packet Lengths, Guard Periods, and Slots per Frame

Algorithm 3: Slot lengths and Number of Slots
input : Pf,PER∀f ∈ F ,Nf∀f ∈ F ,MaxSizef∀f ∈ F ,Mf∀f ∈

F ,d,H,I,V ,Skewrate
output: Lf∀f ∈ F ,Gf∀f ∈ F ,Sf∀f ∈ F

1 for f ∈ F do

2 Lf = arg min
4<l<255

(1 +Rf )d
MaxSizef
l −H

eTlIV

3 for f ∈ F do
4 Gf = dSkewrate

[
max(Xf , d1/de)dMaxSizef

LfMf
e+ (Mf − 1)

]
(Tf )e;

5 minSf = d(Tf

d
)/(Tf + 2Gf )e;

6 Sf = Nf ;
7 if Sf < minSf then
8 Sf = minSf ;

9 return Lf∀f ∈ F ,Gf∀f ∈ F ,Sf∀f ∈ F ;

During the first stage, transmission parameters (spreading factor, transmission

power, channel(s), and slot number) are assigned to each device separately.

However, the frame structure and specifically, the number of slots per frame

and the actual slot length, are not known by devices at that point because this

information requires knowledge of the spreading factor distribution among all

devices. At the end of the first stage, the gateway will have complete knowledge

of all devices that participate in the coming data collection. Algorithm 3 was
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designed to determine the frame structure, which is broadcast periodically in

the FSettings messages as part of the second stage.

Here, the slot length depends on the packet transmission and guard times, and

is equal to the transmission time plus 2 times the guard time. The packet lengths

should be selected as explained in Section 5.3.1 to minimize energy consump-

tion. All devices that use the same spreading factor need to have the same slot

length to maintain synchronization. Therefore, the slot length is derived from

the longest packet length, which, in turn, is computed based on the maximum

buffered data size for a particular spreading factor (line 2). Once the packet

length is known, it is used to calculate the guard period which should be large

enough to accommodate the maximum clock skew accumulation estimate dur-

ing the previous data collection round (line 5).

With the guard time and the slot length known, Algorithm 3 calculates the

minimum number of slots per frame (minSf) that satisfies the duty cycle (line

8). If the actual number of slots per frame (Sf) is less than minSf , it is set to

minSf . After receiving the frame structures in a FSettings message, each device

will know its slot length and the number of slots for its frame.

5.4 Performance Evaluation

To evaluate the operation and performance of FREE, a simulation tool, called

LoRaFREE, was developed using Simpy and using the log-distance path loss

model of LoRaSim [BRVA16]. LoRaFREE is more comprehensive than LoRaSim

as it considers a packet error model, the imperfect orthogonality of spreading

factors, the fading impact, and the duty cycle limitation at both, the devices and

the gateway. In addition to that, LoRaFREE supports bidirectional communica-

tion by adding the downlink capability and a re-transmission strategy in case of

confirmable uplink transmissions. Furthermore, the energy consumption pro-

file from LoRaSim was extended to consider the consumed energy at recep-

tion time. The aforementioned features are required for a proper evaluation of

LoRa-based systems making LoRaFREE beneficial to the research community 2.

In the following section, simulation comparisons are presented from the two

FREE scheduling scenarios (i.e. α = 1 and α = 0) against two other approaches,

namely Legacy LoRaWAN and Delayed LoRaWAN, for both, unconfirmable and

confirmable transmissions. In all scenarios, the same application is considered,

2https://github.com/kqorany/FREE
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which is a packet generation application following a Poisson distribution. The

difference between the scenarios is in how and when those packets are sent

to the gateway. Legacy LoRaWAN uses the standard LoRaWAN MAC, where

devices follow the Class-A specification, i.e. Aloha-type MAC, two receive win-

dows after each uplink, etc., and transmit immediately whenever data is gen-

erated by the application. In Delayed LoRaWAN, devices buffer the application

data and transmit in bulk. The devices, in this scenario, still follow the Class-A

specification and do not perform any sort of synchronization before transmis-

sion. Only a time offset is used before the first transmission and then the rate of

transmission is governed by the duty cycle of the channels. The purpose of the

time offset here is to de-synchronize devices in order to reduce systematic colli-

sions. As the data is transmitted in bulk, devices send long packets to reduce the

overhead of MAC headers as per Algorithm 3 (lines 1-2). The spreading factor

allocation in both the Legacy and the Delayed LoRaWAN scenarios is chosen to

minimize the transmission time [BRVA16]. Finally, the devices in the two pro-

posed FREE scenarios follow the protocol presented in § 5.2, going through the

joining and synchronization phase before starting the actual data transmission.

The scenarios are simulated with a fixed collection period, e.g. one day. In the

simulation, all devices use a buffer of data (termed goal buffer) from which

packets are extracted and sent to the gateway. The initial size of the goal buffer

represents the total amount of application data generated during a collection

period. The simulation terminates when all devices have transmitted all data

in their goal buffers. For instance, if data is collected once every day and 20B
of application data are generated every 5mins, each device would start with

5760B to be transmitted. Table 5.3 summarizes all the simulation parameters

used in the evaluation. Each simulated study is executed 10 times using differ-

ent random seeds and the mean across all results is presented along with the

standard deviation.

The evaluation results for all scenarios are presented in terms of:

• Network energy and data collection time, where minimizing the two met-

rics helps the objective of this work.

• Estimated device lifetime, which can be deduced from the network energy

consumption.

• Network data delivery ratio, which reflects the throughput of the network

For both FREE scenarios, the spreading factor distribution, guard times, and
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Table 5.3: Simulation Parameters for FREE Study

Parameters Value [Unit] + Comment
Random Seeds 10
Devices 10 - 2000 Randomly scattered
Bandwidth 500 [KHz]
Coding Rate 4/5
Spreading Factor 7-12
Concurrent Receptions 8
Channels 3 Uplink/Downlink with 1% Duty Cycle

plus 1 Downlink with 10% Duty Cycle
Retransmissions 8 Times Before Dropping
LoRaWAN MAC Header 7 [Bytes]
FREE MAC Header 8 [Bytes] Extra byte for Data Ordering
LoRaWAN ACK 0 [Bytes] Empty MAC header
FREE ACK Depends on the number of slots

per frame
Path Loss [BRVA16] Lpl(d0) = 127.41[dB]

d0 = 40[m], γ = 2.08, σ = 2
Application 20 [Bytes] every exp(5 [mins])
Collection Periodicity 1 - 48 [Hours]
Transmission Offset Uniform(0,600000) [ms]
Battery Capacity 1000 [mAh]
Power (Transmission) 132 [mW]
power (Reception) 48 [mW]
Clock Skew Rate 15 [µsec] every [sec]
SNR Limits Table 2.1
Receiver Sensitivities Equation 5.6
NF 6 [dB]
Packet Error Model Equations 5.1 - 5.3

the frame lengths in time are shown. These results help to understand the

performance of the two FREE scenarios. Additionally, the air time efficiency

metric is introduced to indicate the efficiency of the used schedule. This is

computed as the ratio between the ideal and the actual data collection time3.

The metric reflects the sub-optimality introduced by the guard time as well as by

the greedy online spreading factor allocation. Finally, the network statistics, i.e.

transmissions, collisions, and lost packets, are presented to gain more insight

into the results.

The results from the joining and synchronization phase are presented sepa-

3The ideal FREE data collection would have each node transmitting only once without any
guard periods or idle times, and with frames of the same length. Considering the use of 8
concurrent transmissions, the ideal data collection time length would then be the total time
spent transmitting (over all the nodes) divided by 8.
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(a) Energy Consumption (b) Length in Time

(c) Statistics from Stage 1

Figure 5.4: Joining and Synchronization Phase Study

rately in Section 5.4.1. These results provide an insight into the overhead of

this phase relative to the network size. Subsequently, performance results for

the unconfirmable and confirmable data transmission studies are presented in

Section 5.4.2 and Section 5.4.3, respectively. The results of the two transmis-

sion types are obtained with a one-day data collection periodicity. Finally, the

results obtained by varying the data collection periodicity to serve different data

delay elasticity are presented in Section 5.4.4.

5.4.1 Joining and Synchronization Phase Study

Here the energy consumption (see Figure 5.4a) and the time required (see Fig-

ure 5.4b) are investigated for devices to go through the joining and synchro-

nization phase. The energy consumption and time required for the second stage

increases linearly with the network size. This is due to devices performing only

receiving activities, which are negatively affected only by losing Fsettings mes-
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sages due to channel errors. In the first stage, energy consumption increases

exponentially and the time required for the stage increases supralinearly with

the the network size. The reason behind this is the scalability issue of the Aloha

MAC and the duty cycle limitation of the gateway as shown in Figure 5.4c. For

instance, in a network with 2000 devices, the average number of transmitted

join-requests is 33 per device. That is because roughly 17 of these requests on

average collide with other join-requests and almost 14 of these requests on av-

erage are received by the gateway. However, the gateway cannot send back

join-accept messages in both receive windows due to its limited duty cycle (see

No join-accept in Figure 5.4c). In addition to that, a very small percentage of

join-requests and join-accepts are lost due to channel fading.

5.4.2 Unconfirmable Traffic Type Study

In the following, the unconfirmable traffic is studied, where uplink transmis-

sions are not acknowledged. The results of this study are presented in Fig-

ure 5.5 for an application that generates 20 bytes from a Poisson distribution of

5 minutes rate and with a one-day data collection period.

Figure 5.5a shows the network energy consumption for one day and Figure 5.5b

shows an estimation of the device’s lifetime. The lifetime estimation is calcu-

lated assuming a battery capacity of 1000mAh. Overall, both FREE schemes

(including the joining and the synchronization phase overhead) consume less

energy than Legacy LoRaWAN, but show a higher energy consumption than De-

layed LoRaWAN. This is reflected in the device lifetime, where in case of Legacy

LoRaWAN, devices survive about 6 years compared to 10 plus years using the

other approaches (see Figure 5.5b).

The network size has a linearly increasing impact on the network energy con-

sumption and no impact on the devices’ lifetime except for the two FREE
schemes. This is because of the unconfirmable transmissions, where collisions

and lost packets do not affect the results. However, the differences among the

schemes are in the overhead due to MAC headers and the joining and synchro-

nization phase. In Legacy LoRaWAN, devices do not buffer data but transmit

it right away. Therefore, the number of the overall transmitted packets is large

compared to the other schemes (see Figure 5.5c) and, thus, the impact of MAC

header overhead. For instance, a network with 1000 devices transmits roughly

288K packets in case of Legacy LoRaWAN, i.e. 2MB of MAC headers, whereas

about only 25k packets are transmitted in the other systems, i.e., 0.2MB of MAC
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(a) Network Energy Consumption (b) Device Lifetime

(c) Uplink Transmissions (d) Collection Time

(e) Spreading Factors (f) Guard Times per one Slot (g) Data Delivery Ratio

(h) Uplink Collisions (i) Uplink Lost (j) Frame Lengths

Figure 5.5: Unconfirmable Traffic Type Study
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headers. This is the reason why the Legacy LoRaWAN scheme consumes a lot

more energy compared to the other schemes.

The FREE schemes transmit overall the same number of packets as Delayed

LoRaWAN. However, because of the overhead of the joining and synchroniza-

tion phase, Delayed LoRaWAN consumes less energy than the FREE schemes.

The difference in energy consumption among the two schemes increases with

an increase in network size due to the scalability issue of the joining and syn-

chronization phase (Section. 5.4.1). This is also the reason behind the slight

degradation in the device’s lifetime for the FREE schemes.

FREE with α = 0 minimizes the energy consumption as shown in Figure 5.5a at

the expense of the overall data collection time as shown in Figure 5.5d and vice

versa for α = 1. This is due to the different spreading factor distributions that

each scheme applies in order to optimize the corresponding objective function

as presented in Algorithm 2. As shown in Figure 5.5e, when α = 1 some devices

with low spreading factors have been shifted to higher spreading factors to

balance the frame lengths and achieve a lower collection time (see Figure 5.5d).

However, this leads to an increased use of higher spreading factors and, thus, a

higher energy consumption overall (see Figure 5.5a).

The lowest collection time is obtained with Delayed LoRaWAN4 (see Fig-

ure 5.5d). There are two reasons for these results. The first reason is the time

overhead of the joining and the synchronization phase and the second is due to

the guard period used in each slot in FREE. However, for small network sizes of

less than 500 devices, FREE achieves less data collection time than Delayed Lo-

RaWAN. This is because devices in Delayed LoRaWAN perform a transmission

offset before the first transmission in order to alleviate collisions. Furthermore,

for these network sizes, the guard periods are still small compared to the actual

times used in transmitting in FREE (see Figure 5.5f).

The low energy use and collection time achieved with Delayed LoRaWAN come

at the expense of the Data Extraction Rate (DER) (see Figure 5.5g). DER repre-

sents the ratio of correctly received data to the initial buffer sizes of all devices

over the simulation time. In the case of Delayed LoRaWAN, the DER dramati-

cally degrades by increasing the network size due to collisions (see Figure 5.5h)

and channel fading (see Figure 5.5i). Although Legacy LoRaWAN experiences

a higher number of collisions and lost packets than Delayed LoRaWAN, it still

4Collection time is not a relevant metric for Legacy LoRaWAN so it is not included in the
comparison.
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(a) Network Energy Consumption (b) Device Lifetime

(c) Uplink Transmissions (d) Collection Time

(e) Data Delivery Ratio (f) Uplink Collisions (g) Uplink Lost

(h) No ACK (i) ACK Lost

Figure 5.6: Confirmable Traffic Type Study
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achieves a higher DER. That is because a collision or a loss is more costly in

the case of Delayed LoRaWAN due to the large packet lengths. On the con-

trary, the effectiveness of synchronized communications in preventing most of

the collisions in the FREE scenarios results in a DER of almost 1 regardless of

the network size.

Fig 5.5j shows the frame lengths in seconds for all spreading factors in both

FREE schemes in addition to their air time efficiency. The frame lengths are di-

rectly proportional to the spreading factor distribution (Figure 5.5e), the trans-

mission times, and the guard periods (Figure 5.5f). As shown, the accumulated

frame lengths increase for both schemes with increasing network size. In addi-

tion to that, the frame lengths associated with high spreading factors are mostly

longer than the frame lengths of low spreading factors. That is because high

spreading factors require more time to transmit packets of the same length than

lower spreading factors. Consequently, high spreading factors require longer

guard periods to accommodate clock skew as the time of their data collection

rounds is longer than is the case for lower spreading factors (see Figure 5.5f).

The frame lengths are more balanced when α = 1 compared to the case of α = 0
and, thus, the air time efficiency is higher. It should be noted that the data col-

lection rounds for spreading factors 11 and 12 are running on two channels

at the same time. Therefore, roughly half the frame lengths of these spread-

ing factors should be considered for a fair comparison with the other spreading

factors. The balanced frame lengths result in a schedule that utilizes the con-

current transmissions as much as possible and, thus, minimizes the overall data

collection time. This is the reason that the air time efficiency is higher when

α = 1 than when α = 0. For small network sizes, the air time efficiency of both

schemes is low because of the minimum frame length due to the duty cycle.

As a result, even if only one device is assigned to a particular spreading factor,

the corresponding frame length must be long enough to obey the duty cycle,

leading to a lot of non-utilized time in the corresponding frame.

5.4.3 Confirmable Traffic Type Study

Here, confirmable traffic is studied, where acknowledgments are required to

provide reception guarantees. The results obtained with this study are pre-

sented in Figure 5.6 for the same data generation rate and data collection pe-

riod as was used in the unconfirmable traffic study. In case an acknowledgment

is not received by a device in the expected window(s), the device re-transmits
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the same packet up to 8 times before it is dropped. In the case of Legacy

LoRaWAN and Delayed LoRaWAN, the acknowledgment message is an empty

message with only a MAC header which confirms reception. In FREE, the ac-

knowledgment message includes a bitmap of the same length as the number of

slots in the frame, as explained in section 5.2.3.

In terms of energy consumption, Legacy and Delayed LoRaWAN schemes are

affected badly when the network size increases with a device’s lifetime drop-

ping to less than 2 years and to about 5 years, respectively, for a network with

2000 devices (see Figure 5.6a and Figure 5.6b). This is due to the overhead

of retransmissions and confirming reception that the network requires in this

traffic case. For instance, a network with 1000 devices increases the number

of transmissions by 7.4 and 6.4 times, respectively for Legacy LoRaWAN and

Delayed LoRaWAN compared to a unconfirmable traffic (see Figure 5.5c and

Figure 5.6c). In FREE, devices can still survive 10 plus years in both schemes

and for all evaluated network sizes. This is because the number of transmissions

in this case does not increase much compared to the unconfirmable case due to

lack of collisions. A retransmission only takes place due to the loss of an uplink

transmission or an acknowledgment because of channel fading. However, these

losses happen with low probability.

In the FREE schemes, the increase in the overall data collection time is small

compared to the unconfirmable traffic (see Figure 5.5d and Figure 5.6d). How-

ever, in the case of Delayed LoRaWAN, the difference between the two traffic

types is remarkable and gets worse with an increase in network size for the

confirmable traffic (see Figure 5.6d) because of the re-transmission overhead.

In FREE, the spreading factor distribution in this case is identical to the uncon-

firmable case and this is the reason why the overall data collection time is lower

and the overall energy consumption is higher when α = 1 compared to the case

when α = 0.

In contrast, the confirmable traffic does not improve the overall DER in case

of Legacy and Delayed LoRaWANs. In fact, the overall number of collisions

increases (see Figure 5.6f), which further reduces the overall DER (see Fig-

ure 5.6e). However, the collisions are not the main reason for this low DER,

but the gateway duty cycle limitation (see. 5.6h). Figure 5.6h presents the

number of uplink transmissions that the gateway has received but cannot ac-

knowledge in either of the two receive windows due to the duty cycle limita-

tion. The above observation is in line with the analytical analysis in [PRKS17].
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In addition to that, packet loss in the uplink (see Figure 5.6g) and the down-

link (see Figure 5.6i) due to channel fading also has a negative impact on the

DER, but is not comparable to the impact of the other factors. In Legacy and

Delayed LoRaWAN, the DER drops to less than 20% for a network with 300

devices and continues to drop with increasing number of devices, showing the

well known scalability issue for LoRaWAN with confirmable traffic. It should

be noted that for very small network sizes, Delayed LoRaWAN achieves higher

network lifetime than the FREE solutions without sacrificing the overall DER

(see Figure 5.6b and Figure 5.6e at 10 devices) due to avoiding the overhead

of the joining and synchronization phase.

The FREE schemes experience almost no collisions which is due to the synchro-

nization and the transmission power control algorithms. In addition to that, the

acknowledgments of a complete frame are grouped in one message, which is

sent in the last slot of the frame. In this case, the periodicity of this slot is guar-

anteed to obey the duty cycle of the channel as the frame length is designed to

obey it (see Algorithm 3).

5.4.4 Collection Periodicity and Delay Elasticity Study

Here, the impact of varying the data collection periodicity on the overall energy

and collection time is studied, which depends on the delay elasticity of the

buffered data. The results are gathered from a network with 1000 devices. The

periodicity is varied from 1 − hour to 48 − hours. The results are presented in

Figure 5.7 for unconfirmable and confirmable traffic types, respectively.

For the unconfirmable traffic type, the FREE schemes are more energy efficient

than Legacy LoRaWAN until data collections are performed as frequently as

once per hour. In this case, Legacy LoRaWAN becomes more energy efficient

as it avoids the overhead of the joining and synchronization phase without

sacrificing the overall DER (see Figure 5.7c). Although Delayed LoRaWAN is

the most energy efficient and fastest scheme for unconfirmable traffic, it comes

at the expense of the overall DER. The trend for the confirmable traffic type is

consistent; the FREE schemes surpass Legacy and Delayed LoRaWANs in terms

of device lifetime (see Figure 5.7f) and data collection time (see Figure 5.7h).

This happens without sacrificing the overall DER (see Figure 5.7g) for all the

presented periodicities. It should be clear that at this network size, Legacy

and Delayed LoRaWANs deliver almost no data, which again highlights the

scalability problem of Aloha-based systems for the confirmable traffic type.
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(a) Network Energy Consumption in Uncon-
firmable Traffic

(b) Device Lifetime in Unconfirmable Traffic

(c) Data Delivery Ratio in Uncon-
firmable Traffic

(d) Collection Time in Uncon-
firmable Traffic

(e) Network Energy Consumption in Confirmable
Traffic

(f) Device Lifetime in Confirmable Traffic

(g) Data Delivery Ratio in Con-
firmable Traffic

(h) Collection Time in Con-
firmable Traffic

Figure 5.7: Periodicity Study in Unconfirmable and Confirmable Traffic Types
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Generally speaking, increasing the collection time periodicity minimizes the

impact of joining and synchronization overhead of the FREE schemes, which

increases the overall device lifetime. However, this also increases the overall

collection time as devices have more data to transmit. The opposite holds true

in case of collecting the data more frequently. The aforementioned statements

are valid for both traffic types and the trend can be seen in (Figure 5.7b and

Figure 5.7d) for unconfirmable traffic and in (Figure 5.7e and Figure 5.7h) for

confirmable traffic. Therefore, a balance is required to achieve both, a reason-

able device lifetime and fast data collection. From this study, a data collection

periodicity of 12− hours is found to be a good option. For generalization, data

collection should be performed when devices have buffered roughly 2.5 KBytes

of data. This amount of data represents a good balance between fast data col-

lection and device lifetime.

5.4.5 Variable Data Sizes

In this chapter, the same application (e.g., periodic update) is assumed to be

run on all devices. Resulting in the same amount of data to be buffered on

all LoRaWAN devices. This is not typically the case in real-word deployments,

where multiple applications may co-exist. The impact of different data sizes

on the performance is studied in [ZAC+19b]∗, which represents an event-based

application or multiple applications on the same deployment. The data size of

each device is randomly allocated from [1000 −X/2, 1000 + X/2] bytes, where

X = [100..500]. The energy consumption and the packet delivery ratio are

found to be almost the same as the respective results in the fixed data sizes

study. However, in terms of the time, a different behaviour is found compared

to the fixed data sizes study. Because there is variation in the amount of data

available per device, some devices finish transmitting sooner than others. As

a result, devices that complete sooner leave empty, unused slots. In this case,

the data collection only finishes when the device with the most available data

finishes. This becomes inefficient when the frame is longer than the duty cycle,

in which case those slots could be used instead by other devices’ transmissions.

To tackle this issue, a new scheduling approach is proposed in [ZAC+19b]∗,

called Global, which allows transmissions to be scheduled in different frames.

In this case, other devices, with remaining data, can reuse these empty slots. As

a result, Global can finish the whole data collection sooner.
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5.5 Conclusions

In this chapter, the bulk data transmission approach over LoRaWAN is ad-

dressed. This approach is ideal for various data collection applications in Lo-

RaWAN, however, it is hitherto unreported in the literature. For that, FREE is

proposed as a fine-grained scheduling scheme for reliable and energy-efficient

data collections. In order to compute FREE’s transmission schedule, an over-

head phase is required to manage the allocations and synchronize the network.

The impact of this overhead is marginal and is minimized when the collec-

tion periodicity is large in time. FREE schedules concurrent transmissions by

using different spreading factors without collisions and by grouping acknowl-

edgments, which are both bottlenecks of the standard LoRaWAN. FREE was

simulated and compared to two other approaches for unconfirmable and con-

firmable transmissions. The simulation results showed that FREE scales well,

achieved almost 100% data delivery and over 10 years battery lifetime inde-

pendent of the transmission type and network size. This is compared to poor

scalability, low data delivery and device lifetime of fewer than 2 years in the

case of confirmable traffic type for standard LoRaWAN configurations.

Resource Management and IP Interoperability
for Low Power Wide Area Networks

115 Khaled Q. Abdelfadeel Hassan



Chapter 6

Firmware Updates over LoRaWAN

Firmware Updates Over The Air (FUOTA) defines the process of updating a de-

vice’s firmware over a wireless medium. This is a crucial feature for many em-

bedded systems, including any large-scale wireless sensor network installations

as it allows to deploy security, optimization, and/or new-functionality patches

without much human intervention in order to protect devices, extend their life-

time and/or enhance their performance [Jon18]. In LoRaWAN [LoR17b],

FUOTA is an even more critical requirement because of the long device life-

time that LoRaWAN promises, e.g., 10 years [HDPMH18]. This long lifetime

stands in contradiction to the fast-changing modern software life-cycle and the

LoRaWAN standard, which is subject to continued development. Therefore,

FUOTA represents a way to keep LoRaWAN devices up-to-date with the stan-

dard throughout their lifetime, which important for reliable, safe and secure

long-term operation.

The nature of FUOTA requires downloading a big block of data (e.g. a few

hundreds of kilobytes) to the devices. This is a challenging task in LoRaWAN

because of the limitations of the communications technology itself [AVTP+17].

LoRaWAN is a low data-rate technology, offering at most a few 10s of kbits/s.

LoRaWAN also operates in the unlicensed sub-GHz band, where transmissions

have to obey a duty cycle restriction, for instance, 1% in Europe. In addition to

that, LoRaWAN is designed for applications with predominantly uplink trans-

missions. For instance, a downlink transmission, in case of a class-A device,

is only available after an uplink transmission. All these limitations challenge

efficient FUOTA over LoRaWAN.

In order to better understand the impact of LoRaWAN limitations on FUOTA, let
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us consider how to transmit a firmware image of 50 kBytes using DR2 (SF10/

125 kHz). Even if the maximum packet size (i.e. 51 bytes for DR2) is used,

about 1004 downlink packets are required to transmit the whole firmware. For

this, a similar number of uplink transmissions is required to solicit the downlink

transmissions. Even with a perfect wireless channel with no losses, the firmware

update would take ca. 17 hours to upgrade only one device because of the 1%

duty cycle limitation. Consequently, updating a medium-size deployment could

take up to a few weeks, which is not practical.

The above example points to a number of features that are required for Lo-

RaWAN to support efficient FUOTA:

• A mechanism to send downlink transmissions without the need for uplink

transmissions to be sent first. This optimizes the devices’ duty cycle and,

thus, their power consumption.

• Multicast support in order to optimize the gateways’ duty cycle by sending

downlink transmissions to multiple devices simultaneously.

• A mechanism to download a big data block and recover packet losses

without congesting the medium with transmissions to request the missing

packets.

For this, the LoRa Alliance, the industry body behind the LoRaWAN standard,

created the FUOTA working group to define the baseline needs to enable effi-

cient FUOTA over LoRaWAN [FUO19]. This has resulted in new specifications

to cover multicast, fragmentation and time synchronization topics, which are

essential features for efficient FUOTA.

In this chapter, these new LoRaWAN specifications are reviewed and it is exa-

mined how the new features can enable fast and efficient firmware update.

Additionally, the proposed FUOTA process is analyzed in order to quantify the

impact of the different parameters and show the trade-offs among them. In

order to analyse the process, a new simulation tool, FUOTASim, was developed

to study the FUOTA process in LoRaWAN. FUOTASim can support LoRaWAN

operators to determine the best parameters when performing FUOTA.

6.1 Related Work

The need for FUOTA has been recognized since the early days of Wireless Sen-

sor Networks (WSNs) whereby the deployment scale and the often remote and
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inaccessible locations of devices were the main drivers behind this need [BS06].

Consequently, a lot of research has been carried out, covering different aspects

of the firmware update, including protocols for disseminating the update, re-

ducing the size of the update, and executing the update on the devices [vS13].

The protocols developed for disseminating the firmware update in WSNs are

based mainly on the underlying network architecture and protocol stack.

The Trickle algorithm is used to send software updates in lossy shared

links [LCH+11]. In [HC04], the firmware update is disseminated through mul-

tiple paths in multi-hop WSNs. While in [ZHR+18], the update is targeting net-

work stack modules to reconfigure the network on the fly. The Message Queuing

Telemetry Transport (MQTT) protocol is used to disseminate the firmware up-

dates to a fleet of WiFi devices in [FRP17]. For WSNs that enable end-to-end IP

connectivity (e.g. 6LoWPAN [SYY+13]), the update can be disseminated using

Constrained Application Protocol (CoAP) over UDP [SHB14].

This work looks at LoRaWAN in contrast to those other network stacks. Lo-

RaWAN does not support end-to-end IP connectivity and its downlink capability

is limited. In addition to that, LoRaWAN’s physical layer supports multiple data

rates and the transmissions are restricted with the duty cycle of the sub-1GHz

ISM band. These limitations hinder the adoption of legacy protocols for dissem-

inating firmware updates over LoRaWAN. It should be noted that the protocols

for FUOTA suggested in this work are network agnostic and, thus, they can be

directly adopted in similar networks to LoRaWAN such as Sigfox 1.

6.2 Key Requirements of FUOTA

The FUOTA working group defined the baseline needs to perform FUOTA over

LoRaWAN. These needs have been described in new specifications that are high-

lighted here. The objective of the new specifications (mutlicast, fragmentation,

and clock synchronization) is to standardize this essential process, leading to

an interoperable FUOTA solution. It is worth mentioning that the new specifi-

cations are not part of the LoRaWAN MAC but run at the application layer.

Fig. 6.1 shows the recommended FUOTA architecture [FUO19], where inter-

faces with solid lines are described in the LoRa Alliance specifications, other-

wise, they are out of the LoRa specifications scope. The firmware update server

(right-hand side) together with the firmware update management initiate and

1https://www.sigfox.com/en
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Figure 6.1: FUOTA Architecture

run the FUOTA process for a list of devices. These two components are the

brain of the FUOTA process that generates the firmware image and controls the

process and the file distribution server. The file distribution server is an appli-

cation that is tasked to deliver the firmware image to a group of devices, using

the underlying features, i.e., multicast, fragmentation, and clock synchroniza-

tion. These features are highlighted later in this subsection. The architecture

also shows the network server in the middle, which handles all communication

between LoRaWAN devices and application servers. In addition to that, the net-

work server manages the multicast, including creation, deletion and/or editing

of multicast groups and assures delivery of multicast downlink transmissions

to all devices in a group. This is performed by calculating the minimum set of

gateways that have to send the same multicast transmission to cover all devices

in a group.

On the devices side, the counterpart components of the firmware management

and the file distribution server are present, along with an additional stack for

a secure bootloader, which is essential for any device performing firmware up-

dates. The bootloader is responsible for checking the availability and the in-

tegrity of a new firmware image and overwriting the old firmware with the new

one. This part of the process is out-of-scope of this paper. However, the work-

in-progress of the Software Update for IoT (SUIT) working group 2 is worth

mentioning. SUIT is chartered by the Internet Engineering Task Force (IETF)

to standardize a manifest that provides meta-data about firmware images (such

as firmware identifiers, the hardware needed to run a firmware, and dependen-

cies on other firmware), as well as cryptographic information for protecting a

firmware image in an end-to-end fashion. The new solutions are mainly target-

2https://datatracker.ietf.org/wg/suit/about/
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ing constrained IoT devices similar to LoRaWAN devices [ZSA+19].

6.2.1 Multicast

The objective of the multicast design is to let a group of class A devices receive

the same downlink transmission at the same time. This requires that the group

of devices is in a receive mode at the same time and share the same security keys

to be able to decrypt the same downlink transmission. For this, the multicast

specification defines a command to program a receive distribution window of

class C or class B into a group of class A devices. Additionally, the specification

defines commands to instruct the group of devices to switch to class C or B

temporarily at the beginning of the receive window. Then, switch back to class

A at the end of the receive window. All commands of this specification are sent

to each device individually using unicast messages and 200 as a port number

(FPort in 2.8).

Multicast command McGroupSetupReq is sent to a device to set up a multicast

group. The multicast security key is sent in this command to be used by all de-

vices in the group to derive the multicast security application and network keys.

These keys are used to encrypt the multicast messages, so by sharing the same

keys each device in the group can decrypt the same multicast messages. Mc-
GroupSetupAns is sent back by all devices to acknowledge the multicast setup.

Subsequently, command McClassCSessionReq is sent to a device to indicate that

the group that has been set up earlier is a class C group. In addition to that,

the command defines the session time, the session time out, the data rate and

the channel. The session time indicates when the device has to start the class C

receive window. The time is expressed as the time in seconds since 00:00:00,

Sunday 6th of January 1980 (start of the GPS epoch) modulo 232. The session

time out indicates the maximum length in seconds for a device to stay in class C

before reverting to class A. The data rate and the channel are the resources that

will be used to send the multicast transmissions. For a class B multicast group,

command McClassBSessionReq is sent, which is similar to the McClassCSession-
Req command, except in this command, the slot ping periodicity of class B is

defined, which indicates how many ping slots are assigned and their periodicity

for multicast transmissions. For acknowledgments, McClassCSessionAns and Mc-
ClassBSessionAns are sent back by a device to acknowledge McClassCSessionReq
and McClassBSessionReq, respectively.
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6.2.2 Clock Synchronisation

LoRaWAN devices usually do not have access to accurate clocks. Consequently,

due to clock drifts, their time keeping is not reliable enough to perform McClass-
CSessionReq and McClassBSessionReq commands. Therefore, the clock synchro-

nization specification defines a way for the devices to correct their clock skews.

The basic idea is that the network has access to an accurate GPS clock that can

be used to correct the devices’ clocks. All commands of this specification are

sent as application messages and 202 port number is used to distinguish the

application. Command AppTimeReq is sent by a device to ask for a clock correc-

tion. The command includes the device time, which indicates the current device

clock. The time is again expressed as the time in seconds since 00:00:00, Sun-

day 6th of January 1980 (start of the GPS epoch) modulo 232. Next, the device

gets AppTimeAns back, including the time correction that stipulates the time

delta in secs. The expected accuracy of this approach is around one second,

which is enough to run the multicast commands efficiently.

6.2.3 Fragmentation

A firmware image is usually quite big (i.e. a few hundreds kBytes), which can-

not fit into one downlink packet but needs quite a number of packets. LoRaWAN

links are lossy and thus packet losses are inevitable. Consequently, there is no

efficient way to know which packets were lost at which devices during multi-

cast transmissions. Therefore, a mechanism to handle big data blocks and to

recover packet losses in a scalable manner is required. For this, the fragmen-

tation specification supports all necessary commands to transport a large data

block to one device or to a group of devices reliably if multicast class C or class

B is used [FUO18]. All commands of this specification are sent as application

messages and port number 201 is used to distinguish this application.

Command FragSessionSetupReq is sent to a device to define a fragmentation ses-

sion. The command specifies which multicast groups are allowed as input for

this fragmentation session. In addition to the number of fragments, the frag-

ment size, the fragmentation algorithm (recovery algorithm), and the padding

size are specified. The padding size is used as the firmware image may not be an

integer multiple of the fragmentation size. A device sends FragSessionSetupAns
back to acknowledge setting up the fragmentation session.

At the time of writing of this paper, only one fragmentation algorithm was de-

Resource Management and IP Interoperability
for Low Power Wide Area Networks

121 Khaled Q. Abdelfadeel Hassan



6. FIRMWARE UPDATES OVER LORAWAN 6.3 FUOTA Process

Figure 6.2: FUOTA session using class C multicast

fined. The algorithm proposes adding a simple forward error correction code

to the original firmware image before sending it. This allows devices to au-
tonomously recover a certain ratio (based on the code used) of the lost trans-

missions without requesting re-transmission of lost fragments. This is done

by, first, chunking the original firmware image to fragments equal in size and

then adding redundancy fragments, which are XORed to some of the original

fragments. Devices can use redundant fragments to reconstruct their missing

fragments. In this case, 5% redundancy added to the original firmware image

allows devices to loose roughly 5% of the incoming transmissions and still be

able to reconstruct the original firmware [FUO18].

6.3 FUOTA Process

The FUOTA process is initiated at the firmware update server, which gener-

ates the new firmware fragments along with the redundant fragments. Also,

together with the firmware management, the firmware update server assures
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that the required sessions (multicast, fragmentation and etc.) are already es-

tablished at the intended devices before sending those fragments. The firmware

update server takes system decisions which affect the efficiency of the process.

These decisions include the topology of the multicast group(s), the class of the

multicast (i.e. C or B), the data rate and the channel to be used to transmit

the multicast fragments. For example, the firmware update server may decide

to divide a big group of devices into two smaller groups and run two FUOTA

sessions in parallel instead of running one FUOTA session. The question that

arises is whether this decision would make the update any more efficient?

Although the LoRa Alliance tries to standardize the FUOTA process by defining

the new specifications, the FUOTA routine itself is not standardized and open

for contributions. In this section, a straightforward FUOTA routine that does not

convey any kind of smartness is presented. Nevertheless, the proposed FUOTA

routine can help us to study and evaluate the process and define the trade-offs

in the system design. This can help LoRaWAN operators understand the impact

of their system decisions on the process’ efficiency and, thus, can help them to

devise smarter FUOTA processes.

Consider a firmware update is scheduled for a LoRaWAN deployment, consist-

ing of class A devices. Consequently, the firmware update server configures the

same multicast and fragmentation sessions for all devices. An example of the

FUOTA session that uses mutlicast class C is shown in Figure 6.2. It should

be noted that the multicast and the fragmentation requests are downlink com-

mands and, thus, uplink messages are needed first in order for the devices to

open receive windows. Once these two sessions are set up, every device sends

AppTimeReq command to ask for clock correction before the firmware update

server can set up the start time of the multicast transmissions. The start time

has to be sufficiently far in the future to guarantee that all devices have set up

the required sessions before sending the multicast transmissions. For the multi-

cast class B group, the corresponding commands are used as shown in §6.2.1.

At the exact declared time, all devices must switch to class C and open a contin-

ued receive window based on the configuration (data rate and channel) that has

been sent in the McClassCSessionReq command. At the same time, the firmware

update server schedules the firmware fragments one after another until all the

fragments, including the redundant ones, have been sent. Once a device re-

ceives enough fragments to reconstruct the firmware image, it reverts back to

class A. It should be noted that all transmissions, either uplink or downlink are
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governed by the duty cycle limitations of the channel used. Following the com-

plete download, an integrity check is done on the received image (details are

out-of-scope) and the image is marked as ready if the check is passed. Next,

the old firmware is replaced with the new one (details are out-of-scope), which

completes the firmware update.

6.4 Performance Evaluation

To evaluate the FUOTA process, a simulation tool, called FUOTASim is devel-

oped on top of FREELoRa simulator (chapter 5) FUOTASim leverages the Simpy

package for process-based discrete-event simulation in Python. FUOTASim

implements the dual-component log-distance pathloss model from [ASC19]∗,

which was fitted to real LoRaWAN measurements. FUOTASim also considers

the packet error model that was presented in [AZCP20], which draws on a

probabilistic reception model based on the signal strength and packet length.

In addition to that, FUOTASim adopts some features from FREESim [AZCP20]

such as the impact of the imperfect orthogonality of spreading factors and the

duty cycle limitations, leading to realistic simulation results. Finally, FUOTASim

simulates the FUOTA process as described in §6.3 with varying parameter set-

tings. The settings allow choosing between multicast class C or class B to per-

form FUOTA. In the case of class B, a parameter to configure the ping slot pe-

riodicity is presented. Additionally, FUOTASim allows the use of different data

rates, firmware sizes, fragment sizes, and redundant codes to perform FUOTA.

The aforementioned features are required for a proper evaluation of the FUOTA

process, making FUOTASim a useful tool for the LoRaWAN community 3.

The simulation campaigns consider one gateway that is placed in the middle

of a LoRaWAN deployment. Class A LoRaWAN devices are spatially distributed

around that gateway in such a way so as to acquire a certain data rate distribu-

tion across the deployment. The data rate distribution aimed at is to let 45% of

the devices use DR5 (SF7/125KHz), 22% use DR4 (SF8/125KHz), 11% use DR3

(SF9/125KHz), 8% use DR2 (SF10/125KHz), 8% use DR1 (SF11/125KHz),

and finally 6% use DR0 (SF12/125KHz). This distribution is obtained from a

real LoRaWAN deployment in Dublin, Ireland, making the results more realis-

tic. Table 6.1 summarizes all the simulation parameters used in the evaluations.

Each simulated study is executed 10 times using different random seeds and the

3https://github.com/kqorany/FUOTASim
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Table 6.1: Simulation Parameters for FUOTA Study

Parameters Value [Unit] + Comment
Random Seeds 10
Devices 100 - 500
Rx1 Window same configurations as previous uplink
Rx2 Window DR0 and 869.252 MHz (10% DC)
Data Rate Distribution [DR0→6%, DR1→8%, DR2→8%,

DR3→11%, DR4→22%, DR5→45%]
Gateway Receptions 8 in parallel
LoRaWAN MAC Header 8 [Bytes]
Path Loss [ASC19]∗ near (< 400m, d0 = 92.67,

PLd0 = 128.63, γ = 1.05, σ = 8.72)
far (≥ 400m, d0 = 37.27,
PLd0 = 132.54, γ = 0.8, σ = 3.34)

Devices Antenna Gain 2.2 dBm
Gateways Antenna Gain 8 dBm
Application Uplinks 15 [Bytes]
Multicast Transmissions 869.252 MHz (10% DC)
Redundant Fragments 30
Capacity of Batteries 1000 [mAh], 11100 [Joules]
Power Consumption 132 [mW] (Transmission)

48 [mW] (Reception)
0.018 [mW] (Ideal)

mean across all results is presented along with the standard deviation.

The objective of the simulation is to find the best FUOTA parameters regardless

of the current LoRaWaN implementations. Therefore, LoRaWAN devices in the

simulation are assumed to be equipped with the three LoRaWAN classes (A, B

and C) but run normally in class A to minimize the power consumption. In

this case, the simulation examines all the possible combinations such as using

multicasrt class B and multicast Class C to find the best FUOTA parameters in

each scenario. This would give important insights to LoRaWAN developers to

include the right functionalities based on the considered scenario. The simula-

tions are divided into two phases: initial and multicast to show the impact of

each phase separately. The initial phase covers everything required before the

multicast transmissions can be sent. From Figure 6.2, the initial phase covers

the multicast session setup, the fragmentation session setup, the clock synchro-

nization, and the class C session start. However, the multicast phase covers the

multicast transmissions. The evaluation results are presented in terms of the

following metrics:
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Figure 6.3: Initial Phase - Time Required and Energy Consumption

• energy consumption, which indicates the device’s average energy con-

sumption.

• time, which indicates the average time required to finish a certain task.

• update efficiency, which indicates the average ratio of devices that receive

the firmware image successfully to the whole deployment.

6.4.1 Initial Phase Study

In this phase, the device’s energy consumption (see Figure 6.3b) and the total

time required (see Figure 6.3a (Total Time)) for the devices to go through the

initial phase are investigated. Figure 6.3b shows a linear increase in the device’s

energy consumption over the network size, where the energy consumption in-

creases by approx. 2 Joules with every 100 devices added to the network. A

similar trend is observed between the total time and the network size (see Fig-

ure 6.3a (Total Time)). Figure 6.3a also presents the start time metric, which

indicates the minimum time required for the devices to complete only the class
C session start as in Figure 6.2. This time has to be sufficiently far in the fu-

ture to guarantee that every device receives a McClassCSessionReq command

and acknowledges the command’s receipt. In Figure 6.3a, the start time metric

indicates the earliest time for the firmware update server to start the multicast
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Figure 6.4: Initial Phase - Uplink vs Downlink

transmissions. If the start time is set to be less than the shown results, some

devices may miss their McClassCSessionReq commands and, thus, miss the mul-

ticast transmissions. The metric is shown in minutes, where the reference time

is the time of sending the first McClassCSessionReq command ever during the

initial phase. The linear increase is also observed here between the start time

metric and the network size.

End-devices throughout the initial phase rely on the LoRaWAN MAC (i.e. sim-

ple Aloha), which is known for its poor scalability, which is even worse when

downlink transmissions are required [PRKS17]. This is the main reason be-

hind the linear increasing trend observed in the energy and the time metrics

(see Figure 6.3). In order to quantify the impact of the scalability issue, Fig-

ure 6.4a shows the average number of uplink and downlink transmissions per

device throughout the initial phase. In the case of no losses and no duty cy-

cle limitations, only 7 uplink and 4 downlink transmissions are required for

each device (see Figure 6.2). However, in real conditions, the number of uplink

transmissions increases significantly (see Figure 6.4a). For instance, in a net-

work with 100 devices, a device sends approx. 94.7 uplink transmissions, which

equals approx. 12.5 times more overhead (see Figure 6.4b). The overhead rate

(Fig. 6.4b) represents the ratio between the numbers in the real condition to

the ideal condition. With increasing the network size, the overhead increases

linearly for the uplink transmissions (see Figure 6.4b). For the downlink trans-

missions, the losses are very low because of no collisions and the high antenna
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Figure 6.5: Initial Phase - Source of Losses in Uplink Transmissions

gain of the gateways.

Figure 6.5a shows the different sources behind the huge number of uplink trans-

missions and Figure 6.5b shows the rate of increase in reference to a network

size with 100 devices. The rate of increase metric shows the increase from one

value to another in terms of a percentage. The main sources of loss are a) colli-

sions (nrCollisions) b) loss due to channel errors (nrUlost) and c) the gateway’s

duty cycle limitation (nrNoDown). The nrNoDown metric indicates the num-

ber of uplink transmissions of a device that have been received correctly by the

gateway but the gateway could not transmit the corresponding downlink (in

the two receive windows) due to the duty cycle limitation. In this case, a re-

transmission is scheduled. Surprisingly, the collisions are not the main source

of loss as it only presents 0.3% of the losses. This is due to the relatively small

network sizes considered in the simulations. For bigger network sizes, the col-

lisions would be a serious source of losses [AZCP20]. The channel fading also

has a minimal impact on the losses, about 1.9%. However, the main source of

loss is the duty cycle limitation of the gateway (nrNoDown), which presents

about 97.8% of the losses. This is a very important conclusion that has to be

considered when designing the FUOTA routine. More insights are presented in

§6.5.
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6.4.2 Multicast Transmissions Phase Study

In this subsection, the impact on time, energy consumption, and efficiency

of the varying configurable parameters for the multicast fragments during the

firmware update are studied. These parameters include the data rate used, the

class of multicast, either C or B, and the ping periodicity in case of class B. Be-

sides these parameters, the impact of the firmware sizes on the aforementioned

metrics is studied by considering different sizes: 5kBytes, 10kBytes, 50kBytes,

and 100kBytes bytes. As this phase includes only downlink transmissions, the

network size does not impact much on the results. Therefore, the presented re-

sults are gathered only from a network size with 100 devices from where results

can be generalized to the other network sizes.

The fragment size is both directly and inversely proportional to the update time

and, thus, the device’s energy consumption. On one hand, longer fragment sizes

reduce the overall number of fragments, however, the fragments would have a

higher probability of error, requiring more redundant fragments. On the other

hand, shorter fragment sizes reduce the probability of error but increase the

ratio of MAC header (overhead) to payload size, resulting in high overhead.

This trade-off has been studied theoretically in section 5.3.1 to compute the

best packet/fragment size per data rate. Although the calculations have been

done for an uplink use case, its conclusion holds true for the downlink use case

as both cases transmit on the same channel. The calculations concluded that

the impact of packet errors is not as critical as the impact of the MAC header

overhead in terms of time and energy consumption. Therefore, long packets

for all data rates are better than short packets to reduce the overall number of

transmissions and, thus, the impact of MAC headers.

For this reason, the fragment sizes are set to equal the maximum MAC payload

sizes (see Table. 2.3). Fig. 6.6 shows the fragment sizes and the airtimes (i.e.

transmission times) of one fragment. A clear observation is that the lower the

data rate, the higher the airtime even for the same fragment size. For instance,

the fragment sizes at DR5 and DR4 are the same but the airtime at DR5 is almost

half the airtime at DR4. This is due to the positive relationship between the

spreading factor and the airtime [Cor13]. The fragment sizes also determine

the number of fragments (see Fig. 6.7). These numbers along with the airtimes

(see Fig. 6.6b) and the duty cycle limitations affect the firmware update time.

By increasing the data rate, one would expect a decrease in the update time and

the device’s energy consumption. Nevertheless, increasing the data rate leads
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Figure 6.6: Airtime and size of fragments per data rates
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Figure 6.7: Number of Fragments

also to a decrease in the update efficiency as higher data rates have shorter

transmission ranges (i.e. lower sensitivity). This trade-off is quantified later in

this subsection.

6.4.2.1 Multicast Class C

Figure 6.8a shows the update time across all data rates and for different

firmware sizes. Furthermore, Figure 6.8b shows the rate of increase, i.e., per-

centage increase, metric in terms of the data rates and the firmware sizes in

reference to DR0 and firmware size of 5kbytes, respectively. The time metric al-
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Figure 6.8: Class C - Time to Update
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Figure 6.9: Class C - Energy Consumption

most doubles with every time the firmware doubles in size. In addition to that,

for the same firmware size, the time metric among the data rates shows the

same relationship, showing almost 30 times higher when using DR0 than using

DR5. This is mainly due to the large number of fragments and the long air-

time in the case of DR0, resulting in long silent periods between two successive

transmissions due to the duty cycle of the gateway.

Figure 6.9a shows the device’s energy consumption and Figure 6.9b shows the
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Figure 6.10: Class C - Update Efficiency

rate of increase in terms of the data rates and the firmware sizes. It is obvious

that Figure 6.9b is almost identical to Figure 6.8b. This is because energy con-

sumption is proportional to the devices’ receiving time. In multicast class C, a

device is always in a receive mode for the whole time of the update.

From Figure 6.8 and Figure 6.9 it can be observed that for a certain firmware

size, the higher the data rate, the lower the update time and the lower the de-

vices’ energy consumption. Nevertheless, another factor has to be considered

when choosing the data rate, which is the update efficiency. This is because of

the fact that the higher the data rate, the shorter the transmission range and,

thus, the lower the update efficiency. Figure 6.10 shows the update efficiency

using all data rates and for different firmware sizes. Using DR0, all devices

can be updated at once compared to only 45% of the devices in the case of

using DR5. The update efficiency metric is directly proportional to the consid-

ered data rate distribution (see Table 6.1). These results highlight that more

than one FUOTA session would be required in the case of using DR5 to update

all devices. This would still be acceptable because of the long time and the

high energy required in the case of using DR0 (30 times higher than DR5) (see
Figs. 6.8 and 6.9). However, this is subject to the distribution of gateways in the

deployment or their mobility, where a gateway may be able to move to reach

Resource Management and IP Interoperability
for Low Power Wide Area Networks

132 Khaled Q. Abdelfadeel Hassan



6. FIRMWARE UPDATES OVER LORAWAN 6.4 Performance Evaluation

0 1 2 3 4 5 6 7
(a) Periodicity

0

50 

100 

150 

200 
Ti

m
e 

to
 U

pd
at

e 
[m

in
s]

Firmware Size = 5K
DR0
DR1
DR2

DR3
DR4
DR5

0 1 2 3 4 5 6 7
(b) Periodicity

0

5

10

15

20

25

Ra
te

 o
f I

nc
re

as
e

Firmware Size = 5K
DR0
DR1
DR2

DR3
DR4
DR5

Figure 6.11: Class B - Time to Update

more devices every time, e.g., a drone based gateway.

6.4.2.2 Multicast Class B

The presented results here are from a firmware image of size 5kbytes only and

the results of the other sizes can be roughly estimated using the rate of increase

from class C (see Figure 6.8b). Figure 6.11a shows the update time using all

data rates and all ping slot periodicities. Furthermore, Figure 6.11b shows the

rate of increase of all data rates in reference to ping periodicity p = 0. As

shown, p = 0 is the best ping periodicity for all data rates as it achieves the

lowest update time. This is because of the abundance of ping slots (128 slots)

available when p = 0, which does not limit the downlink transmissions. The

results of p = 1 are close enough to the results of p = 0. This is because

these two ping periodicities are still lower than the duty cycle of the gateway.

However, for higher ping periodicities, the time metric increases proportionally

to the corresponding ping periodicity and the data rate used.

Figure 6.12a shows the device’s energy consumption using all data rates and all

ping periodicities. The energy consumption is directly proportional to the de-

vices’ receiving time. In class B, the radio of a device is in a receive mode only

when receiving downlink fragments, receiving gateway beacons, and checking

empty ping slots. Otherwise, the radio of a device is in idle mode. The gate-

way beacons are received to keep the synchronization with the gateway’s clock.

Checking empty ping slots happens when a ping slot is assigned for the multi-
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Figure 6.12: Class B - Energy Consumption

cast session but the gateway could not transmit in this slot due to the limited

duty cycle. In this case, devices stay in a receive mode at the beginning of the

empty slots for the time of a packet preamble. Figure 6.12b shows the rate of

increase of all data rates in terms of the device’s energy consumption in refer-

ence to ping periodicity p = 0. It is clear that p = 0 is not the best periodicity

anymore. However, the energy consumption decreases with increasing the pe-

riodicity until a certain periodicity, where afterward the energy consumption

starts to increase again. This is because of the relationship between the ping

slot periodicity and the gateway’s duty cycle. If the periodicity is lower than the

gateway’s duty cycle, devices check a lot of empty ping slots, resulting in high

energy consumption. Also, if the periodicity is higher than the gateway’s duty

cycle, devices have to receive a lot of gateway beacons to keep synchronization,

resulting in high energy consumption as well. The best scenario is to have a pe-

riodicity close enough to the gateway’s duty cycle. As the gateway’s duty cycle

depends on the data rate used, the best periodicity varies with the data rate.

From Figure 6.12b, p = 5 is found to be the best for DR0, p = 4 for DR1, p = 3
for DR2, p = 3 for DR3, p = 3 for DR4, and p = 2 for DR5.

6.4.2.3 Multicast Class C vs Class B

Fig. 6.13 presents the time to update and the energy consumption of class C

and the best configuration of class B (see Figs. 6.12). An increase of roughly

17% is observed in the time metric of class B compared to the results of class
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Figure 6.13: Comparison Between Class C and Best of Class B

C. The reason behind this increase is that the downlink transmissions of class

B are performed at the beginning of the ping slots only. In this case, even if

the duty cycle of the gateway permits to transmit a new downlink fragment,

the transmission has to wait until the beginning of the next ping slot, which

prolongs the overall update time. In terms of the energy consumption, class

B presents a massive reduction in the device’s energy consumption up to 550

times less compared to class C.

6.5 Discussion

Here, some ideas are discussed as to how to optimize the FUOTA process for

different scenarios. Also, some further insights are provided based on the above

simulation results.

6.5.1 Initial Phase

The initial phase is a prerequisite stage every time a firmware update is to be

deployed and, therefore, approaches to reduce its overhead in terms of time and

energy consumption are desirable. An efficient approach is particularly desir-

able for frequent small firmware updates such as security patches whereby the

overhead of the initial phase can be much higher than transmitting the firmware

update itself. The simulation results showed that the main source of the over-

head is the duty cycle limitation of the gateway. An approach to overcome this
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might be to use multiple co-located gateways, where the overall overhead can

be reduced as the network will have higher duty cycle to handle the downlink

transmissions as multiple gateways can be used in parallel. The overhead can

be also reduced by minimizing the number of transmissions during the initial

phase. This can be achieved by combining multiple commands (e.g., multicast

setup and fragmentation setup command) in one command and the gateway

can acknowledge both commands with just one packet.

Another overhead reduction mechanism might be to pre-program the devices

with the required multicast and fragmentation session information before or

during deployment into the field as part of the commissioning stage. In this

case, the time synchronization and the multicast start will be the only com-

mands required during the initial phase.

6.5.2 Multiple Gateways for Collaborative FUOTA

The rate at which multicast fragments of the firmware can be transmitted is

limited by the duty cycle of the gateway. This limitation leads to prolonged

firmware update times, which may not be acceptable for certain applications as

the normal device operation is blocked during the update time. Consequently,

mechanisms to expedite the multicast transmissions are beneficial. Multiple

co-located gateways would be a helpful approach here as well, where the gate-

ways transmit the multicast fragments in a collaborative mechanism. In the

case of multicast class C, the gateways can transmit the fragments in a round-

robin fashion, taking advantage of those devices that are in a continued receive

mode. Consequently, the update time is shortened proportional to the number

of the gateways used. For example, using ten gateways in a round-robin fashion

would achieve an overall 100% duty cycle (each gateway transmits in the 10%

duty cycle channel).

In the case of multicast class B, a new multicast session is required every time

an additional gateway is used when transmitting the fragments. Here, each

gateway handles the ping slots of one multicast session and devices wake up to

receive all fragments from all gateways. The drawback here is that this adds ad-

ditional overhead to the initial phase unless these sessions are pre-programmed

into the devices before deployment.
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6.5.3 Network Architecture Planning

Using a higher data rate to transmit the firmware fragments is always better in

terms of time and energy consumption compared to using a lower data rate.

However, in the case where firmware updates are transmitted through only one

gateway, the simulation results showed that this negatively affects the update

efficiency, where lower data rates achieve better coverage and thus better up-

date efficiency than higher data rates. This trade-off can be settled completely

towards high data rates in the case of the multiple gateways scenario. If gate-

ways are geographical distributed such that all devices can be reached when

using one of the high data rates, the shortest update time, the lowest energy

consummation, and the maximum update efficiency can be achieved all at the

same time.

However, network architecture planning is usually not done from a network

management point of view such as FUOTA but typically from an application

point of view in order to achieve required performance metrics, such as high

packet delivery ratio. Nevertheless, network architecture planning based on

the requirements for network management would be beneficial when the rate

of FUOTA is expected to be high. An example would be where a LoRaWAN

deployment is initially based only on a minimal viable application but over time

is upgraded to support a wider range of features. LoRaWAN operators take this

approach to expedite their position in the market by deploying their network

initially with limited applications and relying on FUOTA to extend and optimize

applications over time. In this case, FUOTA sessions could be expected to be

scheduled more frequently than usual, e.g., once a month.

The cost of deploying enough gateways in order for all devices to be reached

using one of the high data rates could be high, especially for very large deploy-

ments. In this case, using a mobile gateway could be a reasonable approach. In

particular, the deployment is divided geographically to small segments, where if

the mobile gateway is deployed in the middle of a segment, the devices within

that segment can be reached using the desired data rate. Consequently, the

gateway moves from one segment to another to update the devices within each

segment. This approach is backed by the simulation results that showed gains

in terms of time and energy using similar approaches. For example, running

approx. 30 FUOTA sessions using the highest data rate is still more beneficial in

terms of energy consumption and update time than running one FUOTA using

the lowest data rate.
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6.6 Conclusions

In this chapter, the new specifications (multicast, fragmentation, and clock

synchronization) by the LoRa Alliance are reviewed, which facilitate efficient

FUOTA on top of LoRaWAN. Also, a proposed FUOTA process is presented,

showing the impact of the different FUOTA parameters on the performance

of the proposed process. The simulation results showed that the initial phase

(required for setting up the required sessions) is a bottleneck of the whole pro-

cess as it does not scale well with increasing network size. The results also

showed that multicast class B achieves 17% longer update time and 550 times

less energy use compared to multicast class C. Additionally, the simulations

demonstrated the significant impact of the data rate used on the overall results.

For example, DR5 achieves 30% reduction in update time and device energy

consumption compared to DR0. However, this comes at the expense of the

firmware update efficiency, where DR5 can only update a portion of the de-

vices (depends on the devices’ location distribution) every session whilst DR0

can update all devices at once. The ping slot periodicity p, in case of multicast

class B, impacts on the results as well. For all data rates, the fastest firmware

update can be done with p = 0, however, in terms of the energy consumption,

the optimal periodicity varies with varying the data rate. In this case, p = 5 is

found to be the best for DR0, p = 4 for DR1, p = 3 for DR2, DR3, and DR4, and

p = 2 for DR5.
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Chapter 7

Conclusions and Future
Perspectives

This chapter concludes the doctoral work and discusses the future work that

can be pursued on top of this thesis.

7.1 Conclusions

In this section, the most important conclusions from the research presented in

this thesis are highlighted. The research focused on selected novel aspects of IP

interoperability in LPWANs and resource management in LoRaWAN. Because

LPWANs offer different design parameters and design trade-offs e.g., long-

transmission range, low-power consumption, constrained duty cycle, etc. than

the traditional short-range WSNs, they are a different class of networks. Con-

sequently, the well-known interoperability solutions and resource management

protocols from WSNs are not suitable for LPWANs. In this thesis, a number

of novel protocols and improvements are proposed to facilitate interoperability

between the current protocol design of LPWANs and the Internet as well as to

manage the resources of the networks, considering the limitations of the LP-

WANs such as the limited downlink capability and the constrained duty cycle.

Although the thesis focused on LoRaWAN, the conclusions of this thesis can be

generalized to other LPWAN technologies because they are sharing the same

architecture and limitations as LoRaWAN. The proposals have targeted vari-

ous layers of the LPWAN protocol stack, from the MAC layer to the application

layer. In addition to that, the contributions have been published in a number of
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top-tier peer-reviewed IEEE and ACM conferences and journals.

7.1.1 IP Interoperability

In chapter 3, the importance of interoperability via enabling IP connectivity in

LPWANs was discussed, which extends the Internet architecture to these net-

works. Consequently, bringing the power of open networking, standardization,

and cooperation to those networks. Typically, header compression is one of the

main components to enable IP connectivity, considering that the frame sizes

of LPWANs are small. A new IETF mechanism of header compressing, called

SCHC was reviewed. The advantage of SCHC is its ability to compress the

headers of a full data flow i.e., headers of IPv6, UDP, and CoAP, down to a few

bits. SCHC is based on a static context that does not change over time, avoiding

complex resynchronization, which is the most resource-consuming operation in

any header compression scheme. The performance evaluation of SCHC against

6LoWPAN header compression showed that SCHC achieved almost 70% higher

compression efficiency, resulting in lower transmission time and thus longer

network lifetime.

The high compression efficiency of SCHC comes at the expense of high memory

requirements, specifically, when a large number of SCHC rules are required,

which could be an issue for constrained devices. To address this issue, LSCHC

was proposed as a new efficient mechanism for storing the rules in device

memory without compromising the compression efficiency of SCHC. Instead of

composing one context as in SCHC, LSCHC proposed to compose three con-

texts, where each one carries SCHC rules that target only one layer of the

network stack. In this case, LSCHC does not have to waste memory by sav-

ing the same rule multiple times. In addition to that, the concept of layer

separation of LSCHC reduces complexity and adds flexibility when compress-

ing/decompressing data flows.

Another issue that limits the applicability of SCHC is its static context nature

that handles only fixed or pre-programmed data flows. For this, a dummy map-

ping concept was proposed as a dynamic compression technique that can com-

press/decompress header fields in unknown data flows. Without the dummy

mapping, SCHC sends unknown header fields inline without compression. The

idea behind dummy mapping is to link the actual values of unknown header

fields to dummy values at the network SCHC compression/decompression unit.

Because devices and the network share the same dummy values, only the in-
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dices of these values can be used in all inside communication (i.e. between

devices and the network). For outside communication (i.e. between the net-

work and the Internet), the network uses the actual real values that have been

saved at the network SCHC C/D unit. Each linking between an actual value

and a dummy value is valid until a corresponding timer is expired. After the ex-

piration, the same dummy value can be re-linked to a different actual value of

a different header field. Consequently, the dummy mapping provides a kind of

dynamic context inside the static context to serve dynamic data flows without

the need for re-synchronization between the device and the network. Specif-

ically, the dummy mapping suits the limitations of LPWANs, which can help

to increase the applicability of SCHC. For evaluating the dummy mapping, an

analytical model was derived to quantify its compression efficiency in different

configurations. The numerical results, for a LoRaWAN example, showed that

the dummy mapping increased the average compression ratio of SCHC by up to

850% for hourly application traffic and up to 575% for minute based applica-

tion traffic.

7.1.2 Fair Data Extraction Rate in LoRaWAN

In chapter 4, the characteristics of the PHY and the MAC layers of LoRaWAN

were discussed. This study revealed that LoRaWAN does not provide a fair data

extraction rate for all devices within a LoRaWAN cell, favouring devices close to

the gateway and those that use high data rates. The main reasons behind this

unfairness lies in the LoRa modulation’s a) multiple data rates and b) capture

effect. LoRa modulation provides multiple data rates (corresponding to LoRa

parameters, SF, BW and CR), which leads to an unfair collision probability.

Typically, devices that use high data rates experience lower collisions than those

that use lower data rates. In addition to that, LoRa radio signals experience

a capture effect, where the stronger signal can drown the weaker signal at

the receiver. Even when the radio signals use different spreading factors, the

capture effect can still be observed because the spreading factors do not lead to

perfectly orthogonal signals. This imperfect orthogonality leads to about 10%

lower fairness in the Jain’s index.

In order to address these issues, a novel resource management approach was

proposed to achieve fairness in the data extraction rate for all devices regardless

of their positions or their data rates. The new approach is called FADR and

consists of two algorithms. The first algorithm manages the data rates of the
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devices in a way to achieve a fair collision probability for all devices regardless

of the network size. This algorithm depends on a derivation of the fairest data

rates ratios to be used in a network cell. The second algorithm controls the

transmission power levels of the devices in order to balance the received powers

within safe margins and thus mitigating the impact of the capture effect. FADR

achieves an almost uniform data extraction rate and maintains good device

lifetime for all LoRaWAN devices. In comparison with other relevant state-of-

art, FADR achieves 12% more fairness in the Jain’s index and 8% less power

consumption, without scarifying the overall packet delivery ratio.

Nevertheless, the high expected number of nodes in LoRaWAN networks still

challenges the achievement of full fairness. This has been noticed in large net-

works even when deploying the FADR approach with only 60% fairness in the

Jain’s index. The reason behind this is that LoRaWAN has a limited number

of supported transmission power levels (2-14 dBm) and thus a network can-

not totally eliminate the impact of the capture effect. Specifically, collisions are

typically concentrated in certain areas, which increases the unfairness within

LoRaWAN networks. In this case, the only way to enhance the fairness would

be to deploy extra gateways.

7.1.3 Reliable and Energy Efficient Data Collections using Lo-

RaWAN

LoRaWAN’s promise of wide-area connectivity and low-power consumption

make it particularly suited to data collection applications such as environmental

monitoring in remote areas. Some of the limits of LoRaWAN deployments for

such applications were studied in chapter 5. LoRaWAN was found to experience

a high collision rate, specifically, in large network sizes, which limits the net-

work’s scalability and reliability. Additionally, the performance gets even worse

when using acknowledged transmissions. The main reason behind this problem

is the Aloha-based MAC protocol adopted in LoRaWAN. For example, in a com-

mon LoRaWAN configuration (spreading factor 12 and 125 kHz bandwidth)

the data delivery rate decreases below 50% for gateways serving more than 900

devices. Therefore, standard LoRaWAN is not reliable and not energy-efficient

for large-scale data collection applications.

In chapter 5, a novel time-slotted MAC protocol along with a new resource

allocation algorithm were proposed to achieve reliable and energy-efficient data

collections. The proposal is called FREE. FREE exploits that most environmental
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monitoring applications are delay-tolerant. Therefore, FREE proposes to buffer

the sensing data at devices and collects it during scheduled bulk transmissions

at convenient points in time. This approach can enable efficient scheduled

transmissions in a way to eliminate collisions and thus enhances the network’s

reliability and scalability. The results showed that FREE can achieve more than

five-fold increase in devices’ lifetime and about 99% network data delivery ratio

regardless of the network size and the traffic type.

7.1.4 Firmware Updates over LoRaWAN

In chapter 6, challenges of enabling FUOTA over LPWANs and, in particular,

LoRaWAN were discussed. The required features in order to support efficient

FUOTA were defined as follows: (a) continuous downlinks, (b) multicast ca-

pability, (c) clock synchronization, and (d) fragmentation capability. Utilis-

ing these new features, the thesis examined how to enable fast and efficient

firmware updates over LoRaWAN. Additionally, a full FUOTA process was pro-

posed in order to quantify the impact of the different parameters and to show

the trade-offs among them.

The FUOTA process consists of an initial phase and a multicast phase. In the

initial phase, the required sessions (multicast, clock synchronization, and frag-

mentation) are set up at each device individually. While in the multicast phase,

downlink transmissions are sent to all selected devices at once i.e., multicast.

The results showed that the initial phase represents a bottleneck of the whole

process as it does not scale well with the network size. The main reason behind

this is the limited duty cycle of the gateway. In order to lower this overhead of

the initial phase, the multicast and fragmentation sessions can be moved to be

a part of a commissioning stage before deploying the devices. Another way to

lower the overhead is to use multiple gateways in parallel and thus increase the

duty cycle in the downlink of the network.

In the chapter, multicast using LoRa class C is compared to multicast with

class B in sending downlink transmissions. The simulation results showed that

while multicast class B requires 17% longer update time it results in 550 times

less energy use compared to multicast class C. Additionally, the simulations

demonstrated the significant impact of the data rate used on the overall results.

For example, DR5 achieves 30% reduction in update time and device energy

consumption compared to DR0. However, this comes at the expense of the

firmware update efficiency, where DR5 can only update a portion of the devices
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(depends on the devices’ distribution around the gateway) every session whilst

DR0 can update all devices within reach of the gateway at once. The ping slot

periodicity p, in case of multicast class B, impacts on the results as well. For

all data rates, the fastest firmware update can be done with p = 0, however,

in terms of the energy consumption, the optimal periodicity varies with varying

the data rate. In this case, p = 5 is found to be the best for DR0, p = 4 for DR1,

p = 3 for DR2, DR3, and DR4, and p = 2 for DR5.

7.2 Future Work

This thesis extended the knowledge of LPWANs and more specifically of Lo-

RaWAN. This thesis also provided novel approaches and mechanisms to im-

prove the performance and to extend the applicability of LoRaWAN in the IoT

world. In addition to that, the contributions of the thesis have potential implica-

tions to be formulated in new standards (e.g., LSCHC and Dummy Mapping), to

improve deployments (e.g., FADR),and to facilitate industry applications (e.g.,

FREE and FUOTA). However, the thesis heavily focused on LoRaWAN as a well-

known example of LPWAN technologies and thus it would be interesting to

examine the impacts of the proposed protocols and resource management ap-

proaches on different LPWAN technologies. Moreover, the thesis lacks real

world evaluation of the solutions and methods proposed. Therefore, testing un-

der real world conditions is proposed as future work. For the research presented

in this thesis, some future work can still be considered, which is discussed in

the following subsections.

7.2.1 IP Interoprability

This thesis focused only on the header compression problem as one of the main

components of enabling IP connectivity to LPWANs. However, in order to han-

dle long IP packets, fragmentation capabilities are needed as well. SCHC has

proposed a technology agnostic fragmentation framework. This framework has

been discussed in some of the recent works [MKH+19, SGGMSI+20, VMP19,

AMT+19, SVA18, ANH+19]. These works have evaluated the impact of frag-

ment sizes and different modes of acknowledgements on the fragmentation

performance in terms of reliability and energy consumption. However, these

works have only studied the performance in a single link scenario, not con-

sidering the impact of the network’s scalability. Consequently, evaluating the
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impact of transmission errors and collisions on the performance of the SCHC

fragmentation modes is highly recommended as future work.

In the same context, a novel mechanism of performing fragmentation in Lo-

RaWAN is studied in chapter 6 as part of supporting FUOTA. This fragmentation

solution is also technology agnostic and thus can be used for any LPWAN tech-

nology. In addition to that, it supports a forward error correction code in which

the devices can recover from fragment drops without requesting re-transmission

of lost fragments. This is a fundamentally different way of performing frag-

mentation than in SCHC. Therefore, a thorough comparison between these two

approaches is is suggested as future work in order to identify which is better in

what situation.

7.2.2 Fair Data Extraction Rate in LoRaWAN

FADR was proposed to achieve a fair data extraction rate for LoRaWAN devices.

FADR has only considered a single gateway setup. However, in a typical sce-

nario, multiple gateways would be available in the same geographical area. In

order to extend FADR, the study of a multiple gateway scenario is proposed

for future work. A starting point could be to study the resource management in

terms of data rates (spreading factors and bandwidths) and transmission power

levels so as to equalize the traffic load at each gateway in order to achieve a

fair data extraction rate to all devices simultaneously. Only few recent work

started to look at this problem [CCB+18, PGSDF20]. However, these works

do not include the dynamic reconfiguration of LoRaWAN parameters. Conse-

quently, this could be a good extension. In addition to that, it is not clear how

the message exchange (needed to manage the resources) between the devices

and the gateways in a multiple gateway scenario should be performed. This is

critical in dense networks as without coordination between the gateways the

downlink channel can be easily saturated, which affects the reliability of any

resource management approach badly.

Generally speaking, the resource management problem in LoRaWAN has been

studied quite extensively in the literature. Most of the published work in

this domain proposed heuristic approaches with different objectives to man-

age the resources in LoRa-based networks [LRK18, CGM+18b, CV19, BCGT19,

SRHGSGH20, HSMSA20]. Only few recent works looked at the optimal solu-

tion of the resource management problem [PGSDF20, SQN18]. All published

work in this domain have assumed an optimistic scenario with no external inter-
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ference. Therefore, a highly recommended future work might be to investigate

the impact of interference from other LoRa networks and from other LPWANs

on the resource management problem.

7.2.3 Reliable and Energy Efficient Data Collections using Lo-

RaWAN

FREE was proposed to enable fast, reliable and energy-efficient data collections

in LoRaWAN. However, due to the imposed duty cycle restriction on LoRawAN

devices, the data collection time is highly affected, especially, in small network

deployments. Therefore, mechanisms to expedite data collection are worth ex-

ploring, including the use of multiple gateways simultaneously. In this case,

collaboration between gateways is required to compute the schedule and dis-

seminate it while still achieving zero collisions. In this thesis, minimizing the

overall energy consumption was the only focus, however, it would be interest-

ing to examine the scenario of increasing the fairness among devices in terms

of the consumed energy. This would require different allocation techniques

to exploit the history of the allocations in the previous data collections. This

scenario becomes even more interesting when considering the trajectory of a

moving gateway, e.g., a gateway on a drone in case of a data mule use case.

Furthermore, the data collection time could be expedited by using listen-before-

talk-based MACs, i.e., Carrier Sense Multiple Access (CSMA) [KRP+20, NFU20,

TD18a, Pha18a, Pha18b, KRP18, TD18b] or to explore LoRa in the 2.4 GHz

band [PM20]. Both approaches can get rid of the duty cycle regulations and

thus would help to speed up the data collections. However, in the case of

CSMA, this might come at the expense of higher energy consumption as the

devices have to perform listening, which is known to be a power-consuming

activity. While in the case of using LoRa in 2.4GHz this would come at the

expenses of lower transmission range and higher energy consumption.

7.2.4 Firmware Updates on top of LoRaWAN

The FUOTA process in chapter 6 has considered only a single gateway to send

the multicast fragments of the firmware. As future work, considering multiple

cooperative gateways is worth exploring. This approach would help to decrease

the overhead impact of the initial phases as well as expediting the firmware

update time, resulting in lower energy consumption. However, new challenges
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might arise such as the cooperation among these gateways in light of possible

downlink collisions, in particular for devices that might be covered by multiple

gateways.

One interesting point for future work is studying how network architecture

planning (e.g. gateways locations) impacts firmware update efficiency. This

is different to the usual network planning that is done from an application

perspective [OG19, ZSH+19]. There is currently almost no published work on

this topic.

Furthermore, the use of mobile gateways to achieve fast and reliable firmware

updates deserves further exploring. This approach is backed by the simulation

results (Chapter 6) that showed gains in terms of time and energy using sim-

ilar approaches. For example, running approx. 30 FUOTA sessions using the

highest data rate is still more beneficial in terms of update time and energy

consumption than running one FUOTA using the lowest data rate. However,

it is not clear now to plan the trajectory of the mobile gateway, considering

the constraints such as the deployment area and the power bank of the mobile

gateway, etc.
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Appendix A

The Fair SF Ratios Derivation

LoRaWAN’s MAC uses a simple Aloha-style MAC. Consequently, the probability

of having at least one collision with the same Data Rate (DR) d can be written

as follows:

P coll
d = 1− e−2Gd , (A.1)

where Gd is the amount of transmitted packets using DR d during the transmis-

sion of one packet using the same DR.

Gd can be calculated as follows:

Gd = λαdTd [packets/ unit time], (A.2)

where λ is the amount of generated traffic per unit time and equals N/I. N is

the total number of devices and I is the average packet interval time per device.

αd denotes the ratio of devices that use DR d that also equals (αfαf,bαf,b,c),

where αf denotes the ratio of devices that use SF f , αf,b denotes the ratio of

devices that use BW b from the devices ratio that use SF f , and αf,b,c denotes

the ratio of devices that use CR c from the devices ratio that use SF f and BW

b. Finally, Td indicates the transmission time of a packet using DR d. Td can be

represented using Equation A.3, where l is the packet length, b is the BW, and c

is the CR.

Td = l

Rd

, where (A.3)

Rd = fb

2f+1 c
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Combining Equations A.1, A.2 and A.3 yields Pcoll,d as

P coll
d = 1− e

2f+1
f

l
cb
αfαf,bαf,b,cλ. (A.4)

In order to achieve fairness, the optimization problem in Equation A.5 has to

be solved, where the maximum collision probability of a certain DR has to be

minimized.

min max
d
P coll
d . (A.5)

This optimization problem is constrained as the sum of all SF ratios should be

unity (Equation A.6) because each device uses only one SF. The same holds

also for BW and CR as the sum of all BW ratios (Equation A.7) and CR (Equa-

tion A.8) ratios should be unity.

∑
f

αf = 1, (A.6)

∑
b

αf,b = 1, (A.7)

∑
c

αf,b,c = 1. (A.8)

In the case where all devices use the same BW and CR, the above optimization

problem results in the following ratios (Equation A.9 1), which are the fair ratios

of using each SF.

αf = f

2f /
12∑
i=7

i

2i . (A.9)

Consequently, in the case of using different BWs but the same CR, the fair ratios

result in the following equation (Equation A.10).

αf,b = b/
∑

j=BWs

j, (A.10)

where BWs in the equation indicates the BWs used in the network. For example,

if 125KHz and 250KHz BWs are used, then
∑
j=BWs j = 375000. In a similar

manner, Equation A.11 shows the impact of using different CRs.

αf,b,c = c/
∑

k=CRs
k. (A.11)

Combining Equations A.9, A.10, and A.11 yields Equation A.12, which shows

1This equation was first presented in [RMP17]
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Table A.1: Fair Data Rate Ratios
Data Rates Configurations Fair Ratios
0 SF12/BW125KHz/CR1/2 0.024
1 SF11/BW125KHz/CR1/2 0.044
2 SF10/BW125KHz/CR1/2 0.08
3 SF9/BW125KHz/CR1/2 0.144
4 SF8/BW125KHz/CR1/2 0.257
5 SF7/BW125KHz/CR1/2 0.15
6 SF7/BW250KHz/CR1/2 0.3

the fair ratios of deploying each DR.

αd = fbc

2f /(
12∑
i=7

i

2i
∑

j=BWs

j
∑

k=CRs
k) (A.12)

In LoRaWAN, the SF f ranges from 7 to 12. The BW b options are 125KHz, and

250KHz, and the typical CR c value used is 1/2. In this case, Table A.1 shows

the fair ratios of deploying each DR based on Equation A.12.
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Appendix B

Structure of Messages Used in FREE

(a) Join-request Message

(b) Join-accept Message

(c) DCSettings Field Format

(d) FSettings Message

Figure B.1: Fields of Join-request, Join-accept, and FSettings messages

Figure B.1 shows the message structures of join-request, join-accept, and FSet-
tings messages, which are used in the joining and synchronization phase as il-

lustrated in Section 5.2.2. The first three fields of the join-request message have

the same meaning as in a standard LoRaWAN join-request message. Similarly,

the first four fields of the join-accept message have the same meaning as in a

standard LoRaWAN join-accept message. However, the DCSetting field is added

to let the gateway control the transmission parameters of each device. The for-
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B. STRUCTURE OF MESSAGES USED IN FREE

mat of this field is depicted in Figure B.1c, which consists of DataRate, TxPower,
ChMask, SlotFrame, and Secondstage subfields. The first three subfields are used

to control the data rate, transmission output power, and the uplink channels and

are following the same format as in the LoRaWAN LinkADRReq Mac Command.

Finally, PcktSizes, Guards and FrameLends of the FSettings message are decoded

in a way where the most significant byte in each field corresponds to spreading

factor 7, the following byte to spreading factor 8 and so on.
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