
Title A black widow population dissection through HiPERCAM
multiband light-curve modelling

Authors Mata Sánchez, D.;Kennedy, Mark R.;Clark, C. J.;Breton, R.
P.;Dhillon, V. S.;Voisin, G.;Camilo, F.;Littlefair, S.;Marsh, T. R.

Publication date 2023-01-19

Original Citation Mata Sánchez, D., Kennedy, M. R., Clark, C. J., Breton, R. P.,
Dhillon, V. S., Voisin, G., Camilo, F., Littlefair, S., Marsh, T. R. and
Stringer, J. (2023) 'A black widow population dissection through
HiPERCAM multiband light-curve modelling', Monthly Notices
of the Royal Astronomical Society, 520(2), pp.2217-2244. doi:
10.1093/mnras/stad203

Type of publication Article (peer-reviewed)

Link to publisher's
version

10.1093/mnras/stad203

Rights © 2023, the Authors. Published by Oxford University Press on
behalf of Royal Astronomical Society. This is a pre-copyedited,
author-produced PDF of an article accepted for publication in
Monthly Notices of the Royal Astronomical Society, following peer
review. The version of record [Mata Sánchez, D., Kennedy, M.
R., Clark, C. J., Breton, R. P., Dhillon, V. S., Voisin, G., Camilo, F.,
Littlefair, S., Marsh, T. R. and Stringer, J. (2023) 'A black widow
population dissection through HiPERCAM multiband light-curve
modelling', Monthly Notices of the Royal Astronomical Society,
520(2), pp.2217-2244. doi: 10.1093/mnras/stad203] is available
online at: https://doi.org/10.1093/mnras/stad203

Download date 2024-05-09 23:53:53

Item downloaded
from

https://hdl.handle.net/10468/15221

https://hdl.handle.net/10468/15221




MNRAS 000, 1–21 (2022) Preprint 19 January 2023 Compiled using MNRAS LATEX style file v3.0

A black widow population dissection through HiPERCAM
multi-band light curve modelling

D. Mata Sánchez1,2,3★, M. R. Kennedy1,4, C. J. Clark1,5,6, R. P. Breton1,
V. S. Dhillon2,7, G. Voisin8,1, F. Camilo9, S. Littlefair7, T. R. Marsh10, J. Stringer1
1Jodrell Bank Centre for Astrophysics, Department of Physics and Astronomy, University of Manchester, Manchester M13 9PL, UK
2Instituto de Astrofísica de Canarias, E-38205 La Laguna, Tenerife, Spain
3Departamento de astrofísica, Universidad de La Laguna, E-38206 La Laguna, Tenerife, Spain
4 Department of Physics, University College Cork, Cork T12 ND89, Ireland
5 Max Planck Institute for Gravitational Physics (Albert Einstein Institute), Hannover, Callinstraße 38, D-30167 Hannover, Germany
6 Leibniz Universität Hannover, 30167 Hannover, Germany
7Department of Physics and Astronomy, University of Sheffield, Sheffield S3 7RH, UK
8LUTH, Observatoire de Paris, PSL Research University, CNRS, 5 place Jules Janssen, 92195 Meudon, France
9South African Radio Astronomy Observatory, 2 Fir Street, Observatory 7925, South Africa
10Department of Physics, University of Warwick, Gibbet Hill Road, Coventry CV4 7AL, UK

Accepted 2023 January 17. Received 2022 September 12; in original form 2022 August 01

ABSTRACT

Black widows are extreme millisecond pulsar binaries where the pulsar wind ablates their
low-mass companion stars. In the optical range, their light curves vary periodically due to
the high irradiation and tidal distortion of the companion, which allows us to infer the binary
parameters. We present simultaneous multi-band observations obtained with the HIPERCAM
instrument at the 10.4-m GTC telescope for six of these systems. The combination of this five-
band (𝑢𝑠𝑔𝑠𝑟𝑠𝑖𝑠𝑧𝑠) fast photometer with the world’s largest optical telescope enables us to in-
spect the light curve range nearminima.We present the first light curve for PSR J1641+8049, as
well as attain a significant increase in signal-to-noise and cadence comparedwith previous pub-
lications for the remaining 5 targets: PSR J0023+0923, PSR J0251+2606, PSR J0636+5129,
PSR J0952−0607 and PSR J1544+4937. We report on the results of the light curve modelling
with the Icarus code for all six systems, which reveals some of the hottest and densest com-
panion stars known. We compare the parameters derived with the limited but steadily growing
black widow population for which optical modelling is available. We find some expected
correlations, such as that between the companion star mean density and the orbital period of
the system, which can be attributed to the high number of Roche-lobe filling companions.
On the other hand, the positive correlation between the orbital inclination and the irradiation
temperature of the companion is puzzling.We propose such a correlation would arise if pulsars
with magnetic axis orthogonal to their spin axis are capable of irradiating their companions to
a higher degree.

Key words: stars: neutron – pulsars: individual: PSR J0023+0923, PSR J0251+2606,
PSR J0636+5129, PSR J0952−0607, PSR J1544+4937, PSR J1641+8049

1 INTRODUCTION

The study of rapidly rotating neutron stars (millisecond pulsars,
MSPs) in binary star systems allows us to address some of the most
important questions related to these compact objects, such as how
neutron stars are spun up to millisecond periods, or what the max-
imum mass of a neutron star can be. Depending on the nature of
the companion star, the evolutionary history of the binary system

★ E-mail: matasanchez.astronomy@gmail.com

can be dramatically different (see, e.g., Tauris & van den Heuvel
2006). This is particularly true of the “black widow” (BW) and
“redback” (RB) systems, where the neutron star primary is ablating
either an ultra-low mass degenerate companion (𝑀c ∼ 0.01 M�;
BWs; Fruchter et al. 1988) or a low mass semi-degenerate compan-
ion (0.1 . 𝑀c . 0.5 M�; RBs; Roberts 2011). While the radio
emission of these sources is driven by the pulsar, the optical light
curves are dominated by the secondary star, often showing peri-
odic modulations: at twice the orbital frequency due to the orbital
motion of the tidally distorted companion (ellipsoidal modulation),

© 2022 The Authors
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2 D. Mata Sánchez et al.

and/or at the orbital frequency due to the changing viewing angle of
the severely heated inner facing hemisphere of the secondary star
(the “day-time” side, irradiated by the pulsar wind). As such, their
optical light curves are ideal for high precision modelling. They
solve the degeneracies left by pulsar timing in the orbital solution
concerning inclination and component masses, as well as allows us
to study the companion’s characteristics and its interaction with the
pulsar wind (see, e.g., Breton et al. 2013).

The currently known population of Galactic spiders consists
of ∼ 20 RBs and ∼ 30 BWs (see, e.g., Strader et al. 2019 and
Draghis et al. 2019 for reviews on RBs and BWs, respectively).
Among them, the fastest spinning MSPs (Bassa et al. 2017; Hessels
et al. 2006) and some of the most massive neutron stars (e.g. van
Kerkwĳk et al. 2011; Linares et al. 2018) have been found. These
are just a few of the many remarkable properties exhibited by this
population, which include long-lasting radio eclipses (e.g. Polzin
et al. 2020), gamma-ray pulsations (e.g. Nieder et al. 2019), and
the discovery of systems transitioning between a pulsar state and an
accretion state among the RB kind (transitional MSPs, Archibald
et al. 2009). In this work, we will focus on the BW subclass, which
due to their intrinsically fainter companions require state-of-the-art
instruments mounted on the largest telescopes to be characterised.

2 SYSTEMS INCLUDED IN THE STUDY

We present high-time resolution, multi-band photometry of 6 BWs,
obtained using the HiPERCAM instrument (Dhillon et al. 2016,
2021) mounted on the 10.4m Gran Telescopio Canarias (GTC, La
Palma, Spain). The main limitation of the study on all of these
sources is the quality of their optical light curves, particularly close
to minimum light, where they all fade below 26 mag in SDSS-𝑔′.
Such a faint magnitude at the orbital minimum makes it impossi-
ble to obtain phase-resolved spectroscopy, and hampers light curve
modelling, as often the determination of the temperature of the cool
side of the star requires a detection at this phase (see, e.g., Figure
3 of Kaplan et al. 2018). Table 1 summaries the known binary pa-
rameters from radio and 𝛾-ray observations of each target. Below
is a description of these sources, reviewing some of their unique
properties.

2.1 PSR J0023+0923

First discovered as a radio pulsar in a targeted search of unidentified
Fermi point-like sources (Hessels et al. 2011), PSR J0023+0923was
later also found to be a 𝛾-ray pulsar (Abdo et al. 2013). In spite of the
non-detection of radio eclipses (e.g., Bak Nielsen et al. 2020), the
inferred lower limit to the companion star mass (𝑀c > 0.017 M�)
led to its classification as a potential BW. The optical counterpart
to PSR J0023+0923 was first reported by Breton et al. (2013), and
modelling of their sparsely-sampled optical light curve suggested
the companion may be significantly under-filling its Roche lobe,
with a volume-averaged filling factor of 𝑓VA = 0.3 ± 0.3 (defined
as the ratio of volumes of the companion star to that of the Roche
lobe; see Fig. 10 in Stringer et al. 2021). The optical counterpart is
very faint, with a peak SDSS 𝑖′/𝑔′ magnitude of 21.7/23.4. A more
recent work (Draghis et al. 2019) combining previously published
photometry with additional 𝑖-band observations led them to propose
a different solution, favouring a higher filling factor ( 𝑓VA = 0.72 ±
0.04), as well as to suggest the presence of a feature in the light
curve associated with a potential intrabinary shock (IBS; see, e.g.,
Romani & Sanchez 2016).

2.2 PSR J0251+2606

Like PSR J0023+0923, PSR J0251+2606was discovered in a search
of unidentified Fermi point-like sources (Cromartie et al. 2016),
while its ephemeris was further refined by Deneva et al. (2021),
which also reported on radio eclipses. A recently published work
(Draghis et al. 2019) showed the light curve of the optical coun-
terpart of this system, but their limited phase coverage hampered
precise light curve modelling. In particular, they estimated a sub-
stantially larger distance (𝑑 = 2.3 kpc) to the system compared to
that (𝑑 = 1.17 kpc) estimated from the radio dispersion measure
(DM) and the YMW16 Galactic electron density model (Yao et al.
2017).

2.3 PSR J0636+5129

PSR J0636+5129 was first discovered in the Green Bank North Ce-
lestial Cap Pulsar survey (Stovall et al. 2014). The pulsar is notable
as it has the fourth shortest known orbital period for a pulsar in a bi-
nary. Recently, two studies relating to the optical counterpart of the
pulsar were published: Draghis & Romani (2018) and Kaplan et al.
(2018). In these papers, the authors confirm that the system belongs
to the BW class and find that the lower limit to the companion mass
is 𝑀c > 0.01 M� , in spite of the non-detection of radio eclipsing
features. Both studies also find that the inclination of the system
must be relatively low, with Draghis & Romani (2018) proposing a
limit of 𝑖 < 40°and Kaplan et al. (2018) favouring 𝑖 ∼ 24 ± 4°. The
discrepancy here arises from the inclusion of an IBS component in
the study performed by Draghis & Romani (2018).

Kaplan et al. (2018) noticed that, due to its particularly small
𝑃orb = 1.6 h, PSR J0636+5129 companion may be unusually dense
for a BW system, with a lower limit on the companion density of 43
g cm−3. This density implies that the secondary may be the remnant
of a helium white dwarf, and that the system was an ultracompact
X-ray binary where the MSP was accreting from the white dwarf
companion before becoming a BW. Such an evolutionary scenario
has been explored in detail in recent years (Deloye & Bildsten 2003;
van Haaften et al. 2012a; Sengar et al. 2017) and used to explain
the existence of the planet around PSR J1719−1438 (van Haaften
et al. 2012b).

2.4 PSR J0952−0607

The BW PSR J0952−0607 is the second fastest spinning MSP
(Bassa et al. 2017). While no radio eclipses were detected, this
study also identified the faint optical counterpart of the system,
with the companion peaking at 22.2 mag in SDSS 𝑟 ′. As with
PSR J0023+0923, model fitting to the sparsely-sampled single-band
optical light curve suggested that the companion may be underfill-
ing its Roche lobe, with 𝑓 ∼ 0.5. A more recent study (Nieder
et al. 2019) detected and performed a timing model of gamma-ray
pulsations from this system, as well as presented new photometric
observations of its optical counterpart that led to a higher filling fac-
tor ( 𝑓 ∼ 0.88). We include in the present work a re-analysis of the
HiPERCAMandULTRACAMmulti-band light curves presented in
the aforementioned paper, systemically applying the same analysis
performed for all sources in this work and attempting to improve
on the data reduction for the redder bands, which are affected by
fringing issues.

MNRAS 000, 1–21 (2022)



HiPERCAM observations of black widows 3

Table 1. Summary of the properties of the BW systems in this study derived only from radio observations. This includes the pulsar’s projected semi-major axis
(𝑥, reported in light-seconds), spin period (Pspin), proper motion (`), spin-down luminosity ( ¤|𝐸 |, before the Shklovskii correction; see Sec. 5.1) and orbital
period (Porb). The minimum companion mass (M𝑐,min) comes from assuming a binary inclination of 90° and a neutron star mass of 1.4 M� . We also inform
about previous detections of radio eclipses.

Target 𝑥 𝑃spin ` ¤|𝐸 | 𝑃orb 𝑀𝑐,min Eclipses References
(lts) (ms) (m.a.s yr−1) (1034erg s−1) (hr) (M�)

PSR J0023+0923 0.035 3.05 13.88 ± 0.10 1.6 3.33 0.017 N Hessels et al. (2011); Bak Nielsen et al. (2020)
PSR J0251+2606 0.066 2.54 17 ± 3 1.8 4.86 0.025 Y Cromartie et al. (2016); Deneva et al. (2021)
PSR J0636+5129 0.009 2.87 3.63 ± 0.07 0.6 1.60 0.010 N Stovall et al. (2014); Alam et al. (2021)
PSR J0952−0607 0.063 1.41 − 6.7 6.42 0.019 N Bassa et al. (2017); Nieder et al. (2019)
PSR J1544+4937 0.033 2.16 − 1.2 2.9 0.017 Y Bhattacharyya et al. (2013)
PSR J1641+8049 0.064 2.02 39 ± 3 4.3 2.18 0.041 Y Stovall et al. (2014),Lynch et al. (2018)

2.5 PSR J1544+4937

PSR J1544+4937 was first identified as an eclipsing BW pulsar
using the Giant Metrewave Radio Telescope (Bhattacharyya et al.
2013). It shows deep radio eclipses at 322 MHz, with the eclipse
depth decreasing at increasing frequencies (at 607 MHz the pulsar
is still visible during the eclipse seen at shorter frequencies, albeit
with a reduced pulse amplitude).

The optical companion to the system was discovered by Tang
et al. (2014) and has a g band magnitude of ∼ 24.8 at max and
∼ 26.8 at min. From modelling their optical data, Tang et al. (2014)
concluded that standard pulsar heating models do not match the
observed light curve, with better results arising when models which
contain asymmetric spots on the secondary star’s surface are used.
They also find that the secondary star is likely underfilling its Roche
lobe and propose that the companion is either a hydrogen brown
dwarf or the remnant core of a helium/carbon white dwarf, depend-
ing on the exact distance to the object. As with PSR J0636+5129,
such a difference in the companion’s interior structure has a pro-
found implication for the system evolutionary history, with a hy-
drogen brown dwarf companion likely meaning that the system has
evolved from a low mass X-ray binary state, while a helium/carbon
core suggests the system may have evolved from an ultracompact
X-ray binary system.

2.6 PSR J1641+8049

The discovery of PSR J1641+8049 as an eclipsing radio pulsar
within a binary system comes from Stovall et al. (2014). Its char-
acterisation was further refined in Lynch et al. (2018), who also
identified the optical counterpart and reported a peak SDSS 𝑖′ mag-
nitude of 21.6. No further optical studies have been performed on
this target until now.

3 OBSERVATIONS AND DATA REDUCTION

Weobserved all the above systems using the quintuple-beam camera
HiPERCAM (Dhillon et al. 2016, 2018, 2021) mounted on the
Folded Cassegrain focus of the 10.4m Gran Telescopio Canarias
(La Palma). HiPERCAM uses higher-throughput versions of the
SDSS filter set (Doi et al. 2010), which we refer to as Super-SDSS
filters: 𝑢𝑠 , 𝑔𝑠 , 𝑟𝑠 , 𝑖𝑠 , and 𝑧𝑠 . The dead time between each frame is
0.008 s, and each HiPERCAM frame is time-stamped to an absolute
accuracy of tens of microseconds using a dedicated GPS system.
The unbinned pixel scale of this instrument is 0.08′′/pix.

The data were reduced using the HiPERCAM data reduction

pipeline (Dhillon et al. 2018). All frames were first de-biased and
then flat-fielded, the latter using the median of twilight sky frames
taken with the telescope dithering. The 𝑖𝑠 and 𝑧𝑠-band frames were
corrected for fringing by subtracting a scaled fringe frame con-
structed from deep, dithered images of the night sky. Photometric
extraction of the light curves was performed using two extraction
algorithms, which were applied to each dataset in parallel and their
results compared in order to assess their performance and to avoid
potential artefacts associated with each particular method. First, an
optimal photometry algorithm (Naylor 1998) was used to extract
the counts from each target, as well as multiple comparison stars.
The object aperture extraction radii were set to 1.4 times the full-
width-at-half-maximum (FWHM) of the fitted point spread func-
tion (PSF), which maximized the signal-to-noise ratio (SNR) of the
extracted light curve. Second, a curve-of-growth algorithm (CoG
hereafter, Howell 1990) was also employed to extract the counts
both from the target and the same comparison stars. We considered
aperture radii from 0.6 to 2.0 times the FWHM, in steps of 0.05, and
picked for each case the aperture value maximizing the SNR of the
extracted light curve. The aperture position of the targets relative to
one of the nearby comparison stars was determined from a sum of all
the images, and this offset was then held fixed during the reduction
to avoid aperture centroiding problems. The effect of atmospheric
refraction on the relative aperture positions is negligible due to the
similarity in colour between the target and comparison stars and
the fact that our observations on each night were approximately
centred on meridian transit whenever it was feasible. The sky level
was determined from a clipped mean of the counts in an annulus
surrounding the target stars and subtracted from the object counts.

The instrumental magnitudes of comparison stars were used to
remove the effects of varying transparency through “ensemble pho-
tometry” (Honeycutt 1992). Absolute calibration of the photomeric
light curves was performed using the reported magnitudes for the
comparison stars in PanSTARRS catalogue (𝑔′,𝑟 ′,𝑖′,𝑧′, Chambers
et al. 2016) and SDSS catalogue (𝑢′, Ahumada et al. 2019). For
those fields where there was no reliable comparison star calibra-
tions in the aforementioned catalogues, we employed instead the
flux standard for each night. We note that the colour terms for the
conversion between the HiPERCAM Super SDSS filters (𝑢𝑠 , 𝑔𝑠 ,
𝑟𝑠 , 𝑖𝑠 , 𝑧𝑠) and their regular SDSS counterparts (𝑢′, 𝑔′, 𝑟 ′, 𝑖′, 𝑧′)
is still not available (Brown et al., in preparation), but given the
common wavelength cut-offs for all pairs of filters, we do not ex-
pect large correction terms. As such, and for the only purpose of
magnitude calibration, we will consider that both sets of filters are
equivalent. Small potential deviations from this assumption should
be further attenuated during the light curve modelling through the

MNRAS 000, 1–21 (2022)



4 D. Mata Sánchez et al.

consideration of small calibration offsets between nights (see Sec.
4).

Table 2 summarises the observational conditions for each ob-
ject, while below we note any peculiarities encountered during data
acquisition for each object.

3.1 PSR J0023+0923

There were no useful 𝑟𝑠 or 𝑖𝑠 data from 2019-09-03 due to internal
reflection issues with the 𝑟𝑠 CCD and a fault with the 𝑖𝑠 CCD at
this time. Due to poor weather conditions, no flat field frames were
taken on 2019-08-26 or 2019-08-27. As such, all observations were
flat fielded using data taken on 2019-09-03.

The data were reduced in the standard manner previously
described for HiPERCAM data. We extracted the counts from
PSR J0023+0923 and 7 additional stars. One of these compari-
son stars, (PanSTARRS119250058165357172) which lies 36.31 ′′

to the south-west of the target, was used as the reference for the
PSF fits. The presence of a field star located 1.7′′north-east from
the target led us to restrict the aperture size used for extracting the
source flux to a radius lower than 12 unbinned pixels (equivalent
to 0.96′′), in an attempt to limit the contamination by the inter-
loper. Given the limited coverage in orbital phase attained with the
HiPERCAM observations, we include in this paper complementary
observations performed with the high-speed imaging photometer
ULTRACAM (Dhillon et al. 2007) installed on the 3.5m New Tech-
nology Telescope (NTT) at La Silla observatory (Chile). All data
were flat fielded using data taken on the same night. A compari-
son star (PanSTARRS119250058117667419) lying 44.88′′ to the
south-west of the target was used as the reference for the PSF fits.
Due to the lower spatial resolution of ULTRACAM and in order
to avoid contamination from the interloper star, we restricted the
aperture size to be smaller than 3 unbinned pixels (0.9′′), a similar
limit to that imposed on the HiPERCAM data.

3.2 PSR J0251+2606

Observations of the SDSS standards SA 97−249, SA 98−685 and
Wolf 1346 (Smith et al. 2002) were obtained to flux calibrate the
data. The sky flats from the night 2019-01-13 were employed to re-
duce both this and the previous night of data, while flats from 2019-
09-06 were employed to reduce 2019-09-06 and 2019-09-07. We
extracted the counts from PSR J0952−0607 and six additional stars
(four stars in 𝑢𝑠 due to the lower number of bright sources). One of
these comparison stars (PanSTARRS 100661480356261625)which
lies 27.23′′ to the north-east of the target was used as the reference
for the PSF fits.

3.3 PSR J0636+5129

3.3.1 Optical

Observations of the SDSS standards SA 97−249 and SA98−685
(Smith et al. 2002) were obtained to flux calibrate
the data. We extracted the counts from PSR J0636+5129
and five additional stars. One of these comparison stars
(PanSTARRS 169780990357687253)which lies 40.2′′ to the north-
east of the target was used as the reference for the PSF fits.

3.3.2 Archival Infrared observations

There are archival 𝐾𝑠 and 𝐻 band observations of PSR J0636+5129
taken using NIRC2+AO by the Keck telescope from 2013 March 1,
which were used in the modelling performed by Draghis & Romani
(2018). There are a total of 27 𝐻 band frames and 28 𝐾𝑠 frames,
with an exposure time of 60 s per frame. We reduced the data
in a similar manner to Draghis & Romani (2018), and used the
same star (2MASS J06360673+5129070) for flux calibration. The
fringing pattern in each image was removed by creating a fringe
frame, which is possible due to the dithering performed throughout
the observations, with the telescope position shifting every 3 frames.

3.4 PSR J0952−0607

Observations of the SDSS standards SA 97−249 and SA98−685
(Smith et al. 2002) were obtained to flux calibrate the data. Given
the absence of sky flats on 2019-01-12, the sky flats from the night
2019-01-13 were employed to reduce both nights of data. We fol-
lowed the standard approach previously described to reduce the
data, with care given to the 𝑖𝑠 and 𝑧𝑠 bands which were partic-
ularly affected by fringing effects. We extracted the counts from
PSR J0952−0607 and six additional stars (four stars in 𝑢𝑠 due
to the lower number of bright sources). One of these comparison
stars (PanSTARRS 100661480356261625) which lies 27.23′′ to the
north-east of the target was used as the reference for the PSF fits.

We complemented these observations with ULTRACAM
data, which were reduced in the standard manner previously
described for HiPERCAM data. We extracted the counts from
PSR J0952−0607 and 7 additional stars. One of these compari-
son stars (PanSTARRS 100641480265886119) which lies 34.99′′
to the south-west of the target was used as the reference for the
PSF fits. We used the 𝑢-band calibrated stars in the field of view
of the previous HIPERCAM observations to consistently calibrate
the zero point in this band for ULTRACAM data, following Nieder
et al. (2019).

3.5 PSR J1544+4937

Observations of the SDSS standard Ru 152 (Smith et al. 2002) were
obtained to flux calibrate the data. Given the absence of sky flats on
2018-04-17, the sky flats from the night 2018-04-18 were employed
to reduce both nights of data. Following the previously described
reduction process, we extracted the photometric light curves from
PSR J1641+8049 and 8 additional stars. One of these comparison
stars (PanSTARRS 167562360257982793) which lies 20.04′′ to the
north-east of the target was used as the reference for the PSF fits.

3.6 PSR J1641+8049

Observations of the SDSS standards Ross 106 and G163−50 (Smith
et al. 2002) were obtained on 2019-06-03 to flux calibrate the
data. Due to the lack of sky flats obtained during the same night
of the observations, we employed the set of twilight sky expo-
sures obtained on 2019-06-06. Following the previously described
reduction process, we extract the photometric light curves from
PSR J1641+8049 and 6 additional stars. One of these comparison
stars (PanSTARRS 205002502413513472) which lies 56.68′′ to the
north-west of the target was used as the reference for the PSF fits.

MNRAS 000, 1–21 (2022)



HiPERCAM observations of black widows 5

Table 2. Details of the observations. Because each filter in HIPERCAM and ULTRACAM corresponds to a separate CCD, it is possible to read out different
filters with integer multiples of the exposure time. This information is given in the readout column. For example, a readout mode of 2,2,2,1,1 with an exposure
time of 10 s means the 𝑢𝑠 , 𝑔𝑠 , and 𝑟𝑠 filters had effective exposure times of 20s, while 𝑖𝑠 and 𝑧𝑠 were 10 seconds.

Target Date Duration Exposure Readout Binning seeing
(UTC) (hr) Time (s) (𝑢𝑠 , 𝑔𝑠 , 𝑟𝑠 , 𝑖𝑠 , 𝑧𝑠) (pixels) (′′)

HIPERCAM

PSR J0023+0923 2019-08-26 0.8 30 s 1,1,1,1,1 4×4 1.0
2019-08-27 0.8 30 s 1,1,1,1,1 4×4 0.9
2019-09-03 1.0 30 s 1,1,1,1,1 1×1 0.9

PSR J0251+2606 2019-01-12 0.6 30 s 2,2,2,1,1 4×4 0.8-1.2
2019-01-13 1.1 30 s 2,2,2,1,1 4×4 1.2-3.0
2019-09-06 2.35 30 s 2,2,1,1,1 4×4 0.8-1.2
2019-09-07 1.2 30 s 2,2,1,1,1 4×4 0.8-1.2

PSR J0636+5129 2018-11-14 2.9 30 s 2,1,1,1,1 4×4 0.9-1.6
2019-01-12 1.6 30 s 2,1,1,1,1 4×4 0.8

PSR J0952−0607 2019-01-12 0.94 30 s 2,2,2,1,1 4×4 0.8-1.4
2019-01-13 2.10 30 s 2,2,2,1,1 4×4 1.2-3.0

PSR J1544+4937 2018-04-17 3.5 60 s 2,2,2,1,1 4×4 0.8-1.2
2018-04-18 2.8 60 s 2,2,2,1,1 4×4 0.8-2.2

PSR J1641+8049 2019-06-05 3.08 30 s 2,2,2,1,1 3×3 1.0-1.6

ULTRACAM

PSR J0023+0923 2016-08-25 3.2 4.5 s 3,1,–,1,– 2×2 0.9-1.5
PSR J0952−0607 2018-06-03 2.88 20 s 3,1,–,1,– 1×1 0.9-2.0

2018-06-04 2.17 20 s 3,1,–,1,– 1×1 1.4-2.5
2019-03-02 2.75 10 s 3,1,–,1,– 1×1 0.8-1.4
2019-03-03 4.19 10 s 3,1,–,1,– 1×1 1.5-2.5

4 MODELLING

We performed an independent analysis of each BW. The light curves
in each of the optical bands for a given source were modelled simul-
taneously using the Icarus software package (Breton et al. 2012).
The Göttingen Spectral Library1 (Husser et al. 2013) produced by
the phoenix (Hauschildt et al. 1999) stellar atmosphere code was
used to construct a photometric grid of synthetic atmospheremodels
with solar metallicity using built in Icarus routines and the corre-
sponding transmission filters (Dhillon et al. 2007, 2021), which
have been used in previous works (see, e.g., Clark et al. 2021). We
decided to employ these instead of the ATLAS atmosphere models
considered in other, recent works (e.g. Stringer et al. 2021) due to
the former reaching a lower range of temperatures, which is critical
for the modelling of BWs. They cover a range in temperatures of
𝑇eff = 3000 − 15000K and surface gravity of log 𝑔 = 2.5 − 5.5.
The grids are extrapolated beyond this range if required. While this
can introduce significant errors (especially since cooler stars tend
to have strong molecular features in their spectra which are not in-
cluded in phoenix), we find this appropriate as long as the majority
of the surface elements on the star’s surface are above the minimum
temperature of the grid.

We used the Multinest (Feroz & Hobson 2008; Feroz et al.
2009, 2013) nested sampling algorithm to explore the parameter
space. The binary mass function 𝑓 (𝑀psr) = 𝑀psr sin3 𝑖/(1+1/𝑞)2 =
𝑞3𝑥34𝜋2/𝐺𝑃2orb links the pulsar mass 𝑀psr to the binary orbital
period 𝑃orb, inclination angle 𝑖, mass ratio 𝑞 (defined as 𝑀psr/𝑀c,
where 𝑀c is the companion star mass), and pulsar’s projected semi-
major axis 𝑥 = 𝑎1 sin 𝑖. The pulsar’s timing ephemeris provides
extremely precise measurements of 𝑃orb and 𝑥. We therefore fit

1 http://phoenix.astro.physik.uni-goettingen.de

for 𝑀psr and 𝑖, and derived the mass ratio 𝑞 at each point accord-
ingly. From these parameters, Icarus generates a star whose surface
follows an equipotential surface within its Roche lobe. The stellar
radius is parametrised by its Roche lobe filling factor, 𝑓 , defined
as the ratio between the distances to the star’s “nose” (𝑟0) and the
L1 Lagrange point from the companion star’s centre of mass. The
star’s surface temperature is parametrised by the “base” temper-
ature, 𝑇base, defined as the temperature of the star before gravity
darkening is applied (for which we apply an index of 𝛽 = 0.08,
assuming the star has a convective envelope, Lucy 1967). All the
light curves presented in this work were fitted using the direct heat-
ing model (unless otherwise specified). This model assumes that
the temperature of a facet of the companion star is dependent only
on its base temperature and whatever irradiating flux is incident on
the facet from the pulsar. More complex models which allow for a
dependence on the temperature of neighbouring facets via diffusion
and convection also exist (Kandel et al. 2020; Voisin et al. 2020).
Related to this, the base temperature matches the so-called “night”
temperature of the companion (see, e.g., Breton et al. 2013) for the
direct heating models considered in this work, but it might differ if
diffusion and/or convection effects are included (Voisin et al. 2020).
The pulsar’s heating effect is quantified by the “irradiating” temper-
ature, 𝑇irr. This is defined such that a flux of 𝐹𝐻 = 𝜎𝑇4irr at the star’s
centre of mass (a distance 𝑎 from the pulsar, i.e. 𝐿irr = 4𝜋𝑎2𝜎𝑇4irr),
is immediately thermalised and re-radiated by the stellar surface. By
this definition, the hottest surface element on the star is that at its
nose, which has temperature 𝑇 = (𝑇4irr(𝑎/(𝑎 − 𝑟0))

2 + 𝑇4base)
1/4 (be-

fore applying gravity darkening). Additionally, we define the heating
efficiency as 𝜖 = 𝐿irr/| ¤𝐸int |; being | ¤𝐸int | the intrinsic spin-down lu-
minosity of the pulsar (see Sec. 5.1). We also fit for interstellar
extinction and reddening, parameterised by the 𝐸(𝑔 − 𝑟) of Green
et al. (2018), which is scaled to each of our filter bands using the co-
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efficients given therein for PanSTARRS filter bands. At each point
in the nested sampling, the model light curve is computed, and the
resulting chi-squared log-likelihood provided toMultinest.

The flux density light curves with the best fit model to each
system, aswell as the residuals from the fit are compiled inAppendix
B. The resulting corner plots frommodelling each system are shown
in Appendix C, and the best-fitting parameters are reported in Table
3.

4.1 Priors

The assumed priors for each modelled parameter vary from system
to system, reflecting the different prior knowledge for each of them.
The following is a general description of the priors that will be
applied by default to all the systems, while any particularities will
be discussed in the following dedicated subsections.

We assume uniform priors on all parameters, except for the
distance, extinction and binary inclination angle, unless otherwise
stated. The inclination is drawn from a prior that is uniform in
cos 𝑖, which implies an isotropic distribution of orbital axes after
accounting for projection effects on the sky plane, and implies that
edge-on orbits are more likely a priori.

Regarding the distance prior, we consider a few different cases
below. For those systems with a measured timing parallax, we
adopted a prior using a Gaussian likelihood for the parallax. We
also consider constraints on the distance inferred from the pop-
ulation of known binary MSPs in the Galaxy. In particular, we
use the Levin et al. (2013) model for the density of MSPs in the
Galactic field, which has a Gaussian profile in Galactic radius with
width 𝜎 = 4.5 kpc, and an exponential profile in height 𝑧 above
the Galactic plane, with scale height 𝑧 = 0.5 kpc. We multiply
the distance prior by the model density along the line-of-sight.
The transverse velocities of binary MSPs in the ATNF Pulsar Cat-
alogue can be approximated by an exponential distribution with
mean value of 100 km s−1. For those pulsars where proper motion
(`) has been measured, we additionally multiply the distance prior
by exp(−𝑣T/100 km s−1) (where 𝑣T = `𝑑 is the transverse veloc-
ity) to take this into account. If none of the above are available,
we include as a prior the observed dispersion measure (DM) after
converting to distance values using available electron density mod-
els (Yao et al. 2017). Given the higher uncertainty on the distance
derived from these models, we used a log-Gaussian prior around
the YMW16 DM distance, with the width parameter corresponding
to a fractional uncertainty of 45%, as estimated by YMW16.

For interstellar reddening and extinction, we used a Gaussian
prior for 𝐸(𝑔 − 𝑟) according to the dust maps presented in Green
et al. (2018). We always assume that this value does not change with
distance, as the extinction inGreen et al. (2018) plateaus above 1 kpc
in the line-of-sight of all our targets.

We also attempt to account for systematic uncertainties in the
zero point calibration of the photometric light curves by allowing
for a small offset between observations spread over different nights
during the modelling. We typically apply a maximum offset of
0.05mag in bands 𝑔𝑠 ,𝑟𝑠 ,𝑖𝑠 and 𝑧𝑠 . A slightly higher maximum
offset of 0.15mag is considered for the 𝑢𝑠 band, due to the absence
of 𝑢-band calibrated stars in the HiPERCAM field of view, which
leads us to rely on a single standard star for the zero point calibration.

4.2 Potential caveats during light curve modelling of spiders

The light curves presented in this work have been fitted with the
so-called direct heating model. This is the fundamental model at the

heart of most fits implemented in the literature to reproduce spider
light curves. Nevertheless, deviations from this model have been
discovered in some spider light curves, and as a consequence mod-
ifications have been developed to better describe the observations.
Perhaps the most common example is the detection of asymmetries
(e.g. Kandel et al. 2020; Stringer et al. 2021), typically attributed to
an emission enhancement from either the leading or trailing hemi-
sphere of the companion. More recently, the discovery of variable
spider light curves when comparing observations obtained months
or years apart (e.g. Stappers et al. 2001; Dhillon et al. 2022 and Cho
et al. 2018) have also been a subject of debate. These observational
features have been modelled following different approaches, includ-
ing hotspots in the companion star (e.g. Romani et al. 2016,Clark
et al. 2021), asymmetric heating by an IBS (Romani & Sanchez
2016), convection of heat over the companion surface (Kandel et al.
2020; Voisin et al. 2020), or modifications of the gravity dark-
ening law (Romani et al. 2021). Additionally, it is worth noting
that the atmosphere models employed in this work correspond to
solar metallicities, while some studies have suggested that highly
stripped BWs and RBs might require non-solar abundances in order
to fully describe their spectra (e.g., Kaplan et al. 2013; Shahbaz
et al. 2022). However, the effect of metallicity at cool temperatures
is not well characterised yet, specially for BWs, whichwould require
precise modelling of molecular species (not fully implemented in
the PHOENIX models employed in this work). Together with the
fact that most spider light-curve modelling has traditionally not ac-
counted for this possibility, we decided to not explore this avenue
in the present work, but alert the reader to be cautious of possible
systematic biases associated with these effects.

Some of the systems analysed in the current work have been
previously observed and analysed by other research groups. In some
cases, our analysis of these new sets of observations led to differ-
ent results, which we recognize could be due to a combination of
the aforementioned caveats (e.g., if the light curve of the system is
variable over time). For the remainder of this paper, and without
the intention of undermining the work performed by earlier authors,
we will adopt the fitting results presented in our work as long as
they have better statistics than previous attempts (evaluated via their
𝜒2/d.o.f.), which was always the case. We do so to have a set of six
different BWs, amounting to over a third of the characterised pop-
ulation, systematically analysed with the same set of instruments,
telescopes, and light curve fitting models; helping us to better con-
trol the impact of some of the previously described caveats in the
reported results.

4.3 PSR J0023+0923

We used the ephemeris for the system given by Arzoumanian et al.
(2018), which also allowed us to set priors on the distance from
both the proper motion and the timing parallax. We also set an
interstellar extinction Gaussian prior of 𝐸(𝑔−𝑟) = 0.14±0.03 from
the Green et al. (2018) dust maps. We decided to discard the 𝑢𝑠-
band light curve during the modelling due to the non-detection of
the source at any orbital phase, though we later confirmed that this
non-detection was consistent with the best-fit model. The 𝑧𝑠-band
of the HiPERCAM observations was affected by fringing issues
on some nights. Our attempts to correct the data from this effect
significantly improved the resulting light curve, particularly on the
first two nights of observations, but we nevertheless note that a
low amplitude fringing pattern was still detectable in the reduced
frames. The small calibration offsets allowed between each night,
discussed in the previous subsection, limit the influence of this
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Table 3. Best-fit values from the Multinest analysis of the data for the six BWs presented in this paper. The reported preferred values correspond to the
median, while 2.5% and 97.5% percentiles define the errors bars. If a parameter is pushing against the limits set by the priors, we report instead the 97.5%
upper or lower limit, accordingly. We also report the 𝜒2 and the number of degrees of freedom for each of these best fits as indicative of the fit quality (though
these do not include priors). We show separately parameters fitted by the model and those derived from the former. The reported 𝜖 value in this table includes
the Shklovskii correction on | ¤𝐸 | for all systems with transversal proper motion, with the exception of PSR J1641+8049 (see Sec. 5.1).

Parameter PSR J0023+0923 PSR J0251+2606 PSR J0636+5129 PSR J0952−0607 PSR J1544+4937 PSR J1641+8049

𝑞 59+10−11 30+7−3 89+10−16 61+12−8 61+13−11 30 ± 5
𝑖 (deg) 42+4−3 32.2+2.0−1.5 24.0 ± 1.0 56+5−4 47+7−4 57 ± 2
𝑓 0.36+0.18−0.13 0.60+0.07−0.06 > 0.95 0.87+0.02−0.03 > 0.96 > 0.95
𝑇base (K) 2780 ± 140 1090+200−50 1800+300−600 2300+300−1000 2870+180−160 3130 ± 160
𝑇irr (K) 4700 ± 200 3430 ± 70 4600+300−200 6200 ± 300 4730+150−140 8500 ± 500
𝑑 (kpc) 1.2+0.5−0.3 1.7+0.3−0.2 1.1+0.3−0.2 5.7+0.9−0.8 3.1+0.5−0.4 4.7 ± 0.6

𝜌c (g cm−3) 78+192−52 10+3−2 41.0+0.6−0.3 2.8 ± 0.1 12.67+0.19−0.12 23.11+0.17−0.12
𝜖 0.22+0.09−0.07 0.08+0.04−0.02 0.21+0.09−0.07 0.28+0.13−0.08 0.17+0.06−0.05 0.41+0.19−0.14
𝑀comp (𝑀�) 0.029+0.008−0.008 0.046+0.019−0.008 0.021+0.004−0.007 0.025+0.009−0.006 0.026+0.009−0.007 0.055+0.016−0.014

𝜒2/d.o.f. 4059.66/3585 2832.62/2089 2571.00/2144 10523.42/9201 933.28/809 1939.31/1827

effect on the modelling results. We used Icarus to model both
the optimal and CoG data reductions described in Sec. 3, and found
consistent best fitting parameterswithin the calculated uncertainties.
However, due to the limitations to aperture size by the presence of
an interloper star, the CoG reduction amounts to a fixed aperture
extraction. We will hereafter discuss only the optimal extraction
results for this system. We also compared the fitting results when
allowing for independent calibration offsets for each night of the
HiPERCAM data, as well as considering a single offset for the
whole dataset, and found consistent results, with the former showing
a better fit. The inclusion of ULTRACAM data in the modelling did
not significantly change the final results. We present in Figure 1
our best-fit results from the optimal data reduction, allowing for
individual night offsets, and fitting simultaneously the HiPERCAM
and ULTRACAM datasets.

Due to previous suggestions of an asymmetry being present
in the light curve of PSR J0023+0923 (Draghis et al. 2019), we
repeated the fit but including heat diffusion and uniform convection
profiles as described in Voisin et al. (2020). The best-fit parameters
obtained were consistent with those derived from the original direct
heating model, and it did not show any significant improvement
over the former (𝜒2/d.o.f. = 4059.64/3585).

4.3.1 System parameters

The best-fit distance for PSR J0023+0923 is consistent with the
timing parallax prior. A previous study of this system (Breton et al.
2013) reported a similar 𝑇base, a slightly lower 𝑇irr and 𝑖, and an
under-filled Roche lobe fully consistent with that obtained by our
modelling (which amounts to 𝑓VA = 0.50 ± 0.11 when using the
volume-average definition and 1𝜎 uncertainty). We note that the
small differences between these studies probably arise from a com-
bination of factors, such as different distance priors (as the timing
parallax was not known at the time of publication of the aforemen-
tioned work), as well as a much better sampled light curve in the
data presented in this paper.

However, further comparison with a more recent paper
(Draghis et al. 2019) shows remarkable discrepancies in the param-
eter values. In particular, they propose a much higher inclination
(𝑖 = 79 ± 13 deg) and filling factor ( 𝑓VA = 0.72 ± 0.04). Before dis-
cussing the potential origin of these discrepancies, we would like

to acknowledge once more all previous efforts to fit observations
of this and any other systems in our sample, and refer the reader
to Sec. 4.2 to be aware of known caveats potentially affecting light
curve analysis. Assuming that none of these caveats are to blame,
we propose the following as the origin of these discrepancies. First
and foremost, Draghis et al. (2019) did not set any prior on the
distance parameter. This led to their modelling preferring a distance
of 𝑑 = 2.23± 0.08 kpc, doubling the value from the timing parallax
reported in Arzoumanian et al. (2018) that we employ as a prior
for our models. While the parameter degeneracies prevent a precise
assessment of the influence of a larger distance in the remaining
fitted parameters, for the system to have the same observed flux, but
be twice as far away, would require the companion star to be much
larger so as to emit more light. Therefore, it would naturally explain
the larger filling factor they report. The effect on the inclination is
not as straightforward to assess due to the parameter degeneracy,
which we could not properly explore in their fits as they do not
provide the corner plot for this particular system. Additionally, it is
worth remarking that our light curves have a better sampling over
the orbital period than those of Draghis et al. (2019): we cover all
orbital phases with 3 simultaneous bands using ULTRACAM, and
complement it by providing photometry in five simultaneous opti-
cal bands of HiPERCAM data, which includes a clear detection at
minimum for the three redder bands. Our best-fit model produces
𝜒2/d.o.f. = 4059.66/3585, a clear improvement when compared
with the best previous attempt (𝜒2/d.o.f. = 335/62, which Draghis
et al. 2019 highlight as having the worst reduced 𝜒2 out of their
whole sample). Our results suggest that PSR J0023+0923 is one
of the most under-filled BWs known to date, only comparable with
PSR J2256−1024 (though the latter suffers from larger uncertainties
in the derived parameters, see Breton et al. 2013). The Roche-lobe
under-filling companion star proposed for PSR J0023+0923 is also
consistentwith both the non-detection of radio eclipses (BakNielsen
et al. 2020) and its nearly uniform X-ray light curve (Gentile et al.
2014).

4.4 PSR J0251+2606

The ephemeris for this radio eclipsing system was initially deter-
mined by Cromartie et al. (2016) and later refined by Deneva et al.
(2021). No timing parallax or proper motion has been reported for
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Figure 1. The best-fitting Icarus model for the optical light curve of PSR J0023+0923. Left and right panels correspond to HiPERCAM and ULTRACAM
observations, respectively. Dashed lines show the model light curve in each band, while solid curves show the same model but allowing for a small offset in the
band calibration so it best fits the data. Due to the simultaneous fit of all datasets, the dashed theoretical model remains the same, while the solid lines differ
by simply an offset in magnitude, which varies from night to night. Filled circles correspond to binned magnitudes in 200s stacks, while upper limits (i.e.,
measurements consistent with null flux at the 2𝜎 level) are marked as transparent arrows. Note that the fit was performed on the non-binned, flux density data.

PSR J0251+2606. The DM-derived distance value reported in the
former paper (𝑑 ∼ 1.17 kpc, based on Yao et al. 2017 models) was
used to set a broad prior on the distance.We also adopted a Gaussian
prior on the Galactic extinction of 𝐸(𝑔 − 𝑟) = 0.14 ± 0.02 (Green
et al. 2018).

As for PSR J0023+0923, we decided to discard the 𝑢𝑠-band
light curve during the modelling due to the non-detection of the
source at any orbital phase. To further justify this decision, we later
confirmed that this non-detection was consistent with the preferred
model. We also discarded frames with seeing above 2.3′′ or heavily
affected by fringing (even after our best efforts to correct from it),
as they introduce artefacts in the observed light curve. In these ex-
treme cases, fringing presents itself as an apparent variable excess
over the underlying light curve when the target passes on top of
a fringing stripe (due to telescope tracking errors), and affects the
redder bands while the bluer filters remain unaffected. The fact that
further observations at the same orbital phases but with negligible
fringing do not show any hint of such features led us to conclude
it is not intrinsic to the system. This affects the 𝑧𝑠-band light curve
of 2019-01-12 during maximum, as well as most of the 2019-01-13
night in the same band. We used Icarus to model both the optimal
and CoG data reductions previously described in Sec. 3. The results
obtained were consistent with each other within the uncertainties.
We will hereafter report the best-fit results (see Figure 2; also Fig-
ure C2), corresponding to the CoG reduction and allowing for small,
individual offsets per night.

4.4.1 System parameters

The distance derived from this model prefers a slightly larger value
than the DM prior, though still consistent within the reported un-
certainties. This could be explained if the local electron density in
the line of sight is different to that predicted by Yao et al. (2017). In
this regard, we note that allowing for calibration offsets larger than
0.05 mags during the modelling produces a smaller distance and a
slightly better 𝜒2/d.o.f., while the rest of the parameters remained
unchanged. However, we find that this fit systematically underesti-
mates the flux in all bands when compared with the observations,
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Figure 2. The best-fitting Icarus model for the HiPERCAM optical light
curve of PSR J0251+2606. The various lines are as described in Fig. 1.

mainly driven by the attempt to accommodate the distance prior.
Therefore, we will only consider hereafter the fit requiring smaller
offsets.

The temperatures favoured by the best-fitmodel are particularly
low, with 𝑇irr ∼ 3400K, only just above the atmosphere models’
lower limit. Expansion of the models to lower temperatures proved
to be challenging due to effects such as the increasing importance
of molecular bands when determining the optical emission. Our fit
clearly favours low base and irradiation temperatures for this system,
and therefore the best-fit parameters presented (in particular, 𝑇base)
should be taken with caution.

We can compare our results with the recently published work
from Draghis et al. (2019). In their paper, they present a light curve
only covering ∼ 40% of the orbit (close to the maximum), and
show best-fitting results remarkably different to those derived in
the present study. In particular, they favour a larger inclination
(52 ± 10 deg) and a close to Roche-lobe filling solution, at odds
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with the results presented here. In an attempt to reconcile both re-
sults, we binned our light curve and kept only a small range of
orbital phases to emulate the conditions of the Draghis et al. (2019)
dataset. Modelling of this data still favours a low inclination consis-
tent with the results from our original best-fit (mainly due to larger
error bars), but other parameters such as the filling factor appear
weakly constrained. Even though we could not reproduce their re-
sults (probably due to a combination of the difference in datasets,
as well as the different atmosphere models they employ for their
analysis), this test shows how incomplete phase coverage can bias
the modelling of BWs.

While the results presented here should be taken with caution
due to our model atmosphere limitations, our better sampling of
the light curve (with over 60 times the number of data points, and
covering ∼ 80% of the orbit) led to a better fit with 𝜒2/d.o.f. = 1.36
(compared with ∼ 40% orbital coverage and 𝜒2/d.o.f. = 2.25 from
Draghis et al. 2019). We nevertheless encourage further observa-
tions of the system, as well as extension of the model atmospheres
to lower temperatures, in order to better understand this BW.

4.5 PSR J0636+5129

The ephemeris for this system was obtained from Arzoumanian
et al. (2018) which also reported a constraint on the timing parallax
of𝜛 = 0.80±0.33mas. This provides a lower bound on the distance
that, togetherwith constraints inferred from the population of known
binary MSPs in the Galactic field and their transverse velocities, as
well as the total proper motion reported in the aforementioned work,
was incorporated in the prior for this parameter. The interstellar
extinction prior was implemented as usual from the dust map value
(Green et al. 2018) of 𝐸(𝑔 − 𝑟) = 0.08 ± 0.02.

As for PSR J0023+0923 and PSR J0251+2606, we decided to
discard the 𝑢𝑠-band light curve during the modelling due to the non-
detection of the source, and we later confirmed that it was consistent
with the preferred model. The available dataset for this source com-
prises 2 full orbits with HiPERCAM, as well as a sparsely-sampled
archival light curve in two near-infrared bands 𝐾𝑠 and 𝐻 (Draghis
& Romani 2018). The inclusion of the IR data made no statistical
difference to the fit from solely modelling the HiPERCAM data,
and resulted in the same binary parameters. We allowed for inde-
pendent, small offsets for each of the two nights of data, but also
checked that forcing a common offset produced consistent results.
We present below the results from the CoG reduction of the data, but
note that the optimal reduction also produced values consistent with
the best-fit parameters from the CoG case. We present in Figure 3
our best-fit results, as well as the corner plot from the modelling in
Figure C3 and the best-fitting parameters in Table 3.

4.5.1 System parameters

All the parameters derived in this work are in agreement with those
found in Kaplan et al. (2018).We are able to reduce the uncertainties
on most of the parameters: e.g. the inclination precision improved
by a factor of 3, while due to our coverage of the light curve during
optical minimum, we provide a tighter measurement of the base
temperature of the secondary star. The derived orbital inclination
of 𝑖 = 24 ± 1 deg is the lowest measured in a BW to date, in line
with the non-detection of radio eclipses on PSR J0636+5129. Only
the filling factor shows a slightly different result (but still remaining
consistent within 2𝜎): while they proposed a loosely constrained
𝑓 = 0.75 ± 0.20 (1𝜎), our model clearly favours a Roche-lobe
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Figure 3. The best-fitting Icarus model for the HiPERCAM optical light
curve of PSR J0636+5129. The various lines are as described in Fig. 1.

filling solution,which impacts the derived density for the companion
star. Stovall et al. (2014) found that the minimum density for the
companion should be 𝜌 ∼ 43 g cm−3. Kaplan et al. (2018) preferred
a much higher density due to their Roche lobe filling factor of 0.75,
but were consistent with the lower limit of 43 g cm−3 at the 3𝜎
level. We find that our photometry constrains the filling factor to be
> 0.95 (at the 2𝜎 level). This constraint is largely provided by the
observations taken at 𝜙 ∼ 0.5 and 𝜙 ∼ 1.0, as data at these orbital
phases is taken when the ellipsoidal variations in the light curve
caused by the tidal distortion of the secondary star are largest. The
density of the companion is close to the minimum density, with a
value of 41.0+0.6−0.3 g cm

−3. Even then, PSR J0636+5129 retains the
title of BW with the densest companion of our sample, at least until
the filling factor of PSR J0023+0923 can be better constrained.

Comparisonwith the direct heatingmodel presented inDraghis
&Romani (2018) and revisited inDraghis et al. (2019) also produces
consistent parameters with those described above. However, com-
parison with another proposed model within the latter paper which
includes an IBS highlights some tensions, as already described in
their work. In particular, the preferred inclination by the latter model
is significantly larger (𝑖 = 40 deg). We do note that visual inspec-
tion of Fig. 3 reveals a slight asymmetry in our light curve, which
reaches maximum brightness slightly after orbital phase 0.75. For
this reason, we also attempted a fit including convection (uniform
profile) and diffusion effects, in order to better reproduce the poten-
tial asymmetry (Voisin et al. 2020). It produced system parameters
fully compatible with those of the direct heating model, with no sig-
nificant diffusion component but favouring a convection amplitude
of a = −950+200−300WK

−1m−2 (following the notation in Voisin et al.
2020), which would imply a convection flow rotating in the opposite
direction as the star on its orbit (i.e., making the leading hemisphere
of the companion to appear brighter). However, as the fitting statis-
tics did not improve significantly with the latter, more complex fit
(𝜒2/d.o.f. = 2567.89/2141), we still favour the results from the
direct heating model. At this point, it is important to remark that
our direct heating model results, derived here from a better sampled
light curve (with over twenty times more data points than that of
Draghis & Romani 2018), results in a much better 𝜒2/d.o.f. = 1.2
than Draghis et al. (2019) IBS model fit to a more sparse dataset
(𝜒2/d.o.f. = 1.75).
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Figure 4. The best-fitting Icarus model for the optical light curve of
PSR J0952−0607. Only HiPERCAM observations are shown here, while
ULTRACAM data can be found in Nieder et al. (2019). The various lines
are as described in Fig. 1.

4.6 PSR J0952−0607

We use the binary ephemeris first derived from radio timing (Bassa
et al. 2017) and later confirmed through the detection of gamma-
ray pulses (Nieder et al. 2019). For the interstellar reddening and
extinction, we used a Gaussian prior with 𝐸(𝑔 − 𝑟) = 0.05 ± 0.03.
No parallax or proper motion measurements are available for this
system, so the distance prior is solely based on the known MSP
Galactic distribution and the YMW16 DM distance. As usual, we
compared the modelling results for different cases: using optimal or
CoG reduction, as well as allowing or not for individual offsets for
each night. The best results are obtained when analysing optimally-
extracted data and allowing for a small offset in each band, varying
between the HiPERCAM and ULTRACAM datasets, and also be-
tween the two separate epochs obtained with the later instrument,
to account for calibration uncertainties.

The best-fitting model has been plotted in Fig. 4. The pos-
terior distribution for the model parameters is shown in Fig. C4.
The best-fit values for the fitted parameters are collected in Table 3.
The results here obtained are consistent with those previously pre-
sented in Nieder et al. (2019), which given they are based on the
same dataset but with a slightly different data reduction (i.e. with
an improved fringe correction to the redder bands, see Sec. 3), is
reassuring.

4.6.1 System parameters

The distance preferred by the model is remarkably high when com-
pared with the DM distance estimated using electron density maps
(Yao et al. 2017). This result was already noted in Nieder et al.
(2019), who already discussed the potential explanations. They
favoured the larger distance obtained from the optical modelling,
suggesting the maps are overestimating the electron density in the
direction of PSR J0952−0607, based on its gamma-ray efficiency
(which would otherwise be unusually low) and the companion star
density (otherwise being record-breaking, with over ∼ 100 g cm−3).
The absence of radio eclipses for this BW is noteworthy, as it is
not favoured by its moderate inclination (𝑖 = 56+5−4 deg), high fill-

ing factor ( 𝑓VA = 0.974 ± 0.008), standard spin-down luminosity
(− ¤𝐸 = 1.15 · 1034 erg s−1) and heating efficiency (𝜖 = 0.28+0.13−0.08).

4.7 PSR J1544+4937

We decided to fit only the first night of data, where all orbital phases
are covered, as the second night is heavily affected by highly variable
seeing (1.5-3.0′′). We later checked the validity of our results by
applying our best-fit model to this second night and found that it is
perfectly consistent, though with a worse 𝜒2 due to the poorer data
quality.

The ephemeris used for computing orbital phases is taken from
Bhattacharyya et al. (2013), as well as a prior on the interstellar red-
dening for this system of 𝐸(𝑔−𝑟) = 0.03±0.02. Neither the parallax
nor the proper motion of PSR J1544+4937 has been characterised
so far, and the proposed distance derived from the DM is 3.0 kpc
(Yao et al. 2017). We combined this with the information from the
known MSP Galactic distribution to construct a broad prior on the
distance. The results from the best-fit modelling, corresponding to
the CoG reduction of the first night of observations, are described
below. The light curve of PSR J1544+4937 together with the best-
fitting model has been plotted in Fig. 5. The posterior distribution
for themodel parameters is shown in Fig. C5, with the best-fit values
compiled in Tab 3.

4.7.1 System parameters

As with the other systems in this study, the derived parameters for
PSR J1544+4937 are typical of the BW population. The preferred
distance is consistent with the DM prior from the Yao et al. (2017)
electron-density models. Our fit adequately describes the observed
data with a simple direct heating model, contrary to Tang et al.
(2014), where they required additional components (i.e. hot-spots)
to model the light curve. In order to analyse this situation, we first
note that our analysis is based on a different, more complete dataset,
evenly covering all orbital phases in five simultaneous bands with
a much higher time resolution. On the other hand, the Tang et al.
(2014) light curves are of a longer exposure time, and with 4-bands
only simultaneously in pairs (𝑔-𝐼, 𝐵-𝑅), which produces uneven
coverage in orbital phase. A visual inspection shows that the main
deviation from the direct heating model appears at the minimum of
their light curve, where very low-significance detections are plotted.
Our observed light curve appears much better behaved in all bands,
and we find that the direct heating model is sufficient to produce
a reliable solution for the system. The final set of parameters are
not consistent with those previously presented, probably due to the
aforementioned distinctions. In particular, we find a result for the
inclination of 47+7−4 deg, while their best fit favours either much
lower values (15 − 30 deg for the direct heating model) or slightly
higher (52 deg for their spotmodel). The filling factor derived here is
consistent with being Roche-lobe filling, while their best fit favoured
a quite under-filled companion ( 𝑓 = 0.39); which consequently
alters the derived distance for the system. Finally, the reported 𝑇base
and 𝑇irr in this work are slightly higher when compared with their
models. Given the moderate-to-low orbital inclinations proposed
by all the previous models, a Roche-lobe filling solution might be
preferred to explain the deep radio eclipses observed in this BW.

The more intensive phase coverage and higher signal-to-noise
of our observations, combined with a better fit using a simpler
model, lead us to adopt the results presented here. Nevertheless, we
cannot discard the presence of hot-spots in the system. If that were
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Figure 5. The best-fitting Icarus model for the HiPERCAM optical light
curve of PSR J1544+4937. Fig. 1 description remains valid.

the case, the variability of these structures on typical timescales of a
month (e.g. Clark et al. 2021) might explain the different light curve
observed (as the datasets were obtained 5 years apart). In addition,
the dataset of Tang et al. (2014) is constructed from observations
on 4 different nights spread over 4 months, while the data here
shown were obtained in two consecutive nights. This might have
played a role in the different light curves obtained, whether due
to the intrinsic variability of potential hot-spots or to systematic
uncertainties not fully accounted for during the data calibration.

4.8 PSR J1641+8049

Lynch et al. (2018) provided refined a timing ephemeris that we
employ in the light curve modelling of this system. The imposed
prior on the interstellar reddening for this system is 𝐸(𝑔 − 𝑟) =
0.08±0.02. There is no parallax or proper motion measured for this
pulsar. A distance value of 2.1 kpcwas derived from the DM (Lynch
et al. 2018), using the electron density maps of Yao et al. (2017).
This was implemented in our modelling as a broad Gaussian prior,
which is then combined with the one derived from the known MSP
Galactic distribution.

The best-fitting model to the PSR J1641+8049 light curve cor-
responds to the CoG reduction and it has been plotted in Fig. 6. The
posterior distribution for the model parameters is shown in Fig. C6.
The best-fit values for the parameters are collected in Tab 3.

The light curve obtained for PSR J1641+8049 is the most com-
plete and has the highest SNR within our sample. For this reason,
we also attempted to reproduce it with more complex models, in-
cluding those considering heat diffusion effects, as well as uniform
convection profiles, both following the prescription introduced in
Voisin et al. (2020). The best-fit parameters obtained from these
tests were always found to be perfectly consistent with those de-
rived from the direct heating model. None of these tests improved
the fit (𝜒2/d.o.f. = 1958/1827), and they favoured convection and
diffusion parameters consistent with the direct heating scenario. For
all these reasons, we adopt the direct heating model results, at least
to the limits imposed by our current SNR.

4.8.1 System parameters

This is the first complete light curve provided for the optical coun-
terpart of PSR J1641+8049, and its modelling has allowed us to
confirm its BW nature. The distance value previously proposed
(based on the analysis of the pulsar DM) is barely consistent within
2𝜎 with the distance derived here from the optical light curve mod-
elling. A similar mismatch has been previously found in a handful
of other systems (including other members of our sample), and it
is typically associated with local variations of the electron density
which make the DM-derived value less reliable. For this reason, we
adopt the derived distance from our modelling of 𝑑 = 4.7± 0.6 kpc.
The remaining derived parameters for this BW are consistent with
those of the known BW population (see, e.g., Draghis et al. 2019). It
is worth noting that the mass ratio (𝑞 = 30± 5) is among the lowest
of those measured in our sample, and corresponds to a companion
mass of 𝑀c = 0.054−0.014+0.016 𝑀� (limited by the constraints on the
pulsar mass). While this is still consistent with the masses typi-
cally expected for BWs, if the pulsar were particularly massive, the
companion mass might become closer to the RB regime. The irradi-
ation temperature (𝑇irr = 8500± 500 K) is also the highest recorded
within our sample, while the companion density is roughly half of
the densest member of the population (PSR J0636+5129).

These properties are reminiscent of the recently discovered
BW pulsar PSR J1555−2908 (Frail et al. 2018). A combined pho-
tometric and spectroscopic analysis of this system (Kennedy et al.
2022) revealed its mass ratio (𝑞 = 28.0 ± 0.3), companion mass
(𝑀c = 0.060−0.003+0.005 𝑀�), distance (𝑑 = 5.1+0.8−1.1 kpc), filling factor
(Roche-lobe filling) and a particularly high irradiation temperature
(𝑇irr = 9380 ± 40 K). All of these parameters are fully compatible
with those derived for PSR J1641+8049 in this work (see Tab.3). On
the other hand, the orbital periods of 𝑃orb = 5.6 h (Ray et al. 2022)
and 𝑃orb = 2.18 h (Stovall et al. 2014; Lynch et al. 2018), of PSR
J1555−2908 and PSR J1641+8049 respectively, are notably differ-
ent. This implies that PSR J1641+8049 has a smaller andmore dense
companion, with ∼ half the stellar radius and over ∼ 6 times higher
density, than that of PSR J1555−2908. The smaller stellar radius is
the reason behind the fainter optical counterpart of PSR J1641+8049
in spite of a similar irradiation temperature (𝑔𝑠 ∼ 22 at maxi-
mum, i.e. 1.5 magnitudes fainter than PSR J1555−2908), which
prevents a complete spectroscopic study of the former with the cur-
rent generation of optical telescopes. The smaller orbital size of
PSR J1641+8049 might advocate for a stronger irradiation by the
pulsar wind when compared with PSR J1555−2908. However, their
different spin-down luminosity (− ¤𝐸) compensates for this fact, and
finally produces similar heating efficiencies for PSR J1555−2908
and PSR J1641+8049 (𝜖 = 0.41+0.19−0.14 and 0.32±0.01, respectively).
Therefore, under similar irradiation conditions, it appears that the
companion star mean density does not have a critical effect on the
heating efficiency. This supports the scenario of most BWs com-
panions having similar stellar envelopes, while their cores accom-
modate most of the mass and density differences.

5 DISCUSSION

The BW population discovered so far includes over ∼ 30 systems
for which either radio or gamma-ray pulsations, as well as a low
enough minimum companion mass, has been established. Light
curve modelling has now been performed for 17 of them and their
system parameters derived, while studying the remaining BWs has
been typically hampered by a too faint optical counterpart or a
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Figure 6. The best-fitting Icarus model for the HiPERCAM optical light
curve of PSR J1641+8049. Fig. 1 description remains valid.

crowded field of view (e.g., those found in globular clusters). In this
work, we present the results from simultaneous multi-band optical
observations of 6 such systems, including the first complete light
curve observed for PSR J1641+8049 and a significant improvement
on the data quality for the remaining targets.

At this point, it is worth compiling possible caveats of de-
termining BW parameters from light curve modelling. First and
foremost, we stress here that poor data quality can bias the mod-
elling results. Given the nature of BW companions, with masses of
barely a few per cent of a Solar mass, the detection at minimum for
most systems is hampered by their intrinsically low 𝑇base. Addition-
ally, modelling these datasets requires atmosphere models covering
a large range of temperatures in order to produce accurate results.
This is particularly challenging when reaching the low temperature
regime, which calls for some caution when interpreting the derived
𝑇base in both this and other works. Finally, modelling of a poorly
sampled light curve could lead to heavily biased results for a number
of system parameters (see, e.g., the discussion on PSR J0251+2606
and PSR J1544+4937 light curve modelling, Sec. 4).

Another noteworthy feature is the presence of asymmetric com-
ponents in spider light curves, which can not be explained by the
direct heating model alone. The increasing number of systems with
asymmetric light curves is partly driven by the improvement in the
observing facilities over the last decade, which allows for photomet-
ric observations with millimagnitude precision. Different authors
have tackled this problem during the last few years by proposing
modifications to the direct heating model, such as including hot-
spots (e.g. van Staden &Antoniadis 2016; Clark et al. 2021), an IBS
(e.g. Romani & Sanchez 2016) or accounting for heat diffusion and
convection in the companion atmosphere (see Voisin et al. 2020 and
Kandel et al. 2020). We tested the latter models (Voisin et al. 2020)
on three of the targets presented in this work: PSR J0023+0923,
where a potential asymmetry might be present in the redder bands
of the light curve (see Fig. 1); PSR J0636+5129, for which a pre-
vious study proposed an IBS component might be required; and
PSR J1641+8049, which possesses the most precise and complete
light curve of our sample. As previously discussed, employing a
more complex model did not change the resulting parameters com-
pared with the direct heating case, nor did it significantly improve

the fit. For this reason, it will be not considered for what remains of
this paper.

Despite the currently limited size of the BW population, we
present below a comparison between the known members, focus-
ing on the system parameters derived in this work. We added to
the previously modelled sample the remaining 11 BWs for which
optical modelling is available in the literature: PSR J1124−3653,
PSR J1301+0833, PSR J1959+2048, PSR J2052+1219, PSR
J2241−5236 (from Draghis et al. 2019; using spectroscopic ra-
dial velocities from van Kerkwĳk et al. 2011 and Romani et al.
2016 for PSR J1959+2048 and PSR J1301+0833, respectively);
PSR J1311−3430 (best-fit model from Romani et al. 2015); PSR
J1810+1744 (Schroeder & Halpern 2014; Romani et al. 2021); PSR
2256−1024 (Breton et al. 2013); PSR J1653−0158 (Nieder et al.
2020) and PSR J1555−2908 (Kennedy et al. 2022; Ray et al. 2022).
We did not consider Stappers et al. (2001) parameters for PSR
J2051−0827 due to the conflicting results from the light curve mod-
elling presented in their paper (as noted by the authors themselves),
which significantly change key parameters such as the filling factor
and the inclination due to an asymmetric component. More recently,
observations of this system by Dhillon et al. (2022) revealed a sym-
metric light curve, whose modelling produced a stable solution. We
will include their results in our population analysis for complete-
ness. Table A1 compiles the combined set of parameters employed
for the correlations described below.

5.1 A note about PSR J1641+8049 spin-down luminosity

In this work, we have presented a consistent picture of the newly
characterised BW PSR J1641+8049. We also calculated the spin-
down luminosity (− ¤𝐸 = −4𝜋2𝐼 𝑓spin ¤𝑓spin) for the target, where 𝐼 is
the moment of inertia of the pulsar (set to a canonical value of 𝐼 =
1045g cm2), 𝑓spin is the spin frequency and ¤𝑓spin its first derivative
over time. Combined with the irradiation luminosity (𝐿irr), this
produces the heating efficiency (𝜖) reported in Table 3.

However, the above formula for − ¤𝐸 does not include the so-
called Shklovskii correction (Shklovskii 1970), required when the
transversal proper motion of the pulsar is significant, neither that
associated to the pulsar acceleration in the Galactic potential (see
e.g. Nice & Taylor 1995). The intrinsic spin-down luminosity of the
pulsar (− ¤𝐸int) is then:

− ¤𝐸int = −4𝜋2𝐼 𝑓spin( ¤𝑓spin − ¤𝑓Shk − ¤𝑓Gal); ¤𝑓Shk = −`2𝑑𝑓spin/𝑐

where ` is the transversal proper motion, 𝑑 is the distance to
the pulsar and ¤𝑓Gal depends on the Galactic coordinates and the
distance to the source (see Nice & Taylor 1995; Lynch et al. 2018).
This correction is dominated by the Shklovskii term for all members
of the BW population, which implies that the observed spin-down
luminosity is actually an upper limit to the intrinsic parameter. The
largest correction is found for PSR J2052+1219 (Draghis et al.
2019), with ¤𝐸/ ¤𝐸int ∼ 3.

However, PSR J1641+8049’s correction results in a much
larger effect, effectively making the spin-down luminosity nega-
tive. That would imply that the pulsar is instead being spun up,
an unexpected situation as accretion of matter from the companion
would be at odds with the detection of radio pulsations. Three spi-
ders of the redback kind have been observed to transition between
rotation-powered and accretion-powered states (see, e.g., Archibald
et al. 2009), but none of the knownBWs has exhibited that behaviour
to date. While the prospect of a transitioning BW is exciting, none
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of the observed properties of PSR J1641+8049 (other than the spin-
up resulting from the above correction) supports this scenario. Our
smooth optical light curve does not reveal any of the flickering
typically associated with the presence of accretion discs. Addition-
ally, the optical counterpart of PSR J1641+8049 is not detected by
all-sky surveys (e.g., PS1, SDSS). This is consistent with a similar
peak magnitude to that derived from our observations (𝑟𝑠 = 21.7),
as the catalogues limiting magnitudes are 𝑟 . 21, therefore arguing
against a historical brightening due to the build-up of an accretion
disc.

The puzzling spin-up scenario resulting from the Shklovskii
correction in PSR J1641+8049 was already noted by Lynch et al.
(2018), where they found two other MSPs also affected by this
situation. As none of these targets were suspected to experience
accretion events, the authors discussed instead the limitation on the
parameters defining the correction. For PSR J1641+8049, a distance
𝑑 < 1.2 kpc is required to obtain a null ¤𝐸int, while 𝑑 = 0.8 kpc
produces a correction factor of ¤𝐸/ ¤𝐸int ∼ 3 (the largest observed
for the remaining BW population). However, neither the distance
derived from the DM (𝑑 = 2.1 kpc, using YMW16), neither that
derived from our optical modelling (𝑑 = 4.7 ± 0.6 kpc) seem to
agree with that scenario. In order to further test this possibility
with our optical light curve, we repeated the modelling described
in Sec. 4 but setting a hard limit of 𝑑 < 1.2 kpc in the priors. Under
these conditions, our best fit favours a distance as close to the upper
limit as possible, as well as an extremely under-filled companion
star ( 𝑓 ∼ 0.20), attaining 𝜒2/d.o.f. = 4319.71/1827 (significantly
worse than any of our previous fits). For this reason, we disfavour the
low distance values required to reconcile the spin-down luminosity.
Assuming the derived 𝑑 from our optical modelling is correct, the
maximum allowed proper motion to avoid the spin-up scenario
would be ` < 19mas yr−1, at odds with the measured ` = 39 ±
3mas yr−1 (Lynch et al. 2018). We note that the measurement in
Lynch et al. (2018) comes from just 1.4 years of timing data, and
on these time scales proper motion estimates can be biased by
covariance with other timing parameters. We therefore consider
it likely that the proper motion has been over-estimated for this
system, and this spin-down conundrum will likely be clarified by
future timing measurements. Further studies on the system are also
encouraged to independently determine its distance (e.g., through
parallaxmeasurement). For these reasons, we decided not to include
the ¤𝐸 value of PSR J1641+8049 when comparing the known BW
population in the following section.

5.2 Parameter correlations for the BW population

We searched for correlations between the derived parameters of the
BW population defined above. We make use of Spearman’s corre-
lation coefficient (𝑟𝑠) to assess the strength of the correlations, and
present below the most promising among them, but having always
in mind the limited size of the sample. In this regard, we employed
the bootstrapping technique to retrieve a standard uncertainty (i.e,
confidence level 68%) on the derived 𝑟𝑠 coefficient, in order to
better assess the influence of individual data points in the derived
correlations. We first report on the presence of a clear correlation
between the companion star mean density (𝜌c) and 𝑃orb (see Fig. 7,
𝑟𝑠 = −0.78 ± 0.14). This is due to the underlying relation between
these parameters for the limiting case of a Roche-lobe filling binary,
which can be described with an analytical formula (Faulkner et al.
1972). The fact that many of the BWs have substantially large fill-
ing factors (especially when one compares their volume-averaged
filling factor) is the origin of the observed correlation.
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Figure 7.Companion starmean density (𝜌c) against the orbital period (𝑃orb).
We include the derived parameters for the BW population with modelled
light curves, using the reported value when available in the literature, or else
deriving it from the proposed companion mass and radius. Filled circles
mark the 6 systems presented in this paper. Empty squares refer to the
remaining 11 systems compiled from the literature (references given in the
text). Error bars are defined as 1𝜎 for all the systems for consistency.We also
included as a red, solid line the expected correlation for Roche-lobe filling
binaries (Faulkner et al. 1972). The Spearman’s correlation coefficient is also
reported, together with a standard deviation derived from bootstrapping.

Wefindweak evidence of a possible trend between the distance
to the system (𝑑) and the volume-averaged filling factor ( 𝑓VA), with
the spread of 𝑓VA being narrower and tending asymptotically to
unity for larger 𝑑 (Fig. 8, left panel). To further investigate this,
we plotted 𝑅c against 𝑑 (Fig. 8, right panel) and found a similarly
positive correlation (𝑟𝑠 = 0.63 ± 0.18). We marked the Roche-lobe
filling systems in red, as they saturate at the maximum allowed
𝑅c for the system 𝑃orb and therefore may behave differently. A
possible explanation for this correlation is that larger companion
stars produce brighter optical maxima, and therefore are easier to
detect at larger distances. This would naturally bias the observed
BW sample to have larger 𝑅c at large 𝑑 values. However, this then
raises the question about the absence of large companion stars at
lower 𝑑. The possibility remains that, due to the currently small
sample of BWs, we have yet to uncover them, but given that they
would produce larger optical variability than their low 𝑅c siblings
(under similar irradiation conditions), one might expect them to be
easier to find. If we assume the known sample is complete for the
volume of 𝑑 = 1.5 − 6 kpc and 𝑅c > 0.1R� (i.e., 11 systems),
the expected number of BWs of similarly large radius within 𝑑 <
1.5 kpc would be 0.17 (Fig. 8). If we consider instead a closer
region (𝑑 = 1.5 − 3.5 kpc, 7 BWs), the expected number of large
and close BWs remains below unity (0.6). Therefore, we cannot
confidently claim that the absence of large companion stars at the
shortest distances is an intrinsic feature of the population, and might
be still due to our limited sample. If future studies prove it true, an
observational bias in the original pulsation searches (e.g. related to
the BW eclipsing nature, which is a crucial effect hampering the
detection of new systems) could be behind it.

It is worth noting that most BWs have been found through tar-
geted radio searches in fields associated with unidentified gamma-
ray sources, with their optical counterpart characterised afterwards.
In this regard, an additional observational bias might be at play, as
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Figure 8. Distance to the system against the volume average filling factor ( 𝑓VA, left panel) and against the companion star radius (right panel). Symbols follow
the convention introduced in Fig. 7. Those systems with a 𝑓VA consistent with a Roche-lobe filling solution are plotted in red in both plots.

the observed gamma-ray flux is proportional to
√

¤𝐸 and inversely
proportional to 𝑑2 (see e.g. Fig. 9 in Abdo et al. 2013). To explore
the influence of such a bias in the previously discussed correlations,
we plotted the logarithm of the spin down luminosity (log | ¤𝐸int |,
assuming a moment of inertia of 1045 g cm2) of each system against
𝑑 and 𝑅c, respectively, and found marginal positive correlations for
both cases (Fig. 9). The high spread in these correlations might
be partially explained by the underlying distribution of masses and
radii for the NSs (accounting for up to a factor ∼ 4 in | ¤𝐸int |). Ad-
ditionally, higher spin-down luminosities are expected to produce
higher irradiation temperatures on the companion (for otherwise
similar conditions), which might lead to bloating of the companion
star and ultimately larger amplitude for the optical modulations.
Together, both of these effects appear as good candidates to explain
the observed positive correlations in Figure 9 (and potentially, Fig.
8 right panel).

There are two other correlations with log | ¤𝐸int | that are worth
discussing. First, that with log 𝐿irr, which is positively correlated
with log | ¤𝐸int | (𝑟𝑠 = 0.74 ± 0.17, see Fig. 10). This is an expected
consequence of the companion star’s irradiation being powered by
the spin-down luminosity of the pulsar. Nevertheless, we would
like to remark that, while 𝐿irr is obtained from the optical light
curve modelling, log | ¤𝐸int | is derived purely from radio observa-
tions. Therefore, this provides an independent confirmation that the
irradiation of the companion star is indeed fuelled by a mechanism
connected with the pulsar spin-down luminosity.

The second correlation, is that of log | ¤𝐸int | with 𝑃orb (𝑟𝑠 =
0.69 ± 0.21, see Fig. 10). We note a positive correlation still holds
when comparing with 𝑥 instead, though with a larger spread (𝑟𝑠 =
0.59 ± 0.23). These might be explained by the binary evolutionary
history of MSPs. Chen et al. (2013) proposed that mass loss due to
pulsar-driven irradiation is an essential ingredient to widen orbits to
the observed periods. Alternatively, other authors (e.g., Ginzburg &
Quataert 2021) have suggested that enhanced magnetic braking by
the ablated wind also leads to wider orbits, and might be sufficient
to explain the range of observed BW periods. In any of these cases,
a direct consequence is that pulsars with a higher spin-down energy
will be able to induce a higher irradiation and increase the orbital
separation.

Last but not least, we also report on the correlations be-
tween 𝑖 and 𝑇irr (𝑟𝑠 = 0.76 ± 0.17), as well as 𝑇base with 𝑇irr

(𝑟𝑠 = 0.64±0.22), shown in Fig. 11. A correlation between temper-
atures might arise due to the increase of 𝑇irr with 𝑇base in order to
produce a comparablemodulation in the light curve. Alternatively, it
could indicate that some of the heating flux is actually redistributed,
increasing the overall base temperature of the star. However, the cor-
relation with 𝑖 poses a challenge. We initially considered a potential
bias in the photometric models, as these two parameters are the
key drivers of the variability amplitude in the light curves. In that
regard, the degeneracy of these two parameters might allow similar
light curves to be produced through a combination of either a high
𝑖 and low 𝑇irr, or a low 𝑖 and high 𝑇irr (under the assumption of the
rest of the parameters being similar). If that were the case, we would
expect a negative correlation between the parameters, contrary to
that observed in our data. Taking into account that 𝑖 is not an intrin-
sic physical parameter of the BW systems, but instead due to the
projection of the orbit onto our line of sight, an intrinsic correlation
with other physical parameters seems puzzling. Due to the limited
sample of BWs, as well as the fact that an isotropic distribution of
orbital axes is uniform in cos 𝑖, the number of detected low incli-
nation systems is rather low, but critical for the correlation. This
forbids us from making absolute claims based on this correlation
alone, but given its high Spearman’s coefficient (the second high-
est of those presented), we decided to speculate below about the
potential origin of such an intriguing correlation.

BWs are old systems which are thought to have experienced an
epoch of accretion in the past (see, e.g., Tauris & van den Heuvel
2006; Chen et al. 2013). This is at the origin of the pulsar spin
up, and it is believed to align the spin axis and the orbital axis.
In addition, the alignment of the magnetic axis of the pulsar with
our line of sight determines our ability to detect pulsations, as the
Earth must be swept by the beamed emission. Therefore, one could
conclude that the measured orbital inclination serves as a proxy of
the angle between themagnetic axis and the orbital axis (also known
as the pulsar obliquity, 𝜒 ∼ 𝑖). Following this argument, systems
observed at high inclination have their magnetic axis closer to the
orbital plane (𝜒 ∼ 90 ◦). Under these assumptions, the correlation
we present would imply a higher irradiation on the companion star
for pulsars with the most extreme obliquity. The polar cap opening
angle for MSPs is typically of ∼ 10 − 20 ◦, which would contribute
to some dispersion in the correlation.

It has been shown that for a given spin frequency, a larger mag-
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Figure 9. The logarithm of the spin-down luminosity of the pulsar against the distance to the system (left panel) and the companion star radius (right panel).
Symbols and colours follow the convention introduced in Fig. 8.
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Figure 10. The logarithm of the spin-down luminosity of the pulsar against the irradiation luminosity on the companion star (left panel) and the binary orbital
period (right panel). Symbols and colours follow the convention introduced in Fig. 8.

netic obliquity leads to a larger spin-down power (e.g., Spitkovsky
2006, Philippov et al. 2015, Pétri 2022), up to a factor of ∼ 2
between the aligned (𝜒 = 0 ◦) and orthogonal (𝜒 = 90 ◦) configu-
rations. On the other hand, the same studies show that the power
carried by the pulsar wind is not isotropically distributed but rather
concentrated around the spin equator in a way that also depends
on magnetic obliquity. In particular, if one assumes that gamma
rays are responsible for irradiation then simulated sky maps show
a strong dependence on obliquity (e.g. Cerutti et al. 2016, Pétri
2022). It follows that the observed correlation between inclination
and irradiation may result either from (i) a correlation between
obliquity and spin-down power, or (ii) from a sharper concentra-
tion of irradiation power around the orbital plane, which we assume
to be identical to the spin equator (see discussion above). In the
former case, we expect a correlation between inclination and spin-
down power, while in the latter we expect a correlation between
inclination and irradiation efficiency. The left-hand panel of Fig.
12 shows a tentative correlation between inclination and spin-down
luminosity (𝑟𝑠 = 0.50±0.26) over a large range of log | ¤𝐸int |. This is
qualitatively consistent with the theoretical studies proposing that
pulsars with larger obliqueness spin down faster, but these propose

a much more modest change in the spin-down power (∼ 2), far from
the ∼ 2 orders of magnitude observed here. The right-hand panel in
Fig. 12 shows that a weaker positive trend remains when inclination
is plotted against irradiation efficiency (𝑟𝑠 = 0.46 ± 0.29, discard-
ing both PSR J1311−3430 and PSR J1810+1744 outliers, see Tab.
A1). These results suggest we cannot clearly attribute the observed
correlation between inclination and irradiation power to only one
of these effects, and that they might be both at play to some degree.

5.3 On the detection of radio eclipses

The presence of radio eclipses in spiders, and particularly in BWs,
is one of the earliest features employed to identify new candidates
of this elusive population. The origin of the eclipse lies with the
ablated material from the companion due to the pulsar irradiation,
but the particular details, such as the ablation rate or the geom-
etry of the structure producing the eclipse, are still under debate
(e.g., Ginzburg & Quataert 2020; Polzin et al. 2020). It is tra-
ditionally assumed that a positive correlation between the orbital
inclination and the detection of eclipses should exist, as closer to
face-on configurations would require larger covering factors for the
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Figure 11. Left panel: orbital inclination against the irradiation temperature. Right panel: base temperature against the irradiation temperature. Symbols and
colours follow the convention introduced in Fig. 8.
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Figure 12. The orbital inclination against the spin-down luminosity of the pulsar (left panel) and its heating efficiency (right panel). Symbols and colours
follow the convention introduced in Fig. 8.

ablated material. A search through the literature on the BW popula-
tion compiled in Table A1 reveals that eclipses have been found in
most of its members. Only four BWs remain without an eclipse de-
tection: PSR J0023+0923, PSR J0636+5129, PSR J0952−0607 and
PSR J2241−5236; all of them with low-to-intermediate orbital in-
clinations (. 60 deg). On the other hand, while all high-inclination
systems are eclipsing, within the range of 𝑖 . 60 deg a compa-
rable number of eclipsing and non-eclipsing BWs exists. Two of
the systems analysed in this paper provide good examples illustrat-
ing this situation: (i) PSR J0251+2606, where eclipses have been
found, but optical modelling suggests a low-to-intermediate incli-
nation (see Sec. 4); and (ii) PSR J0952−0607, where no eclipses
have been reported to date, in spite of its moderate inclination. For
these reasons, we conclude that, while the presence of BW eclipses
seems favoured by edge-on configurations, these still occur even
at low orbital inclinations, favouring an extended geometry for the
ablated material. In this regard, it is worth remarking the variable
nature of the radio eclipses (changing depth and duration between
epochs) and its frequency dependence (which constrains its obser-
vation), both critical factors which might lead to a future detection

of eclipses in the few remaining uneclipsed BWs (e.g., Polzin et al.
2019; van der Wateren et al. 2022).

6 CONCLUSIONS

We present an optical light curve modelling analysis of six BW
systems observed with HiPERCAM at the GTC. This configura-
tion allowed us to better sample the faintest orbital phases, lead-
ing in turn to a more precise and less bias-prone determination
of parameters. We present the first parameter determination for
PSR J1641+8049, confirming its classification as a BW with a par-
ticularly high companion mass when compared with the rest of the
BW population (close to the RB regime if the pulsar contained in
the binary is on the heavy side). Additionally, we revisit the remain-
ing systems and improve on their parameter determinations. Both
PSR J0023+0923 and PSR J0251+2606 showed significantly lower
orbital inclinations and filling factors when compared to previous
studies. PSR J0636+5129 was confirmed as harbouring a high den-
sity companion, in line with previous works, but favouring the lower
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end of the available parameter space.While we did not find any clear
indication of asymmetries in the light curve, we cannot confidently
discard them if higher SNR observations were to be performed. A
similar result can be drawn from the analysis of PSR J1544+4937,
where a previous work included hot-spots in their models in order
to obtain a reliable fit, but they are not required for the analysis
presented in this paper. Finally, a re-reduction of a previously pre-
sented light curve for PSR J0952−0607 shows perfectly consistent
results with those previously reported, but we still include it for com-
pleteness. Comparison of this sample with the full BW population
discovered to date shows correlations between some parameters,
including an expected relationship between 𝜌c and 𝑃orb for Roche
filling binaries. We also highlight the apparent lack of BWs with
large companion stars close to Earth, but we cannot confidently
conclude if this is an effect of low-number statistics, an intrinsic
correlation or an unaccounted observational bias. Comparison of
the orbital inclination with the irradiation temperature, the spin-
down luminosity and the irradiation efficiency suggests that pulsars
with magnetic axis orthogonal to their spin axis might be capable
of irradiating their companions to a higher degree. We encourage
further studies to increase the size of the BW population in order to
confirm if these correlations remain.
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Table A1. Compilation of the 17 BWs with parameters derived through optical modelling. All reported error bars correspond to 1𝜎 for consistency. Parameters derived from radio timing (𝑃orb and 𝑥) were compiled
from the ATNF Pulsar Catalog (Manchester et al. 2005) and references therein. As these are typically determined with high precision, we only report here their best value, and refer the reader to the original
publications. The remaining parameters were either directly collected from the literature, or else derived from the published parameters by employing the corresponding formulae and a Monte Carlo approach. We
note that the parameter ¤|𝐸int | (i.e., 𝜖 ) includes the Shklowskii correction for all systems whose proper motion has been measured, and corresponds to an uncorrected value otherwise. We report 𝑓VA = 1.0 when the
derived parameter was consistent with a Roche-lobe filling solution within 1𝜎 uncertainties.

Target 𝑃orb 𝑥 𝑇base 𝑇irr 𝐿irr ¤|𝐸int | 𝜖 𝜌c 𝑓VA 𝑅𝑐 𝑑 𝑖 Ref.
(hr) (lts) (K) (K) (1034erg s−1) (1034erg s−1) (g cm−3) (𝑅�) (kpc) (deg)

J0023+0923 3.33 0.035 2780 ± 70 4690 ± 120 0.30 ± 0.07 1.43 ± 0.04 0.21 ± 0.05 78+75−36 0.49 ± 0.12 0.059 ± 0.016 1.2 ± 0.2 42 ± 2 1
J0251+2606 4.86 0.066 1090+100−25 3430 ± 40 0.09 ± 0.03 1.1 ± 0.3 0.09 ± 0.05 10+2−1 0.78 ± 0.04 0.15 ± 0.02 1.7+0.2−0.1 32.2+1.0−0.8 1
J0636+5129 1.60 0.009 1800+150−300 4600 ± 150 0.12 ± 0.03 0.549 ± 0.007 0.21 ± 0.05 41+0.3−0.2 1.0 0.090 ± 0.009 1.1+0.2−0.1 24 ± 0.5 1
J0952−0607 6.42 0.063 2300+150−500 6200 ± 150 1.9 ± 0.5 7.20 ± 0.02 0.26 ± 0.06 2.8 ± 0.5 0.974 ± 0.008 0.21 ± 0.02 5.7+0.5−0.4 56+3−2 1
J1124−3653 5.45 0.080 1500 ± 700 3990 ± 30 0.286 ± 0.010 1.83a 0.156 ± 0.005a 6.3+1.6−1.4 0.960 ± 0.014 0.22 ± 0.02 2.72+0.10−0.08 44.9+4.0−1.9 2
J1301+0833 6.48 0.078 2430+90−120 5270 ± 110 0.70 ± 0.06 − − 6.9+1.4−1.2 0.85 ± 0.05 0.20 ± 0.02 2.23+0.08−0.13 44+2.8−2.2 2
J1311−3430 1.56 0.011 5000 ± 400 20000 ± 3000 40 ± 20 5.053 ± 0.004 8 ± 4 39 ± 6 1.0 0.0702 ± 0.0015 2.60+0.04−0.05 81+4−6 2,3
J1544+4937 2.90 0.033 2870+90−80 4720 ± 70 0.20 ± 0.03 1.42 ± 0.02 0.14 ± 0.02 12.67+0.08−0.07 1.0 0.141 ± 0.019 3.1+0.3−0.2 47+3−2 1
J1555−2908 5.60 0.151 2600+300−1000 9380 ± 40 8.8 ± 0.3 26.9 ± 0.6 0.327 ± 0.012 3.6 ± 0.5 1.0 0.286 ± 0.007 5.1+0.5−0.7 79+3−2 4, 5
J1641+8049 2.18 0.064 3130 ± 80 8500 ± 300 1.9 ± 0.5 4.28 ± 0.04b 0.37+0.09−0.08

b 23.11+0.09−0.06 1.0 0.151 ± 0.015 4.7 ± 0.3 57 ± 1 1
J1653−0158 1.25 0.011 3300+200−300 6300 ± 400 0.31 ± 0.03 0.45 ± 0.04 0.71 ± 0.09 49+18−15 1.0 0.067 ± 0.009 0.84 ± 0.04 72 ± 5 6
J1810+1744 3.60 0.095 3470 ± 30 9340 ± 20 6.00 ± 0.06 4.18a 1.444 ± 0.014a 6.6 ± 1.0 1.0 0.221 ± 0.004 3.03 ± 0.01 65.7 ± 0.4 7,8
J1959+2048 9.17 0.089 2670 ± 30 7150 ± 20 3.01 ± 0.04 9.3 ± 0.3 0.326 ± 0.010 1.11 ± 0.17 0.985 ± 0.003 0.313 ± 0.007 2.04 ± 0.01 62.5+1.3−1.1 2
J2051−0827 2.38 0.045 2750+65−75 5040 ± 100 0.23 ± 0.05 0.46 ± 0.05 0.497 ± 0.012 20.2+0.3−0.2 0.988 ± 0.004 0.127 ± 0.012 2.48 ± 0.2 56 ± 2 9
J2052+1219 2.75 0.061 3020+90−130 6710 ± 40 0.94 ± 0.03 1.70 ± 0.16 0.56 ± 0.06 14 ± 2 1.0 0.166 ± 0.008 3.94 ± 0.07 55+3−2 2
J2241−5236 3.50 0.026 2820 ± 60 4690 ± 20 0.28 ± 0.06 1.76 ± 0.04 0.161 ± 0.005 28+7−6 0.83 ± 0.04 0.096 ± 0.010 1.24+0.04−0.05 49.7+2.2−1.9 2
J2256−1024 5.11 0.083 2400 ± 400 4000 ± 300 0.25 ± 0.04 3.70 ± 0.08 0.068 ± 0.010 29+79−14 0.40 ± 0.20 0.07 ± 0.04 0.65 ± 0.45 68 ± 11 10

a Error bars were not provided in the Fermi LAT catalog for some timing parameters, which led to underestimated uncertainties (Abdo et al. 2013).
b Following the discussion in Sec. 5.1, the Shklowskii correction was not included.
References: [1] This work, [2] Draghis et al. (2019), [3] Romani et al. (2015), [4] Kennedy et al. (2022), [5] Ray et al. (2022), [6] Nieder et al. (2020), [7] Schroeder & Halpern (2014), [8] Romani et al. (2021), [9]
Dhillon et al. (2022), [10] Breton et al. (2013)
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APPENDIX B: FLUX DENSITY LIGHT CURVES AND
FITTING RESIDUALS

APPENDIX C: POSTERIOR DISTRIBUTIONS FROM THE
MULTINEST ANALYSIS.
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Figure A1. Corner plot of the correlations between pairs of parameters reported in Table A1.
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Figure B1. Top-left panel: The best-fitting Icarusmodel for the HiPERCAM optical light curve of PSR J0023+0923. Dashed lines show the model light curve
in each band, while solid curves show the same model but allowing for a small offset in the band calibration so it best fits the data. Due to the simultaneous fit
of all datasets, the dashed theoretical model remains the same, while the solid lines differ by simply an offset in magnitude, which varies from night to night.
Top-right panel: Residuals resulting from subtraction of the best fit from the observed data. Bottom panels follow the same description but corresponding to
ULTRACAM data.
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Figure B2. Left panel: The best-fitting Icarus model for the HiPERCAM optical light curve of PSR J0251+2606. Right panel: Residuals resulting from
subtraction of the best fit from the observed data. Fig. B1 description remains valid.
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Figure B3. Left panel: The best-fitting Icarus model for the HiPERCAM optical light curve of PSR J0636+5129. Right panel: Residuals resulting from
subtraction of the best fit from the observed data. Fig. B1 description remains valid.
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Figure B4. Left panel: The best-fitting Icarus model for the HiPERCAM optical light curve of PSR J0952−0607. Right panel: Residuals resulting from
subtraction of the best fit from the observed data. Fig. B1 description remains valid.
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Figure B5. Left panel: The best-fitting Icarus model for the HiPERCAM optical light curve of PSR J1544+4937. Right panel: Residuals resulting from
subtraction of the best fit from the observed data. Fig. B1 description remains valid.

MNRAS 000, 1–21 (2022)



24 D. Mata Sánchez et al.

0.25 0.50 0.75 1.00 1.25
Orbital Phase

0

2

4

6

8

F
lu

x
D

en
si

ty
(µ

Jy
)

us

gs

rs

is

zs

     
2
0
2

S z
s(

Jy
)

     
1
0
1

S i
s(

Jy
)

     
0.5
0.0
0.5

S r
s(

Jy
)

     
0.5
0.0
0.5

S g
s(

Jy
)

0.25 0.50 0.75 1.00 1.25
Orbital phase

1
0
1

S u
s(

Jy
)

Figure B6. Left panel: The best-fitting Icarus model for the HiPERCAM optical light curve of PSR J1641+8049. Right panel: Residuals resulting from
subtraction of the best fit from the observed data. Fig. B1 description remains valid.

MNRAS 000, 1–21 (2022)



HiPERCAM observations of black widows 25

Figure C1. Posterior distributions for the Icarus model parameters of PSR J0023+0923. The prior distributions on 𝑑 and 𝑖 are shown by black curves over
their marginal distributions. The final five parameters 𝑞, 𝑀c, 𝑅c, 𝜌 and 𝜖 are derived from the other seven parameters and the pulsar timing ephemeris. On
the 1-dimensional marginal distributions, dashed vertical lines indicate the median and 95% confidence interval. On 2-dimensional conditional distributions,
contour lines indicate 1𝜎 and 2𝜎 levels. Blue, solid lines mark the maximum likelihood solution.
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Figure C2. Posterior distributions for the Icarus model parameters of PSR J0251+2606.
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Figure C3. Posterior distributions for the Icarus model parameters of PSR J0636+5129.
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Figure C4. Posterior distributions for the Icarus model parameters of PSR J0952−0607.
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Figure C5. Posterior distributions for the Icarus model parameters of PSR J1544+4937.
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Figure C6. Posterior distributions for the Icarus model parameters of PSR J1641+8049.
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