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Abstract 7 

This research presents a methodology for carrying out uncertainty analysis on measurements made 8 
during wave basin testing of an oscillating water column wave energy converter. Values are 9 
determined for Type A and Type B uncertainty for each parameter of interest, and uncertainty is 10 
propagated using the Monte Carlo method to obtain an overall Expanded Uncertainty with a 95 % 11 
confidence level associated with the Capture Width Ratio of the device. An investigation into the 12 
impact of reflections on the experimental results reveals the importance of identifying the incident 13 
and combined wave field at each measurement location used to determine device performance, in 14 
order to avoid misleading results. 15 

 Introduction 16 

Laboratory testing is critical for the development of viable wave energy converters (WECs) as the use 17 
of physical scale models provides the opportunity to prove and validate a concept at relatively low 18 
cost. This enables the progression of technology through the low Technology Readiness Levels (TRLs) 19 
and on to open water testing.  The European Commission has defined a TRL scale for technology 20 
development [1] and laboratory testing fits into TRL3 (Experimental proof of concept) and TRL4 21 
(Technology validated in laboratory).  Specifically for WEC development, the detail of TRL 3 and 4 have 22 
been more precisely defined in terms of the complexity and scale of the testing that should be 23 
undertaken: i.e. the type and size of test facility that is required, the range of test conditions, the 24 
degree of instrumentation and measurement, the model scale used and the representation of the 25 
power take-off (PTO) system.   26 

For WEC development, perfect chronological continuity and comparability of results as the device 27 
concept evolves to higher TRLs is difficult to achieve. However, an understanding of how metrics such 28 
as power performance differ between various tank testing campaigns is required to make informed 29 
decisions as the concept develops. As yet there is not a quantitative understanding of the variance in 30 
results from different tanks testing campaigns where the same WEC technology has been tested in 31 
different test tanks or at different scales.   An important element of this comparison is understanding 32 
the uncertainty associated with different tanks/flumes and how this uncertainty is reflected in device 33 
performance metrics. 34 

Tank testing of WECs and other offshore renewable energy (ORE) devices involves measurement of 35 
different parameters from which device performance and feasibility can be assessed. Each 36 
measurement is accompanied by an associated uncertainty and therefore can only provide an 37 
estimate of the ‘true’ value of that parameter.  Uncertainty analysis can provide a lower and upper 38 
limit, between which the true value of a measurement lies and therefore gives an indication of the 39 
quality of the measurements made.  40 
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In terms of previous related work, Qiu et al. [2] discuss the parameters that introduce uncertainty into 41 

physical testing at model scale and divide them into the following categories: fluid properties, initial 42 

test conditions, model definition, environment, instrumentation, scaling and human factors. 43 

Robertson [3] applies the American Society of Mechanical Engineers method [4] for assessment of 44 

uncertainty in tank testing of semi-submersible offshore wind models. Desmond et al. [5] investigate 45 

the trade-off between accuracy and precision in tank testing of a floating offshore wind platform. The 46 

types of uncertainties encountered during tank testing of a floating offshore wind model are similar 47 

to those associated with WEC model testing.  48 

Uncertainty analysis studies focused specifically WECs are sparse. Preliminary work on the EquiMar 49 

project [6] sets out a procedure for assessing physical tank testing uncertainty related to scale wave 50 

energy devices. Expanding on this, Orphin et al. [7,8] presents the first fully developed uncertainty 51 

analysis of physical tests of a fixed OWC at the Australian Maritime College (AMC). The present work 52 

applies similar analysis techniques to quantify the sources of uncertainty encountered during a wave 53 

energy tank testing programme at the Lir National Ocean Test Facility (Lir NOTF) in University College 54 

Cork.   55 

 Aim of this research  56 

The aim of this research paper is to identify the sources of uncertainty associated with laboratory 57 
testing of a fixed Oscillating Water Column (OWC) WEC; calculate the uncertainty associated with the 58 
measurements made (measurement uncertainty) and propagate the uncertainty to obtain an overall 59 
assessment of the uncertainty of the capture width ratio of the device; and provide a methodology 60 
for performing uncertainty analysis that others may follow. This research also aims to examine the 61 
impact of reflections on experimental results, and make recommendations as to how overall 62 
uncertainty can be reduced to increase confidence in results.  63 

 Sources of uncertainty in tank testing  64 

The sources of uncertainty encountered during tank testing of scale WECs can be categorised as 65 
follows: measurement uncertainty, model uncertainty and environmental uncertainty. The types of 66 
uncertainty in each of these categories can be described in several ways: Random and Systematic, 67 
Type A, Type B etc. These are discussed in more detail in Section 3 of this paper.  68 

 Measurement Uncertainty 69 

All measurements have an element of uncertainty, and a description of that uncertainty should be 70 
given (i.e. as a ± range associated with the measurement) to indicate the accuracy of the 71 
measurement. In tank testing there are usually multiple measurement modes of various parameters 72 
using a range of instruments. The measurement uncertainty therefore is related to the accuracy of 73 
the instruments used. These instruments range from water level gauges, pressure sensors, load cells, 74 
strain gauges as well as advanced motion capture and laser recording systems, each with an associated 75 
accuracy which should be factored into the uncertainty analysis. To mitigate against uncertainties in 76 
sensor measurement such as hysteresis, drift etc., it is good practice to undertake regular instrument 77 
calibration.  Instrument setup inconsistencies can also contribute to measurement uncertainty; loose 78 
fittings, wiring and unstable mounting of instrumentation are potential sources of error. 79 
Measurement uncertainty can also be influenced by the conditions in the test facility such as ambient 80 
temperature, humidity and tank water turbidity. While good housekeeping protocols in tank facilities 81 
should eliminate such sources of uncertainty, it can become an issue when comparing results across 82 
facilities in different climates. 83 
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In the current study, the instrumentation used are wave gauges and pressure sensors. The layout and 84 
orientation of these instruments are discussed in Section 4. A wave gauge comprises two parallel 85 
metal rods partially immersed in the water.  The change in resistance of the rods as the water level 86 
changes is converted to water elevation (mmH20) and typically an error of 0.1% can be achieved [10]. 87 
Regular calibration and accurate installation of these gauges is required to achieve such low levels of 88 
associated error. Pressure sensors are generally piezoresistive, and measure pressure based on the 89 
change of electrical resistance of a material in response to change of pressure. The error in pressure 90 
measurements (typical contribution to the total error shown as a percentage) can be due to 91 
nonlinearity hysteresis (~0.5%) thermal sensitivity (~3% over -18deg c to +93deg c range), and pressure 92 
directional sensitivity (~1.5%+-0.5).  93 

 Model Uncertainty 94 

There is an inherent uncertainty introduced by reducing a full-scale prototype to a simplified scaled 95 
model to undertake performance analysis in the controlled environment of a laboratory. In a tank 96 
testing scenario, one or more of the following effects are generally ignored:  viscosity, surface tension, 97 
stiffness and/or compressibility. These simplifications limit the accuracy to which the scale model can 98 
represent the prototype being tested.  Scaling laws such as Froude scaling and Reynolds scaling [9,10]  99 
are typical methods to mitigate this uncertainty. Such laws have their limitations however and cannot 100 
capture all physical quantities, e.g. air compressibility, which is often ignored at small scale (i.e. 101 
incompressibility is assumed). This can be significant when considering OWCs at full scale which use 102 
water oscillation driven pressurisation of air in the chamber to drive a turbine. The effect of air 103 
compressibility can be simulated in a scaled model by utilising deformable chambers [11], or a series 104 
of reservoirs [12]. However, at smaller model scales (1:30 – 1:50) incompressibility is often assumed. 105 
Assuming isentropic air flow (adiabatic and reversible) has been shown as a valid approach to 106 
accounting for compressibility at model scale testing of OWCs by [13]. The performance impact of 107 
these assumptions was dealt with by [14] whereby a compression number was developed to show 108 
relative importance of compressibility in OWCs. For the scale model example in [14] which is similar 109 
to the OWC in the current study, the compression numbers calculated over a series of different test 110 
conditions indicated compressibility effects were negligible.  111 

The orifice in an OWC is where the critical performance metrics are measured. At this location the 112 
flowrate of air forced through the constriction is used to drive the PTO. Flow rates are often calculated 113 
using the discharge coefficient associated with the orifice plate used to replicate the PTO during 114 
testing. The calibration of these plates involves curve fitting of a series of results which introduces 115 
uncertainty. The calibration process can be undertaken in a number of ways, from manually displacing 116 
the device and taking measurements or else mechanical excitation, that is to drive the device with a 117 
motor and guide rail setup. Using a motor for forced oscillations allows for more controlled (in 118 
comparison to manual excitation) sinusoidal as well as ramp type measurements to be taken. The 119 
representation of the PTO by an orifice is a simplification that represents a significant source of 120 
uncertainty. Other sources include hydrodynamic loads and the incident wave climate. [8] attempted 121 
to quantify scale effects by studying the performance of an OWC at three different scales (1:20, 1:30 122 
and 1:40) and found large differences in the power performance of the three models. These 123 
differences were primarily attributed to the PTO damping and variations in the incident wave 124 
conditions due to the variations in the placement of each model in the basin. The study concluded 125 
that while further investigation is required, scale effects may account for uncertainties of the order 126 

15%. 127 

Model discrepancies, apart from idealisation and simplification, include fabrication accuracy, 128 
buoyancy and density. These issues are more critical in floating models; for fixed models such as fixed 129 
OWCs, geometric discrepancies can be accounted for by repeat measurements of the critical areas 130 
such as internal geometry and orifice diameter. 131 
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 Environmental uncertainty 132 

The most complex source of uncertainty relates to the testing environment produced in the wave 133 
basin. The uncertainty related to wave height, period and direction generated in the basin has several 134 
sources which contribute to reduction in accuracy of the testing process. The physical attributes in the 135 
tank including wave generation system, depth, tank walls and dissipative beach result in a non-uniform 136 
distribution of wave statistics for any given input condition. These sources of uncertainty can be 137 
reduced by undertaking a wave calibration exercise prior to the planned test campaign. This involves 138 
varying the wave maker input values to achieve the required incident conditions at the location of 139 
interest in the tank (model location). A typical test campaign will run the test plan without the scale 140 
model in place as a control. 141 

The influence of reflections within basins has a significant influence on the temporal variation in wave 142 
statistics. This is compounded by the fact that the effect of reflections varies with wave parameters 143 
(Ts, Tp). The interaction of reflected and incident waves can distort power performance calculations of 144 
the device being tested either positively or negatively. There are several methods to reduce this source 145 
of uncertainty including during set up and raw data analysis as well as at the post processing stage. 146 
During regular wave test runs, there can be a clear delineation in the recorded time series of water 147 
elevations between the clean incident wave and when reflections begin to influence the data 148 
collection. This section of the recorded time series can be used in analysis, however as the delineation 149 
point will vary with respect to wave period due to celerity of the incident and reflected wave, 150 
automation of this analysis methodology can be difficult and become impractical for large test 151 
programmes. The approach is also only valid for that location in the wave tank. An alternative 152 
approach which is valid for both regular and irregular waves is applied in the post processing phase 153 
but requires additional wave gauges to measure reflection. The raw data series is separated out into 154 
incident and reflected wave statistics. Funke and Mansard [15] improved the initial approach of Goda 155 
and Suzuki [16] using Fourier analysis. This relies on recording a series of water elevations at distinct 156 
intervals related to the wavelength of the incident wave to extract reflection statistics. The influence 157 
of reflections in the present study is presented in Section 6. Even with applying these techniques there 158 
are uncertainties not accounted for including the wave spreading limitation and low frequency 159 
excitations which cannot practically be mitigated against. 160 

The values of parameters used in post-processing calculations such as the water density in the test 161 
facility and the acceleration due to gravity have associated uncertainties which should be accounted 162 
for in any assessment of uncertainty and are discussed further in Section 5. 163 

 Uncertainty analysis 164 

There are several nomenclatures for describing uncertainty and measurement error, i.e. the 165 

difference between a measurement and the true value of a quantity. Bias refers to systematic or non-166 

random errors; it describes the difference between the average of all measurements made of the 167 

same quantity and the true/reference value. Precision on the other hand describes how close all 168 

measurements are to each other and is thus an indication of the repeatability of the measurements. 169 

Bias and precision errors can also be referred to as systematic and random errors. This is the 170 

classification adopted by the American Society of Mechanical Engineers and is used in the uncertainty 171 

studies undertaken by [3,5]. 172 

In this research, the ISO-GUM methodology [17] is followed, which is also described in the 173 

International Towing Tank Conference guideline ITTC 7.5-02-07-03.12 [18]. This method categorises 174 

uncertainty under the following three headings: standard uncertainty (us), combined uncertainty (uc), 175 

and expanded uncertainty (U).  176 
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Standard uncertainty can be further described as Type A or Type B. Type A uncertainty (uA) is obtained 177 

by applying statistical methods to repeated measurements and is calculated from 178 

 𝑢𝐴 =
𝑠

√𝑛
 , (1) 179 

where n is the number of repeat measurements and s is the standard deviation, given by 180 

𝑠 = √
∑ (𝑞𝑘−�̅�)2𝑛

𝑘=1

𝑛−1
 , (2) 181 

in which qk is the kth observation and 𝑞 is the mean. It therefore represents precision or random errors. 182 

Type B uncertainty (uB) is usually evaluated using means other than repeated tests such as 183 

manufacturers’ specifications, calibration data and scientific judgement. It can be calculated by 184 

applying a linear fit to the end-to-end calibration data of the relevant instruments (i.e. wave probes 185 

and pressure sensors). uB is then given by the Standard Error of the Estimate (SEE): 186 

 187 

 𝑢𝐵 = 𝑆𝐸𝐸 = √∑(𝑦𝑗−�̂�𝑗)
2

𝑀−2
  ,  (3) 188 

where M = jmax is the number of calibration points, 𝑦𝑗  is the data point and ŷj is the fitted value. In this 189 

research, M varied from 6 points for wave probe calibration, to 21 points for pressure sensor 190 
calibration. 191 

Type A and Type B uncertainty can then be combined as follows to give the standard uncertainty of a 192 

measurement: 193 

𝑢𝑠 = √𝑢𝐴
2 + 𝑢2

𝐵
 . (4) 194 

The end-result of a laboratory test is often calculated from several measurements rather than 195 

measured directly. Therefore, the uncertainties associated with each measurement must be 196 

combined appropriately in order to calculate the uncertainty in the final result. This can be done in a 197 

number of ways. The ITTC guidelines [18] describe the law of propagation of uncertainty, which 198 

involves formulating a Data Reduction Equation (DRE) using a first-order Taylor expansion that 199 

combines the standard uncertainty of each relevant quantity (Equation (4) in [18]) However, the DRE 200 

can be challenging to formulate and statistical methods of propagating uncertainty are a practical 201 

alternative. In this research, the Monte Carlo method is implemented, following the research of [19]. 202 

Monte Carlo methods are computational algorithms that have widespread applications across the 203 

engineering spectrum. In the renewable energy sector, Monte Carlo methods have been to evaluate 204 

the uncertainty in results produced using deterministic processes from lifecycle analysis for example 205 

[20] to structural design [21].  206 

Briefly, the Monte Carlo (MC) method involves running N independent iterations of a model (e.g. 207 

calculating the power produced by an OWC) where each iteration involves random sampling of values 208 

from a probability distribution that characterises each stochastic variable. In this research, the 209 

stochastic variables include the wave height and pressure (for a full list see Table 3). Standard 210 

uncertainties are calculated where possible for each variable and are assumed to represent the 211 

standard deviations of a Gaussian probability distribution function. Each MC iteration then takes a 212 

random sample of the probability distribution function of each quantity to calculate the result. The 213 

uncertainty associated with the final result is then evaluated from the standard deviation of all the 214 

Monte Carlo iterations.  215 



6 

Once the combined uncertainty, uc , has been determined, the expanded uncertainty, U, can be 216 

calculated. This is simply a statement of the overall uncertainty at a particular confidence level, 217 

typically 95%, and is given by 218 

 𝑈 = 𝑘𝑢𝑐 ,  (5) 219 

where k is a coverage factor whose value is dependent on the number of samples/repeats and the 220 

confidence level required and can be read from t-distribution tables. 221 

 Experimental setup 222 

The device being tested is a 1:30 scale fixed nearshore bent-duct OWC with a low Technological 223 
Readiness Level (TRL), constructed out of perspex and fitted with wave probes, pressure sensors and 224 
a 15 mm diameter orifice. A fixed wave energy converter was chosen for this research as it eliminates 225 
any uncertainties linked to the motion of the device and therefore provides a more straightforward 226 
template for uncertainty analysis. Fixed OWCs are typically designed for integration into breakwaters 227 
at coastal locations. The present model was designed by Ecole Centrale de Nantes for use in the 228 
MaRINET2 project1 A similar device has been tested at the Australian Maritime College to carry out an 229 
uncertainty analysis of an OWC [7]. 230 

The device was tested in the Ocean Basin (OB) at the Lir NOTF in UCC (Figure 1). The OB is a 25m x 231 
15m wave basin with an adjustable floor to facilitate testing at water depths between 1m and 2.5m. 232 
The wavemaker consists of a curved bank of 80 hinged paddles which forms two sides of the basin 233 
and allow a wave direction range of more than 100 degrees. The paddles are equipped with active 234 
absorption; this feature coupled with an absorbing beach structure on the other two sides of the basin 235 
improves wave conditions and settling times between tests. 236 

 237 

Figure 1 Ocean basin at the Lir NOTF, Cork 238 

 

1 www.marinet2.eu 
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 239 

Figure 2 Model location within Lir NOTF Ocean Basin 240 

 241 

Figure 3 OWC schematic and dimensions 242 

The location of the model within the Ocean Basin is shown in Figure 2. A schematic of the model and 243 
the key dimensions are presented in Figure 3. Testing was conducted at a water depth of 1m. A wave 244 
probe was set up at the model location for the purposes of wave calibration and a line of additional 245 
probes were installed adjacent to the model to enable an analysis of the reflections in the basin (see 246 
Figure 2). During the model installation, the incident wave probe was removed and replaced with the 247 
OWC in which 3 wave probes and 2 pressure sensors were mounted within the chamber (see Figure 248 
4) 249 

Meggit 8510b-2 pressure sensors were used to measure the oscillating pressure inside the chamber 250 
with a sampling rate of 32 Hz; these are piezoresistive pressure transducers that measure relative 251 
pressure. The pressure sensors were chosen for their robustness, small size and accurate dynamic 252 
response. The instrument accuracy is a contributor to overall systematic uncertainty, while setup of 253 
the instruments can contribute to random uncertainty. 254 
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 255 

 

 
  

Figure 4 Wave probe and sensor layout within the OWC 256 

 Uncertainty evaluation  257 

 Standard uncertainty evaluation 258 

5.1.1 Type A 259 

Type A uncertainty is evaluated for a sample of both regular and irregular waves with a view to 260 

calculating the uncertainty of the capture width ratio (CWR),  261 

𝐶𝑊𝑅 =
𝑃𝑜𝑤𝑐

𝑃𝑖𝑛𝑐𝐷
 , (6) 262 

where 𝑃𝑜𝑤𝑐 is the power generated by the OWC, 𝑃𝑖𝑛𝑐  is the power of the incident waves, and D is the 263 

width of the OWC. Calculating an uncertainty range for the CWR necessitates a set of repeat tests on 264 

the incident wave field at the model location (i.e. without model in place) and a second set of repeats 265 

with the model in position.  266 

For the regular waves, repeats were carried out at the wave height (H = 0.025 m) and period (T = 1.64 267 

s) that indicated the best device response (identified from preliminary tests) and at periods towards 268 

the lower (T = 1.26 s) and higher (T = 2.19 s) end of the range (T = 0.73 s to 2.56 s) using the same 269 

wave height. ITTC guidance on uncertainty analysis [18] advises that a minimum of n = 10 repeats is 270 

necessary to determine the probability distribution function from which the statistics of interest can 271 

be calculated. In this research, the method of [7] is followed whereby individual waves in each regular 272 

wave run are considered to represent 1 of n. The individual waves were chosen by examining each 273 

recorded time series, excluding transient waves and selecting waves with a consistent wave height 274 

early in the time series before reflected waves reach the device location. Using this method, the 275 

number of ‘clean’ waves from each wave run varied between 5 and 10 depending on the period, with 276 

longer periods resulting in fewer clean waves. 277 

The Type A uncertainty associated with the wave height (𝑢𝐴−𝜂,𝑖𝑛𝑐) and the period, (𝑢𝐴−𝑇,𝑖𝑛𝑐), was then 278 

calculated for each of the incident waves in Table 1 using Equation 1. A similar procedure was then 279 
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applied with the OWC installed in the basin to obtain the Type A uncertainty associated with the water 280 

level (𝑢𝐴−𝜂,𝑜𝑤𝑐 ) and pressure (𝑢𝐴−𝑃𝑟,𝑜𝑤𝑐 ) ) in the OWC chamber. The values are presented in Table 281 

1. 282 

Table 1 Repeated regular waves and associated Type A values 283 

Input H 
(m) 

Input T 
(s) 

n Measured H 
(m) 

Measured T 
(s) 

𝑢𝐴−𝜂,𝑖𝑛𝑐 𝑢𝐴−𝑇,𝑖𝑛𝑐  𝑢𝐴−𝜂,𝑜𝑤𝑐  𝑢𝐴−𝑃𝑟,𝑜𝑤𝑐  

0.025 1.26 50 0.02466 1.2792 0.443 % 0.120 % 0.360 % 0.531% 

0.025 1.64 40 0.02778 1.6364 0.751 % 0.184 % 0.280 % 0.452 % 

0.025 2.19 25 0.02669 2.1770 1.052 % 0.233 % 0.468 % 0.997 % 

The repeat tests carried out on the irregular waves were also chosen based on the resonant period; 284 

i.e. the peak wave period (Tp ) in the test plan closest to 1.64 s. Three different significant wave heights 285 

(Hs) were selected at this period to ensure a good dynamic response (see Table 2) and 5 repeats were 286 

carried out for each sea state with incident waves only, and with the OWC installed in the basin. 287 

Irregular waves were generated using a Jonswap spectrum with a peak enhancement factor  = 3.3, 288 

and a repeat period of 11 minutes. The resulting time series contained approximately 473 individual 289 

waves. The method for assessing Type A uncertainty for irregular waves is slightly different to the 290 

regular method, as it is not possible to extract individual waves to increase the sample size. Instead, 291 

the incident wave power was calculated directly for each repeat using Equation 10 and the Type A 292 

uncertainty determined from the results using n = 5 (presented in Table 2).  293 

Table 2 Repeated irregular waves and associated Type A values 294 

Wave type Hs (m) Tp (s) No. of repeats (n) 𝑢𝐴−𝑃𝑤,𝑖𝑛𝑐  

Irregular 0.025 1.72 5 0.37 % 

Irregular 0.042 1.72 5 0.39 % 

Irregular 0.058 1.72 5 0.42 % 

 general, the Type A uncertainty values are low, indicating a high level of precision/repeatability across 295 

the tests. The highest uncertainty for all metrics is observed in the T = 2.19 s regular waves, indicating 296 

less accuracy for longer periods due to the smaller number of samples in the dataset. 297 

5.1.2 Type B 298 

Type B uncertainty was evaluated from the calibration data for the instruments used to take 299 
measurements, i.e. the wave probes and pressure sensors and well as from the documented 300 
instrument sensitivities. Wave probe calibration was carried out by fixing the probes onto a calibration 301 
frame that allows the probes to be moved up and down by 50 mm intervals. Six calibration points 302 
were used, including the start and finish (zero) position (a 200 mm range). By varying the immersion 303 
depth by a known distance, a relationship is established between the immersion depth and the voltage 304 
response to which a linear fit is applied. The Type B uncertainty value is then given by the standard 305 
error of the estimate (Equation 3).  306 

Where a probe was calibrated in a different location to where it was used during testing (i.e. the 307 
probes within the OWC chamber), the probe was zeroed when moved to its final location after 308 
calibration. The present model has three wave probes measuring the free surface elevation of the 309 



10 

water column; each probe was calibrated using the procedure outlined above, and the average Type 310 
B uncertainty is presented in Table 3 (𝜂𝑜𝑤𝑐).  311 

The pressure sensors were calibrated using an Additel 760 pressure calibrator which automatically 312 
generates specified pressures with high accuracy using an in-built electronic pump. An example of the 313 
resulting calibration data is presented in Figure 5. The Type B uncertainty (i.e. the SEE) was calculated 314 
in the same manner as for the wave probes using Equation 3, but with 21 calibration points, ranging 315 
between -20 and 20 mbar, where the fitted values have been converted from V to mbar using the 316 
slope of the line.   317 

The Type B uncertainties due to both instrument calibration and sensitivity are listed in Table 3 and 318 
denoted by ‘calib’ and ‘sens’ respectively. An uncertainty of 0.1% has been assumed for the instrument 319 
wave probe sensitivity and a value of 1.5% for the pressure sensors based on the instrument data 320 
sheets. In the case of the pressure sensors, this value includes errors due to nonlinearity, pressure 321 
hysteresis etc. as discussed in Section 2. 322 

 323 

Figure 5 Pressure sensor calibration data: calibration points and linear best fit 324 

The standard uncertainty of each variable is calculated according to Equation 4 and the results are 325 
presented in Table 3. Where more than one Type B uncertainty was associated with a variable, e.g. 𝜂, 326 

the standard uncertainty was calculated from 𝑢𝑠 = √𝑢𝐴
2 + 𝑢𝐵1

2 + 𝑢𝐵2
2 + ⋯. Included at the bottom of 327 

Table 3 for reference are the standard uncertainties for the acceleration due to gravity, g, and the 328 
density of water, 𝜌𝑤. The former value was obtained from [18] whereas the latter was estimated using 329 
ITTC 7.5-02-01-03 (Fresh Water and Seawater Properties) [22] and accounts for temperature variation 330 
in a tank hall setting. The uncertainty associated with the water depth, which accounts for unevenness 331 
in the floor, was based on spot measurements taken by hand with a 2 m long staff during the testing 332 
process. This value includes a least count error estimate for the measurement based on professional 333 
judgement. Least count errors for the data acquisition used in the experiments were found to be 5.0 334 
x 10-11 m for the wave probes and 5.0 x 10-9 Pa for the pressure sensors, and therefore were considered 335 
negligible and not included in the analysis.  336 

A standard uncertainty of Z = 2 % is assumed to account for uncertainties due to non-measured factors 337 
such as air compressibility and wave nonlinearities that may impact the results. It should be noted 338 
that the purpose of this figure is to account for uncertainties that effect a model of this scale, and is 339 
not an attempt to quantify the uncertainty due to scale effects (see discussion in Section 2.2). The 340 
latter would require a detailed investigation beyond the scope of this study; the focus of this research 341 
is on quantifying measurement uncertainty. The figure of Z = 2 % has been assumed based on 342 
engineering judgement;  however, a sensitivity study has been undertaken using values of Z between 343 
0.5 % and 10 % to determine the impact on the overall expanded uncertainty (see Section 5.1.5). 344 
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Table 3 Type A, Type B and standard uncertainty for parameters of interest 345 

  Parameter Mean  uA uB us 

R
eg

u
la

r 
w

av
es

 

H=0.025 m 
T=1.24 s 

𝜂𝑖𝑛𝑐  0.0247 0.443 % 0.130 % (calib.) 
0.100 % (sens.) 

0.472 % 

𝑇𝑖𝑛𝑐 1.279 s 0.120 % - 0.120 % 

𝜂𝑜𝑤𝑐   0.360 % 0.167 % (calib.) 
0.100 % (sens.) 

0.409% 

𝑃𝑟𝑜𝑤𝑐  0.0152 Pa 0.531 % 0.029 % (calib.) 
1.500% (sens.) 

1.591 % 

H=0.025 m 
T=1.64 s 

 𝜂𝑖𝑛𝑐  0.0271 m 1.422 % 0.130 % (calib.) 
0.100 % (sens.) 

1.431 % 

𝑇𝑖𝑛𝑐 1.636 s 0.185 % - 0.185 % 

𝜂𝑜𝑤𝑐   0.898 % 0.167 % (calib.) 
0.100 % (sens.) 

0.919 % 

𝑃𝑟𝑜𝑤𝑐  0.0221 Pa 0.452 % 0.029 % (calib.) 
1.500% (sens.) 

1.567 % 

H=0.025 m 
T=2.19 s 

 𝜂𝑖𝑛𝑐  0.0267 m 1.052 % 0.130 % (calib.) 
0.100 % (sens.) 

1.065 % 

𝑇𝑖𝑛𝑐 2.1770 s 0.323 % - 0.323 % 

𝜂𝑜𝑤𝑐   0.468 % 0.167 % (calib.) 
0.100 % (sens.) 

0.507 % 

𝑃𝑟𝑜𝑤𝑐  0.0260 Pa 0.997 % 0.029 % (calib.) 
1.500% (sens.) 

1.801 % 

Ir
re

gu
la

r 
w

av
es

 

Hs=0.025 m; Tp=1.72 s 𝑃𝑖𝑟𝑟,𝑖𝑛𝑐 - 0.368 % - 0.368 % 

Hs=0.042 m; Tp=1.72 s 𝑃𝑖𝑟𝑟,𝑖𝑛𝑐 - 0.387 % - 0.387 % 

Hs=0.058 m; Tp=1.72 s 𝑃𝑖𝑟𝑟,𝑖𝑛𝑐 - 0.422 % - 0.422 % 

All irregular waves 𝑃𝑟𝑜𝑤𝑐  - - 0.029 % (calib.) 
1.500% (sens.) 

1.8 %  

A
ll 

w
av

es
 

  Z 2.0 % 

d 1.0 m  0.01 m 

g 9.807 m/s2  0.0057 m/s2 

𝜌𝑤  998.8 kg/m3  1 kg/m3 

5.1.3 Combined uncertainty evaluation 346 

Following  [19], the Monte Carlo method is implemented to calculate the combined uncertainty of the 347 

Capture Width Ratio (CWR),  which is given by  348 
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𝐶𝑊𝑅 =
𝑃𝑜𝑤𝑐

𝑃𝑖𝑛𝑐𝐷
 ,   (7) 349 

where 𝑃𝑜𝑤𝑐  is the mean power generated by the OWC, 𝑃𝑜𝑤𝑐  is the incident wave power and D is the 350 

width of the device. The incident wave power for regular waves is calculated from 351 

𝑃𝑟𝑒𝑔.𝑖𝑛𝑐 =
1

2
𝜌𝑤𝑔 (

𝐻

2
)

2
𝑐𝑔  , (8) 352 

in which 𝜌𝑤  is the water density, g is acceleration due to gravity, H is the wave height, and 𝑐𝑔  is the 353 

group velocity. For the waves under consideration, the formula for 𝑐𝑔  in transitional water is used, 354 

given by 355 

𝑐𝑔 =
𝑐

2
[1 +

2𝑘𝑑

sinh 2𝑘𝑑
] , (9) 356 

where 𝑐 = 𝜔/𝑘  is the wave celerity, k is the wave number determined by iterative solution of the 357 

dispersion relation 𝜔2 = 𝑔𝑘 tanh 𝑘𝑑 , in which 𝜔 is the angular frequency given by 𝜔 = 2𝜋/𝑇𝑖𝑛𝑐 , 𝑇𝑖𝑛𝑐 358 

being the incident wave period. 359 

The formula for incident wave power for irregular waves for a given spectrum is  360 

𝑃𝑖𝑟𝑟,𝑖𝑛𝑐 =
1

2
𝜌𝑤𝑔2 ∫ 𝐶ℎ(𝜔)𝑆(𝜔)

𝑑𝜔

𝜔

∞

0
 , (10) 361 

where S(ω) is the power spectral density (obtained using a fast Fourier transform of the water 362 

surface elevation time series), and Ch(ω) is a modification factor for wave power in finite water 363 

depth given by 364 

𝐶ℎ =
𝑘0

𝑘
[1 +

2𝑘𝑑

𝑠𝑖𝑛ℎ 2𝑘𝑑
],   (11) 365 

in which 𝑘0 is the wave number in deep water. 366 

The instantaneous power generated by the OWC is calculated from  367 

𝑃𝑖𝑛𝑠𝑡(𝑡) = 𝑃𝑟𝑜𝑤𝑐(𝑡) 𝑄,   (12) 368 

where 𝑃𝑟𝑜𝑤𝑐(𝑡) is the instantaneous pressure in the OWC chamber measured by the pressure sensors 369 

and Q is the flow or air volume flux through the orifice.  Q is determined by solving 370 

𝑄 = 𝑣�̅�𝐴𝑐 ,  (13) 371 

where Ac is the area of the free surface inside the chamber, 𝑣�̅� is a 5-point moving average of the 372 

instantaneous velocity 𝑣𝑐 of the free surface as it moves up and down within the OWC chamber. In 373 

this research, 𝑣𝑐 is calculated by dividing the change in water level (i.e. the wave probe data from 374 

inside the OWC) over a single time step by the time between readings.   375 

Q may also be determined from 376 

𝑄 = 𝐶𝑑𝐴𝑜√
2|∆𝑃𝑟|

𝜌𝑎
 ,  (14) 377 

in which 𝐶𝑑  is the orifice coefficient, 𝐴𝑜 is the area of the orifice, ∆𝑃𝑟 is the change in pressure in the 378 

OWC at each timestep, and 𝜌𝑎  is the air density. Using Equation 14 necessitates determining 𝐶𝑑   379 

experimentally, which involves obtaining the flowrate in the water column (proportional to the 380 

velocity of column flow, i.e. the differential of the OWC’s wave probe reading) and the differential of 381 

the chamber pressure reading using the manual or mechanical methods described in Section 2.2. In 382 
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any experimental system, differentiation results in signal noise and the experimental determination 383 

of 𝐶𝑑  involves two signals requiring differentiation. Furthermore, the pressure reading in particular is 384 

subject to high frequency fluctuations. A moving average is applied to the pressure signal (time 385 

domain filtering) in order to get a cleaner signal prior to differentiation, however, like all filter 386 

operations this will reduce the magnitude of the signal as well as shift the signal response slightly. 387 

Additionally, since both experimental pressure and flowrate values are fluctuating, the discharge 388 

coefficient 𝐶𝑑 , which is proportional to the division of these two fluctuating signals, will constantly 389 

vary. Equation 14 applies a single averaged value of 𝐶𝑑 , and therefore any results obtained using this 390 

equation will have a high degree of uncertainty. Therefore, in this research, Q is calculated using 391 

Equation 13. 392 

The mean power is then determined by integrating the instantaneous power over the analysis period: 393 

𝑃𝑜𝑤𝑐 =
1

𝑇𝑎𝑛𝑎𝑙𝑦𝑠𝑖𝑠
∫ 𝑃𝑟𝑜𝑤𝑐𝑄 𝑑𝑡

𝑇𝑎𝑛𝑎𝑙𝑦𝑠𝑖𝑠

0
.  (15) 394 

The above formulae allow us to determine what uncertainty values must be propagated in order to 395 

get an overall uncertainty for the CWR. Breaking down the CWR formula, the uncertain quantities 396 

associated with each element are shown in Table 4. 397 

Table 4 List of uncertain quantities in CWR formula 398 

 Uncertain quantities 

Power: regular waves 𝑈𝑃𝑜𝑤𝑐
= 𝑓(𝑈𝜂𝑜𝑤𝑐

, 𝑈𝑃𝑟 , 𝑈𝑍) 

𝑈𝑃𝑟𝑒𝑔,𝑖𝑛𝑐
= 𝑓( 𝑈𝑇 , 𝑈𝑔 , 𝑈𝜌𝑤

, 𝑈𝜂𝑖𝑛𝑐
, 𝑈𝑑) 

Power: irregular waves 𝑈𝑃𝑜𝑤𝑐
= 𝑓(𝑈𝜂𝑜𝑤𝑐

, 𝑈𝑃𝑟 , 𝑈𝑍) 

𝑈𝑃𝑖𝑟𝑟,𝑖𝑛𝑐
= 𝑓( 𝑈𝐴−𝑃𝑖𝑛𝑐

, 𝑈𝑔 , 𝑈𝜌𝑤
, 𝑈𝑑) 

CWR 𝑈𝐶𝑊𝑅 = 𝑓(𝑈𝑃𝑜𝑤𝑐
, 𝑈𝑃𝑖𝑛𝑐

) 

For each of the quantities listed in Table 4, a normal distribution is generated (in Matlab) characterised 399 

by the mean () and the standard deviation (), where  is the measured (e.g. H) or known (e.g. g, 400 

𝜌𝑤)  value, and  is the standard uncertainty previously presented in Table 3. For example, the incident 401 

wave power for regular waves is calculated according to Equation 8, in which the values of in which 402 

𝜌𝑤, g, and H are sampled from normal distributions. The group velocity, 𝑐𝑔, is calculated using 403 

randomly sampled values of g, the water depth d, and the period T.  A similar method is applied to 404 

calculate the power generated by the irregular waves, and the power generated by the OWC. In order 405 

to account for uncertainties due to factors such as air compressibility, UZ, that do not form part of the 406 

calculations, a normal distribution is created with  = 0 mean and  = us. This distribution is then 407 

randomly sampled and added to the relevant power calculation (e.g. POWC). The CWR is then calculated 408 

using Equation 7.  409 

This process is repeated within each MC iteration to produce N values of the CWR where N is the 410 

number of MC iterations. The combined uncertainty, 𝑢𝑐, of the CWR is then determined by calculating 411 

the standard deviation of the N MC iterations. The results are presented in Table 5.  412 
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5.1.4 Expanded uncertainty evaluation 413 

The expanded uncertainty is calculated by applying a coverage factor, k, to the combined uncertainty 414 

obtained from the MC method. The coverage factor can be obtained from a t-distribution table and 415 

its value is dependent on the number of samples (see for example [23]). The GUM [17] recommends 416 

a simplified approach for choosing k in measurement situations characterised by probability 417 

distributions that are approximately normal and where there is a significant number of samples. Here, 418 

the number of samples is the number of MC iterations (N = 10,000). Therefore, for a 95% confidence 419 

level the GUM recommends assuming a value of k = 2 to obtain the expanded uncertainty. The results 420 

are presented in Table 5, Figure 6 and Figure 7. The highest uncertainty is associated with regular 421 

waves where T = 1.64 s. This is primarily due to the higher Type A uncertainties associated with the 422 

wave probe measurements (see Table 3). In the case of the wave probe measurement inside the water 423 

column, this increased uncertainty is likely due to more energetic free surface motions within the 424 

chamber around the resonance period. The histograms provide a useful way to visualize the output of 425 

the MC method by clearly showing the spread in the results. Included on the histograms are red, 426 

yellow and purple lines indicating the mean, lower and upper bounds respectively of the 95% 427 

confidence interval. 428 

In general, the uncertainties associated with the basin tests are relatively low compared with other 429 

similar experimental research [7]. This is primarily due to the method of calculating the OWC power, 430 

which avoided use of the orifice calibration coefficient and instead determined the power using the 431 

internal wave probe and pressure sensor data.  The irregular wave expanded uncertainties were 432 

observed to be slightly lower than the regular waves 433 

Table 5 Combined and expanded uncertainties 434 

Ref Wave details Mean CWR 𝑢𝑐,𝐶𝑊𝑅  (N=1,000) 𝑈𝐶𝑊𝑅  (95% C.I.) 

RW_A H=0.025 m; T = 1.28 s 0.245 +/- 2.21 % +/- 4.41 % 

RW_B H=0.025 m; T = 1.64 s 0.260 +/- 3.55 % +/- 7.09 % 

RW_C H=0.025 m; T = 2.19 s 0.280 +/- 2.93 % +/- 5.86 % 

IW_A Hs = 0.025 m; Tp = 1.72 s 0.267 +/- 2.04 % +/- 4.08 % 

IW_B Hs = 0.042 m; Tp = 1.72 s 0.215 +/- 2.06 % +/- 4.12 % 

IW_C Hs = 0.058 m; Tp = 1.72 s 0.188 +/- 2.06 % +/- 4.11 % 

 435 
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(a) (b) 

(c) 

 

Figure 6 Histogram of CWR values and associated expanded uncertainty, UCWR,  for (a) H = 0.025 and T = 1.28 s; (b) H = 436 
0.025 m and T = 1.64 s; and (c) H = 0.025 m and T=2.19 s 437 

(a) (b) 



16 

(c) 

 

Figure 7 Histogram of CWR values and associated expanded uncertainty UCWR  for (a) Hs = 0.025 m and Tp = 1.72 s; (b) Hs = 438 
0.042 m and Tp  =1.72 s; and (c) Hs = 0.058 m and Tp = 1.72 s 439 

5.1.5 Sensitivity analysis of selected standard uncertainties 440 

The standard uncertainty associated with the parameter Z in Table 3 was based on engineering 441 
experience, and a sensitivity study was carried out to demonstrate the impact that a range of values 442 
would have on the expanded uncertainty of the CWR, UCWR. Values of us,Z ranging from 0.5 % to 10% 443 
were considered and the results for wave condition RW_B (H = 0.025 m, T = 1.64 s) are presented in 444 
Table 6 below. As us,Z is added on to the uncertainty associated with the OWC power calculation, it 445 
has a linear impact on the overall uncertainty of the CWR. In contrast, the standard uncertainty of the 446 
pressure measured in the OWC chamber, while of a similar order of magnitude, does not have a 447 
significant impact on the overall expanded uncertainty (see Table 6). This is because the uncertainty 448 
associated with the pressure measurement relates to the instantaneous pressure in the chamber 449 
whereas the figure for OWC power (Powc) that feeds into the CWR formula (Equation 6) is an average 450 
value. Therefore the uncertainty associated with the measurements within the chamber are ‘averaged 451 

out’. Similar results were observed by applying a range of 0.5% to 10% to us, owc, i.e. the standard 452 
uncertainty of the water level measurements inside the OWC chamber.  453 

Table 6 Sensitivity analysis results for different values of standard uncertainties for Z and pressure measurement (base case 454 
indicated in bold) 455 

UCWR (%) 

RW_B 

Standard uncertainty of Z, us,Z 

0 0.5 % 1.0 % 2.0 % 5.0 % 10.0 % 

St
an

d
ar

d
 u

n
ce

rt
ai

n
ty

 o
f 

P
r_

o
w

c,
 u

s,
 P

r 

ow
c 

0.5 % 5.74 5.84 6.10 7.05 11.46 21.16 

1.0 % 5.74 5.93 6.14 7.02 11.66 21.04 

1.567 % 5.74 5.86 6.09 7.09 11.58 20.95 

2.0 % 5.75 5.91 6.12 7.07 11.54 20.90 

5.0 % 5.84 5.86 6.13 7.10 11.62 20.82 

10.0 % 5.83 5.97 6.21 7.17 11.62 20.71 

20.0 % 6.31 6.32 6.55 7.51 11.83 20.89 
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In contrast, varying the standard uncertainty associated with the incident wave height measurements 456 
has a very significant impact on the accuracy of the CWR as illustrated in Table 7. For us,Z = 2 %, varying 457 

us_inc from 0.5% to 10 % results in UCWR increasing from 4.56 % to 42.59 %. The Type A uncertainty 458 
accounts for most of this standard uncertainty; this underscores the importance of calibrating the 459 
incident wave field to ensure consistent and repeatable conditions.  460 

Table 7 Sensitivity analysis for a range of values of standard uncertainties for Z and incident wave height (base case 461 
indicated in bold) 462 

UCWR (%) 

RW_B 

Standard uncertainty of Z, us,Z 

0 % 0.5 % 1.0 % 2.0 % 5.0 % 10.0 % 

St
an

d
ar

d
 u

n
ce

rt
ai

n
ty

 o
f 

 

𝜂
𝑖𝑛

𝑐
, u

s
_i

nc
 

0.5 % 2.11 2.37 2.89 4.56 10.31 19.99 

1.0 % 4.09 4.21 4.57 5.65 10.80 20.30 

1.431 % 5.78 5.83 6.10 7.09 11.70 20.89 

2.0 % 7.92 8.05 8.27 9.00 12.73 21.69 

5.0 % 20.28 20.40 20.26 20.87 22.64 28.74 

10.0 % 42.68 42.46 41.94 42.59 43.58 46.68 

 463 

 Influence of reflections 464 

Reflections during wave tank testing are inevitable, even with mitigating measures such as passive 465 
beaches and active absorption in place. Therefore, reflections must be quantified to establish the 466 
degree to which they influence the experimental results. This can be done through manual application 467 
of the Funke - Mansard method described in [15] although the wave generation software typically 468 
used in test facilities often has built-in functionality to perform these calculations giving a reflection 469 
coefficient, Kr, and a breakdown of the combined, incident and reflected time-series. The wave 470 
generation software in the Ocean Basin where the present model was tested implements the six-471 
probe Funke and Mansard reflection analysis method [15]. The global positions of the six wave probes 472 
set up normal to the direction of wave propagation (see WP1-6 in Figure 2) are fed into the software 473 
which then the processes wave calibration data to give a reflection coefficient each regular wave 474 
under consideration as well as the incident, reflected and combined time-series. The reflection 475 
coefficient results are presented in Table 8 and indicate that reflections are more significant for lower 476 
frequency waves.  477 

Table 8 Calculated reflection coefficients for regular wave conditions 478 

Ref Regular Wave Conditions Average Kr  for 5 repeats in Ocean Basin 

RW_A T = 1.28s, H = 0.025m 0.188 

RW_B T = 1.64s, H = 0.025m 0.307 

RW_C T = 2.19s, H = 0.025m 0.341 
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In order to determine the impact of reflections in this study, three different datasets for three regular 479 
wave conditions (RW_A: H = 25mm, T = 1.28s ; RW_B: H = 25mm, T = 1.64s; and RW_C: H = 25mm T = 480 
2.19s) were examined. The first dataset of regular waves not impacted by reflections as described in 481 
Section 5.1.1 (Dataset 1), i.e. it consists of a short ~15 s time series before the waves reflected by the 482 
beach reached the model location. Dataset 2 is the combined (incident and reflected) wave field for 483 
the full test run after wave ramp up (~90 s); and Dataset 3 is the incident wave field only, obtained 484 
from the reflection analysis. For each of these datasets, the average wave height, H, was calculated, 485 
as well as the associated Type A uncertainty. Using the average wave heights, the incident wave power 486 
was calculated using  Equation 8, and the results are summarised in Table 9. The values for Type A 487 
uncertainty are a function of the wave heights measured at the model location, and the number of 488 
waves in the time series. The highest error is associated with Dataset 1, but this is due to the lower 489 
number of samples compared with the other two datasets. Given the large number of samples in 490 
Datasets 1 and 2, the relatively large Type A error observed for the combined wave field indicates the 491 
variability in the wave heights at the model location due to reflections. 492 

The Dataset 2 results for RW_A show that reflections caused constructive interference at the model 493 
location, resulting in a larger mean wave height, H, and incident wave power Pinc than was observed 494 
for the other two datasets. Dataset 1 and 3 are in good agreement, indicating that the reflection 495 
analysis was successful. Values are presented in Table 9 for the power produced by the OWC (POWC) 496 
and the CWR for each dataset. It is not possible to assess the impact of reflections on the device itself, 497 
as it was not feasible to distinguish the changes in water level in the OWC column caused by the 498 
incident and reflected waves.  Therefore, the CWR was calculated using the power generated by the 499 
OWC without accounting for reflections (i.e. the power generated from the waves that struck the 500 
model during testing). Thus, only the CWR for Dataset 1 is not influenced by reflections and can be 501 
assumed to represent the true value (plus or minus the expanded uncertainty calculated in the 502 
previous section). Therefore, compared with Dataset 1, the calculated CWR for both Datasets 2 and 3 503 
significantly underestimate the CWR for wave condition RW_A. For wave condition RW_C, the 504 
opposite phenomenon is observed: significant destructive interference at the model location results 505 
in a large underestimation of incident wave power and as a result, a hugely overestimated value of 506 
the CWR  associated with Dataset 2. While the results for wave condition RW_B are more comparable 507 
across the three datasets, the impact of the reflections is observed in both the incident wave power 508 
for Dataset 2, and also the OWC power in Datasets 2 and 3. This indicates that the water column is 509 
influenced to a relatively significant degree by the reflected wave field.  510 

It is likely that different results would be obtained with the model in a different location in the basin, 511 
depending on whether constructive or destructive interference is predominant at that point and 512 
highlights the importance of knowing both the incident and combined wave height at the 513 
measurement point. This study underlines the importance of accounting for reflections, either by 514 
running short tests to avoid contamination by reflections, or by conducting a reflection analysis. Long 515 
duration tests with the model in the basin and tests with irregular waves will still be contaminated by 516 
reflections, however. Numerical wave basins could be very useful in this regard as they can allow a 517 
user to specify open boundaries and thus run long duration simulations with no reflections; or be 518 
configured to represent the wave basin in question, and be used to calculate reflections at any point 519 
in the basin. Significant research has gone into the development of numerical wave basins [24–28], 520 
much of which is focused on simulating the interaction of waves with structures and has produced 521 
high fidelity but computationally intensive models. Simplified bespoke models designed for individual 522 
test facilities could be used to good effect to support offshore renewable energy tank testing 523 
campaigns in terms of determining optimal model placement within the wave basin. As computational 524 
costs reduce, validated higher fidelity models can be utilised in place of long duration tank tests in 525 
order to determine WEC performance.  526 
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Table 9 Reflection analysis of selected regular waves 527 

 Dataset 1  
(Short time series, no 
reflections) 

Dataset 2  
(Full time series, 
combined wave field) 

Dataset 3  
(Full time series, incident 
wave field only) 

RW_A Mean H (m) 0.0247 0.0280 0.0247 

H
 =

 0
.0

25
 m

 
T 

= 
1.

28
 s

 

𝑢𝐴−𝜂𝑖𝑛𝑐
 (%) 0.443 0.338 0.061 

𝑃𝑖𝑛𝑐 (W/m) 0.782 1.072 0.835 

𝑃𝑂𝑊𝐶 (W) 0.0574 0.0482 0.0482 

CWR 0.245 0.150 0.193 

RW_B Mean H (m) 0.0271 0.0280 0.0269 

H
 =

 0
.0

25
 m

 
T 

= 
1.

64
 s

 

𝑢𝐴−𝜂𝑖𝑛𝑐
 (%) 1.422  0.287 0.029 

𝑃𝑖𝑛𝑐 (W/m) 1.333 1.429 1.340 

𝑃𝑂𝑊𝐶 (W) 0.104 0.110 0.110 

CWR 0.260 0.256 0.273 

RW_C Mean H (m) 0.0267 0.0207 0.029 

H
 =

 0
.0

25
 m

 
T 

= 
2.

19
 s

 

𝑢𝐴−𝜂𝑖𝑛𝑐
 (%) 1.052 0.120 0.024 

𝑃𝑖𝑛𝑐 (W/m) 1.768 1.074 2.113 

𝑃𝑂𝑊𝐶 (W) 0.149 0.151 0.151 

CWR 0.280 0.468 0.238 

 Conclusion 528 

This paper provides a methodology for undertaking uncertainty analysis to quantify measurement 529 

uncertainty in a wave basin setting for an OWC WEC. This relatively simple device was chosen to 530 

minimise the sources of uncertainty. Repeat tests, calibration data and engineering experience 531 

provided values for Type A and B uncertainties from which the standard uncertainty for each 532 

parameter of interest was determined. Uncertainty was propagated using the Monte Carlo method in 533 

order to determine the uncertainty associated with the capture width ratio of the device which was 534 

found to be in the region of 4-7% for regular waves and 4% for irregular waves at a 95% confidence 535 

level. The results indicate that the test was carried out with a reasonably high level of accuracy within 536 

the parameters of the experiment. A sensitivity analysis revealed that the accuracy of the incident 537 

wave field measurements had the most significant bearing on the expanded uncertainty of the CWR. 538 

It is important to note that these results do not quantify the uncertainty due to scale effects (see 539 

Section 2.2), and that the power performance results of an OWC at this scale may not be a reliable 540 

indicator of the expected power performance of a full scale prototype (refer to [8] for a more detailed 541 

study and discussion of scale effects in relation to a fixed OWC). 542 
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An additional analysis of reflections in the basin indicated that reflections have a significant impact 543 

and care should be taken to account for reflections to avoid misleading experimental results. Ideally, 544 

reflections in the whole basin would be characterised in advance by means of extensive physical 545 

measurements or by utilising calibrated numerical models.  546 

Although guidance exists on how uncertainty should be evaluated when carrying out physical tank 547 

testing, such analysis is not generally carried out in a typical tank testing campaign. Similarly, guidance 548 

exists on how to assess the impact of reflections on model performance, but such analyses are not 549 

typically carried out during a commercial testing campaign. In general, standardised procedures for 550 

tank testing have not been widely adopted and test facilities tend to follow their own in-house 551 

procedures. EU supported research projects such as MaRINET2 will establish guidelines for both 552 

laboratory and field testing, from which standard procedures can ultimately be developed. It is 553 

important that uncertainty analysis forms an integral part of any such procedures as well as guidance 554 

on determining reflections so that individual device developers and the research community as a 555 

whole can work towards reducing the uncertainties associated with testing and increase investor 556 

confidence in the sector. 557 
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