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Abstract—In distributed environments, data for Machine
Learning (ML) applications may be generated from numerous
sources and devices, and traverse a cloud-edge continuum via
a variety of protocols, using multiple security schemes and
equipment types. While ML models typically benefit from using
large training sets, not all data can be equally trusted. In this
work, we examine data trust as a factor in creating ML models,
and explore an approach using annotated trust metadata to
contribute to data weighting in generating ML models. We assess
the feasibility of this approach using well-known datasets for both
linear regression and classification problems, demonstrating the
benefit of including trust as a factor when using heterogeneous
datasets. We discuss the potential benefits of this approach, and
the opportunity it presents for improved data utilisation and
processing.

Index Terms—edge computing, machine learning, data confi-
dence fabric, linear regression, clustering, data weighting

I. INTRODUCTION

In a distributed cloud-edge continuum, data emanates from
a multiplicity of sources that have heterogeneous physical
and logical characteristics. Devices may have hardware with
different security levels; data producers may or may not
encrypt data as it traverses the network towards the cloud; data
may pass through parts of the network with different security
levels. Data might be stored in secure, encrypted data storage
or a less secure alternative medium.

Data may be generated by formally accredited or authen-
ticated contributors, or otherwise. The sensors or devices
generating the data may or may not have been installed by
certified engineers, or at the time of their installation use
security technologies with different characteristics. These un-
certainties lead to lack of trust and confidence in decentralized
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environments with multiple stakeholders acting independently,
using diverse mechanisms or standards [1].

A rising area in network security is that of Zero Trust
architectures [2], where, rather than implicitly trusting data
at any part of the network chain, it is evaluated at the
edge near where it is produced, as it traverses the network,
also centrally or in the cloud, and where it is consumed.
Incorporating trust evaluation schemes and trust validation
frameworks in distributed environments can enable trustworthy
communication among entities with low or zero trust.

Trust evaluation frameworks allow for data to be treated
differently based on its provenance. For example, Project
Alvarium [3], enables informed decision-making for appli-
cations in distributed environments, by assigning confidence
scores to data as it passes along a cloud-edge continuum.
Similar employment of confidence or trust scores to artificial
intelligence and machine learning (AI/ML) applications, may
lead to better-performing models by weighting data according
to its trustworthiness.

Typically, data weighting in AI/ML applications is per-
formed to balance an imbalanced dataset [4]. For instance a
particular data class may be over-represented in the dataset
and this can be compensated for by weighing members of that
class proportionately lower than the other classes of data. We
may also be interested in particular classes more than others
and hence may wish to weigh those data entries more heavily
during the training process.

In this work, we explore the idea of weighing data when
training ML models, using a trust score metric as would be
provided through a Trust-based framework. This trust score is
used to determine how much we should trust a given datapoint
based on its provenance and handling. The key contribution
of this work is to establish whether weighing data based on
its trustworthiness can improve the performance of AI/ML
models. Through experiments, we validate our hypothesis,
and identify the extent and scenarios where trust-based data



weighting benefits AI/ML models.
In the remainder of this paper, we start by defining the

concept of data trust along with some background material and
related work (Section II). We then explain the ML techniques
that are evaluated in our experiments (Section II-C). The core
of the paper is a set of experiments (Section III) using two
well known datasets, that allow us to evaluate (Section IV) the
feasibility of using Data Trust and explore its potential. We
provide a conclusion (Section V) and potential future work
(Section VI) that shows how our paper can act as a seed for
follow-on research that recognises the critical role that data
security must play in training dependable ML models.

II. RELATED WORK

Recent industry trends towards Edge computing have given
rise to decentralized and distributed environments, such as
cloud-edge continuum. Consequently, the concept of a Zero
Trust approach to networking systems has come to promi-
nence [2]. In this paradigm, data may be generated and traverse
a network but is not explicitly trusted by data consumers. To
allow for safe and secure handling of data, and to ensure that
the processing results can be trusted, knowledge about the
data is used with a “Trust Algorithm”: safety/security policies
that determine how the data was used, transmitted, stored,
destroyed, and so on.

One approach to building trust in such environments is
through the use of data annotation, i.e. metadata that is
mapped to data traversing the network, which is used by Trust
Algorithms to evaluate how to deal with it. These annotations
can include the security class of the device that generated that
data, the qualifications or identities of the person who installed
that device, its encryption state, the security classes of network
infrastructure that data has passed through so far, whether it
has been stored in immutable and secure storage, whether it
has been registered onto a ledger, and so on. One approach is to
implement this functionality as a Data Confidence Framework
(DCF).

A. Data Confidence Frameworks

The proliferation of distributed decentralized environments,
including multi-Edge multi-cloud continua, has introduced
new challenges in trust and confidence for organizations and
stakeholders. In such environments, multiple data producers
generate data, using resources that are spread across various
locations and providers, leading to complex trust relationships
and potential vulnerabilities. Trust and confidence become crit-
ical concerns due to the lack of centralized control, increased
attack surface, and the involvement of multiple independent
stakeholders [1].

Distributed Ledger Technologies (DLTs), such as Hash-
graphs [5] or blockchains, implement distributed consensus al-
gorithms to generate immutable logs and enable decentralized
trust verification among multiple parties. DLTs can be used to
build frameworks where communication among applications
can be carried out with a certain level of trust and confidence
in an otherwise low or zero-trust environment. E.g., An

information sharing scheme has been proposed proposed [6]
that uses smart contracts to calculate and track reputation of
participants and filter out untrustworthy information.

DTMS [7] proposed a trust management framework that
deploys an evaluation model and uses blockchain to create
an irreversible storage of trust credits. Project Alvarium [3]
goes beyond state-of-the-art by creating a generic framework
that builds a data confidence fabric by: tracking data events
as the data flows across a cloud-edge continuum; recording
associated metadata and annotations in a DLT; calculating
confidence scores based on the trust insertion technologies
used, and; delivering data to applications with measurable
confidence.

In the context of AI/ML applications measurable confi-
dence, provided by frameworks such as Alvarium, can be used
when sharing and exchanging data sets for training AI models.
Because, the quality of data may impact the effectiveness and
reliability of AI models, incorporating confidence scores into
the data exchange process, can lead to improved performance
in decentralized environments with multiple independent data
producers. Such a framework will be of key interest in solu-
tions that rely on federated learning or swarm intelligence [8],
due to their inherent distributed decentralized nature.

B. Mixed Trust

As mentioned above, AI/ML datasets for a given problem
may come from a mix of sources, of varying quality and
provenance. Similarly, survey results may come from volun-
teers, censuses etc. and data collection might be from a mix of
private enterprise sensors with publicly-submitted data. Con-
sequently, Data confidence frameworks (Section II-A), feature
a mix of different security annotations that are considered
differently by Trust Algorithms, reflecting the relative amount
of trust being placed in those data points. For example, Regeru
et al [9] considered the importance of mixed provenance and
quality data in health settings, where datapoints are reported
by health workers, finding that depending on the reporting
source and supervisors, the quality of data reporting varied
substantially and quality supervision was a key aspect. Also
in the health domain, Searle et al. [10] explored the challenges
and considerations for patient confidentiality in IoT networks,
including the potential use of Zero Trust architectures to
preserve privacy and maintain data quality. While Machine
Learning applications sometimes consider relative data quality
as a factor, this is used in order to filter and sanitise datasets,
discarding low-quality material – in our work we continue
to make use of the lower-trust material but diminish its
contribution to models via weighting. In our work we employ
a “data poisoning” approach for introducing lower quality
material into the training sets, and make use of trust scores to
mitigate their impact, this is similar to the work of Venkatesan
et al [11], but differing in that their approach is to use several
trained models and to use their disagreements as a method to
mitigate the impact of poisoned data.

In this work we consider the consequences and possible
advantages in accounting for this trust scoring and using it



as a source of weighting in ML computation. An important
component in Data Confidence Fabric/Zero Trust systems is
the use of a “Trust Algorithm” which uses the given metadata
to determine how it should be trusted and treated. Machine
Learning has been explored to drive Trust algorithms both
centrally and at the network edge [12] [13] [14] [15]. While
in our work we use Trust scores as an input for ML models,
the quality of model output based on this weighting can be
useful as an input into such Trust algorithm models, as we
discuss in Section VI.

C. Machine Learning

To evaluate the potential advantages of accounting for Trust
scores in networks, we make use of two ML techniques. We
use Random Forest Regression to solve a numerical problem
predicting housing values. For a classification problem, that
of predicting the employment category of a customer, we use
Decision Trees. Our experiments (Section III) were carried out
using scikit-learn [16].

1) Random Forest Regression: Linear Regression tech-
niques [17] are a family of ML approaches for numerically
continuous modelling: predicting a numerical value based on
input fields. Performance is considered typically in terms of
Mean Squared Error (MSQ) or the coefficient of determination
(R2) value [18]. In this work we use a Random Forest
Regression approach [19] for predicting house values (Section
III-A) – this approach uses a number of different regression
trees each trained on subsets of the training data, with their
predictions averaged to improve precision and avoid over-
fitting of the data.

2) Decision Tree Classification: Classification techniques
are used to predict field values that are discrete and may or
not be ordered – given a particular input, the model can predict
a particular class for that input. Decision Tree Classification
is an ML approach that examines a field at a time and splits
the dataset into two branches above or below a given value, or
True and False for a given class. Certain paths in the tree can
be used to make predictions as to remaining field values further
down the tree. While this can be used for linear regression
problems, it is also useful for classification of a given field,
which we use in predicting the job type of correspondents to a
bank marketing campaign (Section III-B). Where there isn’t a
linear relationship between certain fields and the classification
target, or where certain fields have unordered possible values,
this technique is well-suited.

III. METHODOLOGY

Different ML techniques traditionally allow for data weight-
ing based on particular objects – a common issue with
regression and classification problems is that datasets may be
imbalanced, certain classes may be over- or under-represented
which can cause models trained on that data to be skewed
based on their relative representation in the inputs. Some im-
plementations of regression or classification techniques allow
for individual fields to be assigned a weight value, and entries

are then weighted either explicitly according to that value, or
relative based on the ordering of the weights.

Another method for weighting data is oversampling or
undersampling data based on how much it should contribute to
the subsequent model. In this approach, entries that we wish to
contribute more are duplicated (or entries for which we wish
to diminish their impact have a reduced chance to contribute
to the model, a chance to be discarded).

While these weighting approaches are most commonly used
for dealing with data with imbalanced entries for which we are
more interest in some entries than others, in this work we are
weighting data based on its Trust score evaluation as would
be provided by Trust Algorithms in a Zero Trust context (such
as through a Data Confidence Framework).

In this work, we perform two sets of experiments by
taking existing datasets, Housing (Section III-A) and Banking
(Section III-B), and conduct a Machine Learning task on each
(Random Forest Regression and Decision Tree Classification
respectively). The datasets are broken out into an 80%/20%
Training/Testing split – models are trained on 80% of the
dataset and evaluated using the remaining 20%.

The initial results of these tasks are evaluated based on
their accuracy in predicting values for entries within their
respective Testing sets, providing a Baseline result (labeled
B). For the Housing (regression) task results are evaluated
by their R2 value; values closer to 1.0 indicate better results.
For the Banking (classification) task, the results are evaluated
according to the percentage accuracy of the classifications –
that is to say the percentage of the Testing set which was
accurately classified; in this case a higher percentage indicates
a better result.

The next step is to alter a 10% proportion of entries within
the Training set (“data poisoning”) and conduct the experi-
ments again. This is repeated with 20%, 30% data poisoning
up to 90% and these results are evaluated (the “Poisoned”
results). The process is repeated but in this next set of
experiments the data entries which have been “poisoned” are
excluded from training the model – this gives a progressively
smaller training set for each iteration as we are discarding
10, 20, 30% of the training data each time. These are the
“Clean” results. Finally we repeat the poisoning operation but
this time each entry within the poisoned portion of the dataset
is labeled with an low Trust score (a value of 1 in this work),
while the remaining data has a Trust score of 10. The Trust
scores are used to weight the data in the Training set according
to how much it is trusted in the ML models (Sections III-A
and III-B). These are the “Trust” results. Values of 1 and 10
were chosen to focus our work on demonstrating the principles
of this concept in action. The standard data weighting for
the ML approaches used considers weights based on their
relative ordering rather than absolute values, the values of
10 and 1 reflect the suggested Trust scoring mechanism of
the Project Alvarium (which typically scores Trust as a value
between 1 and 10). In future work we will explore using a
continuum of Trust values and a more varied range of data
quality and confidence and the consequences of a range of



weighting in ML models, where there may be data scored
with an intermediate trust score between these two extremes.

A. California Housing Prices Dataset

The California Housing Prices Dataset is based on census
data for the state of California, USA collected in 1990. This
dataset contains median values for housing blocks across
the state, which each entry representing a single housing
block. The fields in the dataset include ocean proximity, house
median age, total number of rooms in the housing block and
so on, and this dataset was chosen due to it’s popularity in
Machine Learning studies and education (Géron [20], Nugent
[21]). For these experiments, the fields used are ‘longitude’,
‘latitude’, ‘median house value’ and ‘median income’.

As one might expect, there is a correlation between the
median income for a housing block and the median house
value for that block. There is also a weaker correlation
between the latitude of housing with the house value, as
California is elongated north-to-south and features relatively
expensive coastal cities interspersed with national park areas
and agricultural land.

In these experiments, the task is to predict the median house
value of a datapoint from the Testing set based on the values
of the other fields above. The Data Poisoning procedure for
the regression experiments using the housing data is to take a
portion of the dataset (in 10, 20, 30, ..., 90 % increments) and
within this portion each entry has a 50% chance to have its
latitude manipulated northward by 2 degrees – this having the
effect of moving what would be upper-end urban residences
into low-priced areas between major coastal cities which we
would expect to make the housing price prediction poor when
tested with the unaltered test set.

B. Portuguese Bank Marketing Dataset

The Portuguese Bank Marketing Dataset (Moro et al [22])
is the result of a direct phone marketing campaign carried
out by a Portuguese banking institution between 2008 and
2010. Entries in this dataset include the age of the recipient,
their bank balance, education level etc. and include a yes/no
field for whether the recipient decided to avail of the financial
product being offered by the bank. For these experiments, we
used the fields of ‘age’ (in years), ‘marital’ (single, married or
divorced), ‘education’ (primary, secondary, tertiary), ‘balance’
(in euros) and ‘job’ (management, entrepreneur, retired, tech-
nician, admin, services, blue-collar, self-employed, student or
unemployed).

In these experiments, we use a Decision Tree model to
predict the job type of each entry in the Testing set based on
the values of the fields above. The Data Poisoning procedure
in these classification experiments is to change the job type
in the training set to a random value – this poisoning worsens
the accuracy of the model when used on the test set.

IV. EXPERIMENT RESULTS

In our experiments using Random Forest Regression for
predicting median house value on the California Housing Data
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Fig. 1. Housing Random Forest Regression results

(Figure 1), we attained a baseline R2 result of 0.824, this being
the quality of the trained model using the fully unmodified
80% Training set. In our Clean result, we find that the quality
of prediction decays as we discard further and further portions
of the dataset due to it being part of the “poisoned” set –
with less data to train on, the model misses out on some
insights. When the poisoned data is included with the clean
data, the model also performs poorly, giving progressively
poorer results as more of the training set has been manipulated.
Finally we observe that when the Trust weighting is accounted
for, a mix of clean and poisoned data can actually give an
improved result over the Clean dataset alone – having more
data to train on has improved the model while the impact
of the manipulated data’s impact on the model has been
tempered through the Trust weighting. Important explanatory
information within the dataset has been able to contribute
insights to the model even though its provenance merits
circumspection.

In the Banking Classifcation experiments, the baseline ac-
curacy for predicting the “job” value using Decision Trees is
41.12%. In our Clean result, we find a relatively consistent
decline in performance as the training set becomes smaller,
as was found with the Housing experiments. The training set
containing the mix of altered and unaltered data (“Poisoned”)
performs the least well at the outset, and declines sharply
as a greater proportion of the set contains poisoned data.
When accounting for Trust as a weighting input for the
models (“Trust”), even when containing manipulated entries,
the prediction performance is generally the best of the three.
In comparison with the Linear Regression problem for the
Housing experiments, the variation in accuracy results is
somewhat coarser. As a classification problem based on a
mix of field labels and numerical values, there is much less
of a linear relationship between the predictor fields and the
predicted output.

We find that for datasets where a small proportion of the set
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Fig. 2. Banking Decision Tree Classification results

is of lower trust, there is little to no penalty from disregarding
the lower-trust material – if there is sufficient volume of
unaltered/highly trusted data then the input is representative
of the overall problem and the model performs well on the
test set.

As a larger proportion is found to be low-quality or due to
low-security regimes is liable to be manipulated, the potential
for poor model outcomes increases – using only the maximally
trusted material leads to poor results as the training set is
smaller and omits potentially important information and it is
no longer representative of the sort of data points possible.
Similarly, does treating all data equally even if some has be
altered leads to poor results as the manipulation impacts on
the model and its predictions. As the test set is unaltered, the
training material is significantly different in its character for
the tampered field and hence the prediction results suffer.

In our experiments we found that it is possible to achieve
strong results with data of mixed provenance provided that the
data is appropriately annotated so that relative Trust scores can
be assigned to each entry and then these are used in generating
ML model. This allows for a large volume of data to feed
the model, while dampening the contribution of the low-trust
material. While the “poisoned” data has been modified, there is
still useful explanatory information within it (particularly the
unaltered fields), and hence the mixed trust models continue
to perform well even for high volumes of altered entries.

V. CONCLUSIONS

We introduced the concept of Data Trust as an input for
Machine Learning tasks; in systems and applications where
data may be produced by a variety of sources and arrive
through a variety of vectors, Trust evaluation can be used from
the edge to the cloud to determine how that data is processed,
forwarded, and consumed. For Machine Learning applications
within such an environment where there is a relatively high
volume of data generated but the trust evaluation of any

individual datum can vary, we investigated ML data weighting
techniques to determine if there was merit in considering
mixed Trust data in driving ML models as opposed to con-
sidering all inputs of equivalent weighting, or discarding the
less-than-ideal input material. While we used only two values
for Trust (1 or 10) in these proof of concept experiments,
Data Confidence Fabrics and other Trust Platforms support a
continuum of trust values, which would allow for a range of
weightings to be used in models – in future we will explore
the impact of adjusting this range of weighting for more varied
trust metrics.

In some deployments, it may be the case that there is no
meaningful difference between the models generated by the
entirety of data sources vs. those generated by just the maxi-
mally trusted sources, but in this work we have demonstrated
that if there is a meaningful qualitative difference between one
part of the dataset and the rest, that we might still avail of that
lower quality information if it still provides explanatory power
in models. In future work (Section VI) we will examine when
and where to determine if initially untrusted data should have
been trusted – variable trust weighting for trust annotations
based on model evaluations.

The results of the experiments conducted in this work
demonstrate that trust-based data weighting for training AI/ML
models can improve the performance of the models. This leads
to a variety of interesting questions and research opportuni-
ties for machine learning applications that run in distributed
environments.

VI. FUTURE WORK

While some algorithms exist in literature for calculating
trust score of data, research needs to be carried out to design
or determine optimal methods for calculating trust scores
and weights for AI/ML models. Such investigation could
involve exploring different trust metrics, incorporating contex-
tual information, evaluating the impact of trust scores on the
performance of the model, or leveraging external knowledge
sources to enhance the accuracy of trust estimation.

Furthermore, in this work we used pre-computed trust scores
for data points based on the known chance that a given data
point might have been manipulated. In future experiments
we are exploring trust scoring based on DCF annotations in
live deployments where the trust annotations for data points
are passed to trust algorithms for computing trust values and
driving the trust-based weighting in machine learning.

We used fixed trust scores in our experiments, where data
from the suspect portion of the training sets has a fixed low
trust score and the known unaltered material has the maximum
score – in a live deployment we would expect a range of trust
scoring but also we would need to investigate the operation of
the trust algorithms themselves.

For a given data processing (including network forwarding)
or machine learning task we may need to consider a variety of
trust criteria respective to the intended use of the data. Some
data may be so poorly trusted that it isn’t worth the overhead
to propagate it throughout a network, whereas sometimes data



may be of medium trust quality but still useful for analysis or
ML tasks of intermediate sensitivity.

In related work, we identified research activities that ex-
plore the possibility of establishing a score value for certain
annotations based on its performance within ML models – trust
criteria scoring that can be learned. This approach may also be
of use in anomaly detection, where a vulnerability introduced
due to a particular Trust feature being missing for some data
can be identified when that Trust feature is weighted higher
or lower and hence has a negative impact on results.

Applying trust-based data weighting to real-world AI/ML
applications across different domains can, generate further
insights, enable online adaptation, and assess deployment
feasibility and scalability. Within the context of CLEVER
project [23], trust-based data weighting will be evaluated in
various use-cases over a collaborative cloud-edge continuum,
where federated learning is used for AI/ML applications in
heterogeneous distributed environments.

-
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