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Abstract

Large Language Models (LLMs) have demon-
strated exceptional performances in a wide
range of natural language processing tasks.
However, their success does not always extend
to machine translation, particularly in challeng-
ing scenarios such as translating low-resource
languages. This study investigates the multi-
lingual capability of LLMs, with a case study
on Irish, an extremely low-resource language,
focusing on translation tasks between English
and Irish. We propose a dynamic, efficient
language adaptation framework for English-
centric LLMs, which involves layer-specific
adjustments and subsequent fine-tuning for ma-
chine translation. Our findings highlight sev-
eral key insights: (1) different layers in the
LLM serve distinct functions such as language
understanding and task reasoning, (2) effective
translation requires extensive pre-training on
both source and target languages, and (3) tar-
geted fine-tuning for machine translation leads
to significant improvements of 36.7% for En-
glish to Irish and 133.4% for Irish to English
compared to the previous state-of-the-art.

1 Introduction

Large Language Models (LLMs) have recently
revolutionized the field of Natural Language Pro-
cessing (NLP), demonstrating remarkable perfor-
mance across a wide range of tasks. These mod-
els, built on the transformer architecture, lever-
age vast amounts of data to achieve exceptional
levels of linguistic understanding. However, sig-
nificant challenges remain, particularly in the do-
main of machine translation for low-resource lan-
guages (Bawden and Yvon, 2023). Traditional ap-
proaches for Neural Machine Translation (NMT)
are often data-inefficient and rely on large num-
bers of parallel data pairs to obtain reliable perfor-
mance, limiting their applicability in low-resource
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tasks (Ranathunga et al., 2023; Lamar and Kaya,
2023).

This paper seeks to explore the multilingual ca-
pabilities of LLMs, specifically focusing on Irish,
an extremely low-resource language, and the trans-
lation tasks between English and Irish. Irish, classi-
fied as an endangered language, poses unique chal-
lenges for machine translation. The limited avail-
ability of parallel corpora (Lankford et al., 2022;
Ojha et al., 2021) and the sparse representation
in pre-training datasets (Barry et al., 2022; Tran
et al., 2024) make it a vital candidate for investigat-
ing the potential of LLMs in low-resource settings.
LLMs, such as ChatGPT (OpenAI, 2022, 2024),
BLOOM (Workshop et al., 2023), and the Llama
series (Touvron et al., 2023a,b), are predominantly
English-centric, although pre-trained on multilin-
gual datasets. The extent to which these models
can effectively translate between low-resource lan-
guages remains an open question.

Our research identifies several key insights to
successfully apply LLM to the low-resource sce-
nario, such as the requirement for the LLMs to be
bilingual through extensive pre-training on both
languages. We propose a novel framework for effi-
ciently adapting English-centric LLMs to a novel
unseen language, and further fine-tuning for the
task of machine translation. Our approach involves
a two-stage training process: dynamic continued
pre-training, where we selectively train layers of
the LLM based on their language capability, indi-
cated by retrieval scores, and additional fine-tuning
on specific machine translation datasets. By fo-
cusing on the layers responsible for language un-
derstanding and reasoning, we aim to enhance the
bilingual capabilities of the LLM while being ef-
ficient, requiring only a fraction of the model’s
total parameters for effective language adaptation.
Specifically, we achieve an improvement of up to
46.14 BLEU score for Irish to English translation
and 13.22 BLEU score for English to Irish transla-



tion compared to previous state-of-the-art methods
on the LoResMT-2021 dataset (Ojha et al., 2021).

Our source code and model weights are
made publicly available at https://github.com/
ReML-AI/UCCIX for future research and bench-
marking purposes.

2 Related Work

2.1 Neural Machine Translation

Neural Machine Translation (NMT) has become
the dominant approach in the field of machine
translation, largely due to the success of sequence-
to-sequence models and the introduction of atten-
tion mechanisms. The advent of the Transformer
model (Vaswani et al., 2017) offers a more effi-
cient and scalable architecture that relies entirely
on attention mechanisms. Transformers have be-
come the backbone for most state-of-the-art (SoTA)
NMT systems (Lankford et al., 2021; Team et al.,
2022). Despite these advancements, NMT sys-
tems still struggle with translating low-resource
languages due to the lack of sufficient training data.
Various approaches have been proposed to mitigate
this issue, such as transfer learning (Zoph et al.,
2016; Chen and Abdul-mageed, 2023) and multi-
lingual NMT (Johnson et al., 2017; Dabre et al.,
2020). These methods leverage information from
high-resource languages or use monolingual data to
further improve translation quality for low-resource
languages, but significant challenges remain. One
of the main challenges is the dependence on paral-
lel data, which is notably deficient for low-resource
languages.

In this work, we explore a recent
paradigm (Workshop et al., 2023; Bawden
and Yvon, 2023), by applying LLMs to the
domain of NMT. We leverage the vast amount of
pre-training conducted for LLMs and investigate
whether their capabilities can be transferred
to NMT tasks, particularly for low-resource
languages. However, it should be noted that while
LLMs can be pre-trained on multiple languages,
their pre-training data is mostly monolingual per
sample, making it uncertain how well the models
can translate across languages.

2.2 Large Language Models

LLMs have garnered attention for their impressive
text generation capabilities and versatility across
various NLP tasks. However, most of these mod-
els, either closed-source ones such as ChatGPT,

or open-source models like BLOOM (Workshop
et al., 2023), and the Llama series (Touvron et al.,
2023a,b) have demonstrated significant proficiency
in handling a variety of languages and tasks. How-
ever, these models predominantly focus on widely
spoken languages like English, leading to a perfor-
mance disparity when applied to low-resource lan-
guages. Recent surveys (Bawden and Yvon, 2023;
Hendy et al., 2023) have investigated the capability
of LLMs for machine translation tasks, reporting
that LLMs can perform well in these scenarios,
especially for high-resource languages. However,
their effectiveness in low-resource settings, such as
in Irish, remains limited due to the lack of adequate
training data.

UCCIX (Tran et al., 2024) is a recent LLM devel-
oped with a focus on Irish, a Definitely Endangered
language as recognized by UNESCO (UNESCO,
2010). Given the limited availability of Irish data,
the authors proposed a framework for language
adaptation of an English-centric LLM to make it
bilingual. Despite this, issues such as catastrophic
forgetting of English have been observed, as a con-
sequence of continued pre-training on Irish data.

With the case study on Irish, we investigate the
potential usages of such models for the translation
tasks between Irish and English, as part of the ef-
fort to preserve the Irish language and prevent its
loss. We analyze the bilingual capabilities of the
LLM and propose an adaptive language adaptation
strategy to balance the model’s performance be-
tween the two languages. This approach aims to
enhance the efficiency of adapting LLMs in low-
resource settings, ensuring robust performance in
both high-resource and low-resource languages.

2.3 Low-Resource Settings

Research on the challenges of addressing low-
resource languages in NLP is essential given the
diversity of languages and the demand for inclu-
sive technology. Since large annotated datasets are
necessary for training strong models, low-resource
languages frequently lack them, making it chal-
lenging to achieve good performance using tradi-
tional techniques. As pointed out in recent sur-
vey (Ranathunga et al., 2023), if there are less than
0.5 million parallel sentences in the parallel cor-
pora, a language pair is deemed “low-resource” in
an MT scenario, and if there are less than 0.1 mil-
lion parallel sentences, it is deemed “extremely
low-resource”.

https://github.com/ReML-AI/UCCIX
https://github.com/ReML-AI/UCCIX


Irish, an endangered language, fits into the ‘ex-
tremely low-resource’ category. Recent works re-
port a composite dataset from different sources
amounting to only 25,000 (Lankford et al., 2022)
or 52,000 (Lankford et al., 2021) parallel sentences.
Given this limited amount of data, we investigate
whether the large amount of available monolingual
data can aid in improving performance through the
use of LLMs. Our findings highlight the effective-
ness of further fine-tuning LLMs for the machine
translation task, even with such sparse data.

3 Method

3.1 Preliminary Explorations

Large Language Models (LLMs) are typically built
using the transformer decoder-only architecture,
consisting of multiple stacked transformer lay-
ers. While LLMs are often trained on large-scale
English-dominant text corpora, they often also in-
clude a small percentage of texts in multiple lan-
guages due to the vast size of the training data.
This raises the question of whether LLMs can un-
derstand underpresented languages effectively. For
instance, in the Llama series of models, the Irish
language constitutes less than 0.005% of the train-
ing corpus. To explore this, we conduct few-shot
prompting experiments with the machine transla-
tion task between English (dominant language) and
Irish (extremely low-resource language). Few-shot
prompting allows LLMs to follow specific input
patterns and leverage their pre-trained knowledge
for the translation task. We investigate the per-
formance in both directions: Irish to English (as-
sessing LLM’s understanding of the low-resource
language) and English to Irish (analyzing its ca-

pability to generate text in the target language).
Table 1 shows examples of the prompts used. The
results, presented in Table 2 and Figure 1, highlight
the following insights:

• English-centric LLMs may have some under-
standing of low-resource languages but strug-
gle with text generation in those languages.
This is evident by the strong performance of
the Irish to English direction, with gpt-3.5-
turbo and Llama 2-70B able to outperform the
previous task-specific SoTA (Lankford et al.,
2021), up to 7.97 BLEU score.

• Efficient translation requires extensive pre-
training on both languages, as evidenced by
UCCIX outperforming English-centric LLMs,
beating the much larger gpt-3.5-turbo model.

• Generally, providing examples (few-shot
prompting) helps LLMs follow the task for-
mat better (Figure 1), aligning with previous
findings (Brown et al., 2020).

To further investigate LLM behavior without re-
lying on few-shot prompting and the variants it
created, we analyze the sentence retrieval task. The
sentence retrieval task (Artetxe and Schwenk, 2019;
Dufter and Schütze, 2020; Yong et al., 2023), aims
to identify the closest sentence in English given
a representation of a sentence in a new language
(Irish). We compute sentence retrieval accuracy
at each layer of different pretrained models to un-
derstand where and how language understanding
capabilities emerge. For this analysis, we focus
on the Llama 2 model, a popular and widely-used
open-sourced LLM.

Prompt English->Irish Prompt Irish->English
Aistrigh Béarla go Gaeilge: Aistrigh Gaeilge go Béarla:
Béarla: When needed, EMA and the other European regulators take
action.

Gaeilge: Gníomhaíonn EMA agus rialtóirí Eorpacha eile nuair is
gá.

Gaeilge: Gníomhaíonn EMA agus rialtóirí Eorpacha eile nuair is
gá.

Béarla: When needed, EMA and the other European regulators take
action.

Béarla: mumps Gaeilge: na leicní
Gaeilge: na leicní Béarla: mumps
Béarla: woman holding a phone Gaeilge: bean a bhfuil fón aici
Gaeilge: bean a bhfuil fón aici Béarla: woman holding a phone
Béarla: 17 June 2020 – EU COVID-19 vaccines strategy unveiled
Gaeilge: 17 Meitheamh 2020 – Straitéis an Aontais um vacsaíní

Gaeilge: 17 Meitheamh 2020 – Straitéis an Aontais um vacsaíní
in aghaidh COVID-19 curtha i láthair

in aghaidh COVID-19 curtha i láthair Béarla: 17 June 2020 – EU COVID-19 vaccines strategy unveiled
Béarla: 31 August 2020 - Coronavirus Global Response: The
Commission joins the COVID-19 Vaccine Global Access Facility
Gaeilge: 31 Lúnasa 2020 – An Fhreagairt Dhomhanda ar an

Gaeilge: 31 Lúnasa 2020 – An Fhreagairt Dhomhanda ar an
gCoróinvíreas: An Coimisiún páirteach sa tSaoráid Rochtana
Domhanda ar Vacsaíní in aghaidh COVID-19

gCoróinvíreas: An Coimisiún páirteach sa tSaoráid Rochtana
Domhanda ar Vacsaíní in aghaidh COVID-19

Béarla: 31 August 2020 - Coronavirus Global Response: The
Commission joins the COVID-19 Vaccine Global Access Facility

Béarla: {input} Gaeilge: {input}
Gaeilge: Béarla:

Table 1: 5-shot prompts used to evaluate pre-trained LLMs on machine translation tasks.



(a) English to Irish translation (b) Irish to English translation

Figure 1: Effects of a number of fewshot examples during prompting for different models on a) English to Irish
translation, and b) Irish to English translation on the LoResMT-2021 dataset.

Model BLEU on English->Irish BLEU on Irish->English
SoTA from LoResMT2021 (Lankford et al., 2021) 36.0 34.6
gpt-3.5-turbo 18.64 42.57
Llama 2-70B 9.63 41.66
Llama 2-13B 3.25 25.60
BLOOM-7B1 0.61 1.84
UCCIX 33.34 46.36

Table 2: BLEU scores on machine translation tasks for baseline NMT model (Lankford et al., 2021), English-Irish
bilingual LLMs (UCCIX (Tran et al., 2024)), and other LLMs.

Figure 2: Sentence retrieval accuracy score across layers
of UCCIX, English-Irish bilingual LLM and Llama 2-
13B, English-centric LLM.

Formally, given D =
{(sga0 , sen0 ), . . . , (sgai , seni ), . . . , (sgaN−1, s

en
N−1), }

a dataset of parallel sentences in Irish (denoted
sga) and English (denoted sen), the sentence
retrieval task involves finding the closest English
sentence given an Irish sentence representation.

A generative (decoder-only) LLM processes the
input textual data autoregressively through each
transformer layer. The text is first tokenized
into subword units and mapped into embeddings
through a learned embedding matrix. The embed-
dings are input to transformer layers, maintaining
their dimensions throughout the forward pass.
Given the initial input embedding at position j as
hj0, the corresponding output latent embedding at
layer l is computed as:

hjl = fl(h
0
l−1, . . . , h

j
l−1) (1)

with fl as the transformer block at layer l, l ∈ [0, L)
for an LLM with L layers. For instance, Llama 2-
13B and the finetuned version UCCIX have L = 41
layers. The sentence representation at each layer
is calculated as the average over embeddings at all
positions:

el =
1

K

K−1∑
k=0

hkl (2)

Thus, the retrieval accuracy for sentence i at



layer l is determined by:

accuracyl,i =

1 if argmax
i∈[0,N)

cos(egal,i , e
en
l,i ) = i

0 otherwise
(3)

where cos is the cosine similarity between embed-
dings.

As observed in Figure 2, intermediate layers
of UCCIX (visualized as between the 2 horizon-
tal lines) achieve almost perfect retrieval score, a
trend that can also be noticed in the base LLaMA
2 model, although to a lesser extent. This leads us
to hypothesize that there are two types of layers
in the architecture of LLMs: (1) interface layers,
which consist of the input layer (the first few layers)
that analyze the language of the input text, extract-
ing information such as syntax, lexical structure,
and the output layer (the last few layers) that map
back to the token space of the target languages,
and (2) reasoning layers, which are the interme-
diate layers capable of reasoning and performing
the task at hand. As the interface layers contain in-
formation about the unique characteristics of each
language, they fail in retrieving sentences with the
same meaning but written in different languages,
hence the low retrieval scores.

3.2 Proposed Framework for Dynamic and
Efficient Language Adaptation

Building on our insights, we propose a framework
for efficiently adapting LLMs to understand addi-
tional languages and to the machine translation task.
This framework, as depicted in Figure 3, involves
two main stages: dynamic continued pre-training
for language adaptation and additional fine-tuning
on machine translation data.

Based on our preliminary experiments, we hy-
pothesize that certain layers of the LLM function
as interface and reasoning layers for bilingual un-
derstanding. Thus, we dynamically identify and
train only the relevant layers. Specifically, we use
the retrieval score accuracyl for each layer l of the
original English-centric LLM to guide this process.

For the input layers, which are part of the inter-
face layers, we select layers from 0 to the first layer
that has a retrieval score larger than αs:

linput = {l | 0 ≤ l ≤ argmin
l

(accuracyl > αs)}

(4)
Similarly, for the output interface layers, we select
from the last layer and move backward to the first

layer that has a retrieval score smaller than αe:

loutput = {l | argmax
l

(accuracyl < αe) ≤ l < L}

(5)
By focusing training on these identified layers,

we aim to enhance the LLM’s bilingual capabilities
by targeting the layers in charge of language under-
standing while maintaining the reasoning capabili-
ties of the LLM. Moreover, the proposed training
strategy is efficient, as it reduces number of layers
that require training.

After the dynamic continued pre-training stage,
we further fine-tune the LLM on specific machine
translation datasets. This step ensures that the
model not only understands both languages but also
effectively translates between them. The additional
training is performed on both directions: English
to Irish and Irish to English with full fine-tuning,
as both interface layers and reasoning layers are
vital to adapt the LLM to this specific task. During
this stage, we compute the training loss solely on
the target language sentence, and ignore prediction
loss on the task prompt and input sentence.

4 Experiments

4.1 Datasets

For language adaptation with continued pre-
training, we utilize the monolingual corpus in-
troduced in UCCIX (Tran et al., 2024). The
monolingual dataset includes data from vari-
ous sources such as CulturaX(Nguyen et al.,
2023), Glot500 (ImaniGooghari et al., 2023), Irish
Wikipedia, providing valuable content from Irish
sites and pages. To ensures a fair comparison,
we also choose the base pre-trained LLM to be
Llama 2-13B, same as UCCIX. The dataset in total
has approximately 500M Irish tokens, significantly
smaller than the original 2T tokens used to train
Llama 2.

For the fine-tuning phase, we combine the cor-
pus of LoResMT (Ojha et al., 2021) and ga-
Health (Lankford et al., 2022), both in-domain
datasets for the health domain, resulting in a to-
tal of 17k samples for the training set.

For MT evaluation, we report the BLEU score,
a common metric in the literature, for both transla-
tion directions: English to Irish and Irish to English.
The evaluation set from LoResMT comprises 500
samples for English to Irish and 250 samples for
Irish to English. For the fine-tuning MT data, we
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Agus ar mbeith dúinn á chur
romhainn an mhaitheas phoiblí a
chur ar aghaidh maille le
Críonnacht agus le hIonracas agus
le Carthanacht de réir mar is cuí,
ionas go dtiocfaidh linn a uaisleacht
agus a shaoirse a chur in áirithe do
gach aon duine...

Data

Machine
Translation Data

Translate from English to Irish:
English: Become an organisation fit
for the future
Irish: A bheith ina heagraíocht atá
réidh don todhchaí
--------------------------------
Translate from Irish to English:
Irish: Faoin dociméad seo
English: About the document

Zero-shot/
Few-shot prompting

Fine-tuningEnglish-Irish
Bilingual LLM

Neural Machine Translation

Inference

Neural Machine
Translation Model

Neural Machine Translation

Stage 1: Dynamic Language Adaptation Stage 2: Task Fine-tuning

Stage 3: Inference

Figure 3: Our main pipeline, including two training stages: 1) dynamic language adaptation of base English-centric
to the target language, and 2) further fine-tuning using parallel data for the neural machine translation task.

directly use the corpus from previous works, ad-
hering to the training split of LoResMT to avoid
any data contamination issues. Additionally, the
pre-training corpus from UCCIX is monolingual,
while the evaluation data is parallel between the
two languages. Consequently, the problem of data
contamination is further mitigated.

4.2 Experimental Setup

For language adaptation with continued pre-
training, we start with the base Llama 2-13B model,
pre-trained on an English-dominant corpus of 2T
tokens. This ensures a fair comparison with the
English-Irish bilingual LLM, UCCIX, which also
based on Llama 2-13B. In this foundational work,
for simplicity, we set both αs and αe to 0.075 se-
lecting 11 layers as interface layers for training out
of 41 layers in total in Llama 2-13B. This means
we train approximately 25% of the total model pa-
rameters, ensuring the technique to be efficient,
compared to full fine-tuning. Following UCCIX,
we also expand the tokenizer to include 10k native
Irish tokens before continued pre-training. During
this phase, we train the model with the AdamW op-
timizer for a total of 2 epochs, with a learning rate
of 1e− 4, a batch size of 96 samples, each 4096 to-
kens long. Training is distributed across 6 NVIDIA
H100 GPUs with a gradient accumulation step of
8. We leverage DeepSpeed (Rasley et al., 2020) for
the training process. The pre-trained LLMs can be
used for the machine translation task through few-
shot prompting. By default, we design a prompt in
Irish, with a description of the task and 5 examples
(5-shot prompting), as illustrated in Table 1. The
5 examples are initially randomly chosen from the
development subset.

For fine-tuning the machine translation task, we

Model
BLEU on
English −→
Irish

BLEU on
Irish −→
English

Llama 2-13B 3.25 25.60
UCCIX 33.34 46.36
UCCIX(IA)3 19.53 39.48
UCCIXLoRA 26.14 43.65
UCCIXreasoning_layer 29.27 42.71
UCCIXinterface_layer 30.69 46.07

Table 3: Comparison between our framework with other
language adaptation techniques: full fine-tuning (UC-
CIX), parameter-efficient (UCCIXLoRA, UCCIX(IA)3 )
and the ablation study with the training of reasoning
layers (UCCIXreasoning_layer).

train the model for at most 10 epochs on the train-
ing set. We use the AdamW optimizer, setting the
learning rate to 1e− 4 for full fine-tuning, and to
1e− 3 for training with parameter efficient meth-
ods. These values are chosen through grid search.
We also leverage DeepSpeed in this stage, with a
batch size of 96 samples, each 4096 token long
distributed across 6 H100 GPUs. Each experiment
is repeated 3 times across random seeds, and we re-
port the average results for robust evaluation. The
model is prompted as illustrated in the right part of
Figure 3 for inference.

5 Results and Discussion

5.1 Langugage Adaptation Effectiveness

Table 3 demonstrates the efficiency and perfor-
mance of our proposed dynamic language adap-
tation approach, UCCIXinterface_layer. Despite
training only 25% of the parameters, our method
remains competitive with UCCIX, which employs
full fine-tuning. For instance, the performance drop



Model
Acc. on

Cloze Test
(0-shot)

Acc. on
SIB-200

(Irish
subset)

(10-shot)

Exact-
match on
IrishQA

(ga)
(5-shot)

Exact-
match on
Natural

Question
(5-shot)

Exact-
match on
IrishQA

(en)
(5-shot)

Acc. on
Wino-
grande
(5-shot)

Acc. norm
on

HellaSwag
(10-shot)

Average

gpt-3.5-turbo N/A N/A 0.2222 0.4660 0.3333 N/A N/A N/A
Llama 2-70B 0.63 0.7059 0.2963 0.3806 0.4074 0.8374 0.8701 0.5897
Llama 2-13B 0.54 0.5343 0.3148 0.3069 0.4444 0.7609 0.8223 0.5319
BLOOM-7B1 0.45 0.1471 0.0000 0.0806 0.1667 0.6519 0.6202 0.3024
UCCIX 0.75 0.7794 0.3889 0.1668 0.3704 0.7135 0.7758 0.5635
UCCIX(IA)3 0.45 0.7353 0.2222 0.2490 0.4815 0.7435 0.7883 0.5242
UCCIXLoRA 0.67 0.7792 0.2963 0.2704 0.5370 0.7474 0.7851 0.5836
UCCIXreasoning_layer 0.64 0.7304 0.2222 0.1950 0.3889 0.7167 0.7903 0.5262
UCCIXinterface_layer 0.69 0.7892 0.3889 0.2404 0.5370 0.7451 0.7971 0.5982

Table 4: Evaluation results of pre-trained models on curated set of Irish (first 3 columns) and English (the following
4 columns) benchmarking datasets (Tran et al., 2024). We compute Average as the mean across all metrics.

is minimal, only 0.29%, for the Irish to English
translation task. Compared to other parameter effi-
cient fine-tuning techniques, including LoRA (Hu
et al., 2022) and (IA)3 (Liu et al., 2022), our dy-
namic interface layers training approach achieves
the strongest performance. Additionally, unlike
other methods that require injecting additional pa-
rameters during training and merging with the orig-
inal model for efficient inference, our method does
not introduce any additional parameters, allowing
the model to be ready for use directly after training.

We conduct an ablation study where we train
the reasoning layers instead of the interface layers
selected in Equation 2 and Equation 3. We denote
this as UCCIXreasoning_layer. Our approach out-
performs this method in both English to Irish and
Irish to English translation directions, with a gap
of 1.42 and 3.36 BLEU scores, respectively.

To further analyze the bilingual capability of
models trained with our proposed approach, both
learning the new language and preserving the ca-
pability in the original language, we benchmark
on the curated set of Irish and English bench-
marking datasets introduced in (Tran et al., 2024).
This curated set includes diverse tasks such as
topic classification and open-ended question an-
swering. The results, as illustrated in Table 4,
highlight the balanced performance between the
two languages for UCCIXinterface_layer, where we
achieve top-1 average score of 0.5982, surpassing
the much larger model Llama 2-70B (0.5897). Our
model also achieves SoTA results on 3 out of 7
datasets, namely SIB-200, IrishQA (Irish version),
and IrishQA (English version). Furthermore, in
benchmarking with Irish tasks, our model performs
comparably to UCCIX, which was fully fine-tuned

Model
BLEU on
English −→
Irish

BLEU on
Irish −→
English

Llama 2-13B-mt 31.74 62.52
UCCIX-mt 49.22 76.44
UCCIXinterface_layer-mt 39.10 80.74

Table 5: Fine-tuning results on machine translation tasks
for baseline English-centric LLM (Llama 2-13B) and
English-Irish bilingual LLMs (UCCIX). Here -mt de-
notes further finetuning for the machine translation task.

to focus on Irish, while being efficient, as we only
trained 25% of the parameters compared to UC-
CIX. This validates our hypothesis on interface and
reasoning layers: fine-tuning interface layers al-
lows the model to understand additional languages
without catastrophic forgetting, and freezing the
reasoning layers helps maintain the model’s useful-
ness and effectiveness.

5.2 Machine Translation Fine-tuning Result

We carry out further fine-tuning experiments to in-
vestigate whether LLMs can be further adapted
to this specific task. As shown in the prelimi-
nary experiment in Section 3.1, prompting pre-
trained LLMs seem to be effective only when they
are extensively trained on both source and tar-
get languages. In addition to fine-tuning UCCIX
and UCCIXinterface_layer, we also fine-tuned the
English-centric LLM Llama 2-13B to investigate
whether exposure to a small amount of parallel data
can enhance its performance. Results in Table 5
indicate that further fine-tuning helps significantly,
with a substantial performance jump for Llama 2-
13B, from 3.25 to 34.16 BLEU score for English to
Irish, and from 25.60 to 62.52 for Irish to English.



Nevertheless, having a base bilingual pre-trained
LLM is important. Fine-tuning results with both
UCCIX and UCCIXinterface_layer showcase im-
pressive performance gaps. UCCIX-mt achieves
a new SoTA result for Irish to English translation,
with a gap of 13.22 (49.22 compared to 36.0), and
on English to Irish task, and UCCIXinterface_layer-
mt surpasses the SoTA with a gap of 46.14 BLEU
score.

In general, the results convincingly demonstrate
the effectiveness of leveraging large-scale pre-
trained LLMs for machine translation tasks involv-
ing extremely low-resource languages. By further
fine-tuning on the limited available parallel data,
we can significantly enhance translation perfor-
mance, even in resource-constrained scenarios.

6 Conclusion

In this work, we investigate the application of
LLMs to the domain of neural machine transla-
tion, particularly focusing on Irish, an extremely
low-resource language. We analyze the bilingual
capabilities of LLMs and propose a dynamic lan-
guage adaptation strategy aimed at balancing the
model’s performance across multiple languages.
We hypothesize that certain layers of the LLM
serve as interface layers for language understand-
ing, and reasoning layers, and we develop a novel,
efficient training approach that dynamically iden-
tifies and trains only the relevant layers. Our ex-
perimental results demonstrate the effectiveness of
our approach, achieving balanced performance be-
tween languages. Moreover, we show that leverag-
ing large-scale pre-trained LLMs and further fine-
tuning them on machine translation tasks with lim-
ited parallel data can significantly enhance transla-
tion performance in resource-constrained scenarios,
with performance enhancement up to 46.14 BLEU
score. This highlights the potential of our method
to improve machine translation tasks involving ex-
tremely low-resource languages.
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