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Leader–Follower-Based Self-Triggered Consensus
Control of Industrial Induction Motor Drives

Zohaib Ijaz , Md. Noor-A-Rahim , and Dirk Pesch , Senior Member, IEEE

Abstract—Alternating current motors are critical to industry, as
they drive many machines in the manufacturing and processing
industries. To accomplish heavy tasks, often, a number of small
motors must operate cooperatively, which means that the operation
of the motors must be coordinated using, for example, consensus
control. To accomplish this, the motors must communicate with
each other. This communication can be periodic or event driven.
As periodic communication may waste communication resources
when no control update is needed, we propose a need-based self-
triggered communication (STC) mechanism to achieve improved
communication efficiency. We propose an STC technique for the
leader–follower-based consensus control of induction motors. To
study this method, we developed both centralized and distributed
STC models. In the centralized approach, each motor is connected
to a central unit that calculates the next communication time.
When distributed STC is used, each motor calculates the next
communication time solely based on information from directly
connected neighboring motors, thus eliminating the possibility of
a single point of failure. Extensive simulations were conducted
to validate the proposed approaches. Our results show that the
proposed self-triggered consensus control technique gets the same
level of performance as a standard periodic control approach while
utilizing fewer communication resources.

Index Terms—Centralized and distributed control systems,
induction motor, leader–follower-based consensus control, self-
triggered communication.

I. INTRODUCTION

THE manufacturing industry is the backbone of majority
of advanced economies. Many manufacturing systems are

equipped with a variety of motors that perform various tasks,
such as conveyor belt motors, material handling motors, and
so on. While these motors are available in a variety of types
and configurations, the simplest type of motor to implement
and maintain is the induction motor [1], [2], [3], [4]. They are
robust, dependable, and widely available in a variety of power
configurations. Rather than employing large motors, various
production environments make use of numerous small motors to
accomplish a specific task, which not only simplifies installation
but also maintenance, as smaller motors are much easier to
maintain. This results in lower production costs and increased
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equipment reliability. In this setup, the number of motors must
be regulated synchronously in an industrial setting.

Speed control of an induction motor in an industrial environ-
ment is not straightforward; rather, a controller is necessary to
regulate the motor’s speed by adjusting the motor’s inductance.
Initially, induction motors are supposed to operate linearly, with
a fixed and constant model of the motor. Because the motor does
not always operate at a constant load, the machine’s parameters
vary in response to changes in the amplitude and frequency of
the flux due to load. The inductance is low at low flux, but once
the flux starts to increase, the induction decreases, as the motor
tends to operate in the saturation region [5].

In many situations, these motors perform a particular task
together, e.g., driving a conveyor belt. This means that they
must be controlled in a consensus manner in order to maintain
the same speed when executing assigned tasks [6], [7], [8]. In
consensus control, different agents may begin with a different
value (for example, speed) but eventually accomplish the same
goal. In our case, induction motors can begin operating at any
driving speed, but those doing the same task must achieve the
same speed [7].

In an industrial setting, these motors may be deployed in
different locations while collectively performing the same task.
As a result, it may be challenging for all the motors to reach the
reference speed at which they must converge. To address this,
we adopt a multiagent approach that designates some motors
as leaders (those that have access to the required reference
speed) and the remainder of the motors as followers [9], [10].
In this leader–follower situation, not all the followers must be
connected to the leader; rather, only one motor may be attached
to the leader. The leader motor establishes the system’s reference
speed and adjusts its speed accordingly. The speed setting is
then conveyed to the follower motors, which seek to maintain
consensus, e.g., by operating at the same speed as the leader,
based on speed control commands received from the leader [8].

For this, the motors must communicate with one another in
order to reach a consensus. Previously, in such scenarios, it was
assumed that infinite communication bandwidth was available
and communication was time periodic. While time-periodic
communication is simple to implement, it can waste bandwidth
resources if the speed does not change over an extended period
of time. By employing aperiodic communication mechanisms,
such waste can be avoided. Among these, the most prominent
aperiodic communication approach is event-triggered control
(ETC), which is only triggered when an event occurs [11],
[12], [13]. However, the continuous monitoring of the system is
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required for ETC, which increases the cost due to the additional
sensor operation required for continuous monitoring. This can
be avoided by introducing a proactive triggering mechanism,
which is known as self-triggered control (STC) [14]. In STC,
the system interacts only at predetermined triggering events and
not between events [15], [16]. STC can be implemented in a
central or distributed fashion. In a centralized case, we assume
that all of the motors are connected to a single central unit. This
central unit can be any of the motors in the system that are
connected to the other motors. At triggering time, each motor
broadcasts its status (e.g., driving speed) to its neighbors and to
the central unit. The other motors compute their control inputs
based on this information, and the central unit calculates the
next triggering time [17]. There is no central unit in distributed
STC, and the system will not collapse due to the failure of
any motor. All the motors broadcast their states at triggering
time, and all the neighboring motors connected to a specific
motor compute their triggering time instance and control input
based on that information. To avoid the loss of state information,
we employ synchronized distributed control, in which all the
motors trigger at the same time or at the minimum time for all
the motors to trigger. When creating synchronous distributed
STC, we may run into Zeno behavior. In this case, where the
next communication time calculated is equal to the current one,
the motor must communicate indefinitely within a finite time
period, which is not practically feasible [18]. Zeno behavior can
be avoided by ensuring minimal intercommunication time.

In this article, we examine leader–follower consensus-based
induction motor speed control. We investigate different param-
eters that can be used to control the speed of the motor. As our
aim is to conserve communication resources, we propose an
STC-based communication mechanism. We suggest two STC
algorithms: one centralized and the other distributed. When
centralized STC is used, the central unit determines when the
entire system should trigger next. There is no central unit in the
distributed STC, and the motors determine when to communi-
cate next based on the information they get from their connected
neighboring motors. To eliminate data loss during the triggering
process for distributed STC, we employ synchronous triggering.
Our technique circumvents Zeno behavior by providing a min-
imum communication time. We use this method for induction
motors, but the proposed STC method can be used on any system,
regardless of how the control signals are set up. We validate our
proposed schemes through extensive simulations.

The rest of this article is organized as follows. In Section II,
we list and discuss related work. The mathematical model of an
induction motor is discussed in Section III, and a brief intro-
duction to the speed control of induction motors is presented in
Section IV. Section V discusses the requirements for developing
consensus, including algebraic graph theory in Section V-A,
consensus for induction motors in Section V-B, and the con-
troller design for consensus in Section V-C. In Section VI, we
develop the centralized STC using Lyapunov stability analysis
and propose a distributed STC in Section VII. In Section VIII,
we present results of the proposed approach using an example
of a car manufacturing facility as a use case. Finally, Section IX
concludes this article.

II. RELATED WORK

Following the introduction in [14], considerable effort has
been expended on improving ETC or STC. Dimarogonas
et al. [11] develop ETC for the consensus of a multiagent system.
They investigated both the centralized and distributed control
approaches. The results demonstrate that Zeno behavior is not
prevented, and that the system also lacks a leader. STC for
distributed microgrids (MGs) is introduced in [17], where STC is
used to regulate the MG’s active and reactive power. However,
the system also shows Zeno behavior and has no leader. Xie
and Lin [19] investigate event-triggered-based leader–follower
consensus control in multiagent systems, where the authors
develop consensus but with a constraint on the control input.
Self-triggered leader–follower consensus is explored in [15],
where the authors utilize an observer to have the system’s output
develop STC rather than using state feedback. In [20], another
attempt at an event-triggered leader–follower consensus is made.
The proposed technique, however, is restricted to switched
nonlinear systems. Zhang et al. [21] use distributed ETC to
achieve leader–follower consensus. However, they do so using
an asynchronous triggering mechanism, which means that infor-
mation loss cannot be mitigated. Zhu and Jiang [22] investigate
an event-triggered leader–follower consensus for more general
models. Symmetry is not required for the Laplacian matrix. The
controller for each agent is updated at the time of the agent’s
event, which makes it asynchronous. In addition, it is confined
to ETC, which means that continuous monitoring is not avoided.
Cheng and Li [23] present static and dynamic asynchronous
edge-based event-triggered communication, where the bound on
control input is assumed in static event-triggered communication
but relaxed in dynamic setup. In addition, continuous monitoring
is required in this case.

In our study, we have developed self-triggered consensus
algorithms for induction motors using leader–follower com-
munication. Our proposed model makes no assumptions about
the input, it does not require an observer, and it also avoids
Zeno behavior, making it simpler and more robust than other
approaches.

III. MATHEMATICAL MODEL OF AN INDUCTION MOTOR

Induction motors can be described using Park’s dq-axis or
by analogy to synchronous motors utilizing dynamic equivalent
circuits. The motor’s dynamic model is as follows:

Stator side

vds = Rsids +
d

dt
ψds − ωsψqs (1)

vqs = Rsiqs +
d

dt
ψqs + ωsψds (2)

ψds = Lsids + Lμidr (3)

ψqs = Lsiqs + Lμiqr (4)

whereψds and ψqs denote stator-side d- and q-axis flux, respec-
tively, and vds and vqs denote stator-side voltages. Rs and Ls

represent the stator resistance and self-inductance, respectively,
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whereas Lμ represents the magnetizing inductance. ids and iqs
represent stator current and idr and iqr represent rotor current.

Rotor side

vdr = Rridr +
d

dt
ψdr − (ωs − ωr)ψqr (5)

vds = Rriqr +
d

dt
ψqr + (ωs − ωr)ψdr (6)

ψdr = Lridr + Lμids (7)

ψqr = Lriqr + Lμiqs (8)

where ψdr and ψqr denote the rotor-side d- and q-axis flux,
respectively, and vdr and vqr denote the rotor-side voltages.
Rotor resistance and self-inductance are denoted by Rr and
Lr, respectively. ωr and ωs denote the rotor and stator speeds,
respectively.

Electromagnetic torque is represented as

Te =
3

2

P

2
Lμ[iqsidr − idsiqr] (9)

where P denotes the pole count and Te denotes the electro-
magnetic torque. The change in rotor speed when mechanical
dampening is ignored is as follows:

dωr

dt
=

P

2J
(Te − TL) (10)

where J is the inertia of the rotor and TL is the load torque.

IV. SPEED CONTROL OF AN INDUCTION MOTOR

On both the rotor and stator sides of an induction motor,
speed control can be achieved. Owing to the simplicity of
implementation, rotor-side speed regulation is similar to that
of a synchronous motor. As a result, we will control the speed
of an induction motor in this article using slip-regulated indirect
field-oriented control (IFOC) on the rotor side, where the rotor
flux is estimated using the slip relation and the stator speed
is determined based on the rotor flux position. Through the
proportional–integral (PI) controller, the speed loop error gen-
erates the slip instruction ω∗

slip. PI control is used to manage the
current on the rotor side and is dependent on the motor resistance
and inductance, as well as the controller bandwidth, as follows:

F (s) = kp +
ki
s

(11)

where

kp = α(Rr +Rs) (12)

and

ki = α(Lr + Ls) (13)

where α denotes the controller bandwidth.
As shown in Fig. 1, the slip is added to the feedback speed

signal to generate the electromagnetic reference frequency ω∗
e.

The slip equation is used to calculate the rotor flux, as slip
is proportional to the developed torque at constant flux. Once
the position of the rotor flux is determined, the stator flux is
calculated. The PI controller takes error current as an input,

Fig. 1. Speed control of the induction motor [24].

which is defined as the difference between the reference and in-
tended currents, and outputs a voltage vector that is subsequently
provided to the motor to achieve the required speed.

V. PRELIMINARIES

In the following, we introduce some preliminaries for our
leader–follower-based consensus control approach. This in-
cludes a brief summary of algebraic graph theory, which is used
to model the network, the system’s architecture, and how we
update the agents’ controllers.

A. Graph Theory

We assume thatG = {C,E,A} is a weighted graph that rep-
resents the communication connectivity between motors, with
C = {c1, ...., cn} representing the vertex set forN motors andE
representing the edge set. The edge set is composed of elements
(ci, cj), i, j ∈ {1, 2, ....., N}, i �= j. If (ci, cj) ∈ E, then the
motor cj can communicate with the motor ci. The adjacency
matrix is defined as A = [aij ] ∈ RN×N with aij = 1 when i
is connected to j; otherwise, aij = 0. The in-degree matrix is
now defined as a diagonal matrixD = diag{d1 d2 . . . dN} with
di =

∑
j∈Ni

aij . The graph Laplacian matrix is L = D −A,
where all row entries add up to zero. Our system model contains
a large number of follower motors and a few leaders. In addition,
we define a reference value that is only accessible to leaders. As a
result, we divide the adjacency matrix A into two components.
The first part depicts the relationship between followers and
leaders, with bidirectional communication. The second part
establishes a link between the leaders and the reference value
(node). Communication is unidirectional in this section because
the leaders only require information from the reference value
in order to converge their control variable (e.g., speed) to that
value, and the reference node does not require speed information
from the leader motors.

B. Induction Motor Consensus

Assume that we have followers {f1, f2, f3. . ...fn} and a
leader l trying to reach consensus. Each node is driven by
its own controller and has its own control input. Let ωi(t)
denote the speed of the follower i and ω0(t) denote the leader’s
speed. Let ui(t) be the follower’s control input. The leader’s
control input is u0(t). To achieve consensus, we create a
feedback control law ui for each follower that makes use of

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



4 IEEE SYSTEMS JOURNAL

Fig. 2. Proposed control algorithm.

the information obtained over the communication network at
sampling time tk, k = 0, 1, 2, . . ..., and we suppose that for
all the initial conditions, limt→∞(ωi(t)− ω0(t)) = 0, i ∈ [1, N ]
and limt→∞(ω0(t)− ωref(t)) = 0, where ωref is the reference
speed. In addition, we assume that between any two consecutive
control updates, the input of each motor is held constant in a
zero-order-hold fashion equal to the last control update [8]

Δωi(t
i
k) =

1

|Ni|
∑
m∈Ni

(
ωm(tmk )− ωi(t

i
k)
)
Δtik (14)

where Δωi is the difference between each motor’s speed and the
average speed of its neighbors at time tik. Ni is the number of
connected motors for the consensus, and Δtik denotes the sam-
pling time difference between two communication occurrences
of motor i. By utilizing distinct time instances for sampling
speed, the distributed STC can be implemented asynchronously.
To provide centralized control, all the motors must have identical
sampling instances, i.e., tmk = tik∀m. Assuming thatLi is the ith
row vector of a Laplacian matrix, then (14) can be expressed as

Δωi

Δtik
= − 1

|Ni|Liω. (15)

To simplify the notation, we may use L̃i =
1

|Ni|Li, which is
called the normalized Laplacian. Therefore, the speed control
update (15) will become

ω̇ = −L̃iω. (16)

We will also consider a system with ω̇ = u, with the con-
trol law (16) and assume that the communication graph G is
connected. Then, all the motors will eventually converge to the
reference speed, i.e., limt→∞ωi(t) = ωref for all i ∈ N , where
ωref is the reference speed.

C. Control Input Updates

As discussed in Section V-B, the proposed model’s control
algorithm is depicted in Fig. 2, in which the motor receives
the speed of the neighboring motor and, at its triggering time,
calculates its next communication time and the control input
it must provide until the next STC time. The control input for
the follower i is ui, while the leader’s control input is u0. We
need limt→∞ω0(t) = ωref to reach consensus with the leader
following a reference value, ωref, which is the desired speed.

Fig. 3. Centralized topology for consensus.

By reaching consensus with the leader, the followers will finally
reach a steady state at the leader’s speed [25].

The control input update equation for the followers is

ui(t) = −
∑
k∈Nf

(ωi − ωk)−
∑
k∈N l

(ωi − ωk) (17)

where Nf represents the follower set and N l represents the
leader set.

Similarly, the control dynamics for the leaders set are

u0l(t) = −
∑
k∈Nf

(ωi − ωk)−
∑
k∈N l

(ωi − ωk) + (ωref − ωi) .

(18)

VI. CENTRALIZED STC

To achieve consensus on the desired speed, as described in
Section V-C, all the motors exchange status or speed information
with their connected neighbors. We assume that connections are
established properly and that no packets are lost. In addition, we
assume that at each triggering instant, all the motors broadcast
their state and all the motors simultaneously receive information
from neighboring motors. Motors calculate their control input
based on the received information, which is supplied to the
motor and is held constant in a zero-order-hold fashion until
the next triggering instant. In addition, we assume that there is a
central unit, which could be any of the motors, that is connected
to all the other motors, as illustrated in Fig. 3. At triggering
time, the central unit will have the state information of all the
motors and will calculate the next triggering event based on that
information [11], [17].

To implement the centralized configuration, we need to iden-
tify the time difference Δt = tk+1 − tk between two time in-
stances when motors communicate so that the system remains
stable. To verify the stability of centralized control, we con-
sider a Lyapunov function V (t) = 1

2ω
T (t)L̃ω, and for a stable

system, we will take the derivative of V (t), which needs to be
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negative [26]

V̇ (t) = ωT (t)L̃ω̇(t). (19)

Now, using the preposition ω̇(t) = uω(t) mentioned earlier,
and combining with (16), we can rewrite (19) as

V̇ (t) = −ωT (t)L̃L̃ω(tk). (20)

The error in speed variable with respect to the last control
action is defined as e(t) = ω(tk)− ω(t) for t ∈ [tk, tk+1) and
e(t) = [e1 e2. . . eN ]T . Substituting ω(tk) from the error equa-
tion into (20), we get

V̇ (t) = −||L̃ω||2 − ωT (t)L̃L̃e(t) (21)

where || · || is the Euclidean norm. For the system to be Lyapunov
stable, V̇ (t) should be negative semidefinite by making e(t) to
satisfy

||e(t)|| ≤ η
||L̃ω||
||L̃|| (22)

where η is the scaling coefficient and η ∈ (0, 1), which makes
V̇ (t) in (21) negative semidefinite for η < 1 [26].

In STC, the next time instant is calculated at the current
time instant. With t ∈ [tk, tk+1), we can define ω(tk+1) =
−L̃ω(tk)Δtk + ω(tk), whereΔtk = t− tk, t ∈ [tk, tk+1). By
using this definition, we can calculate e(t), which is equal to
L̃ω(tk)Δtk, allowing us to rewrite (22) as

||L̃ω(tk)||Δtk ≤ η
|| − L̃2ω(tk)Δtk + L̃ω(tk)||

||L̃|| . (23)

Taking the square on both sides, we get

||L̃ω(tk)||2||L̃2(Δtk)
2 ≤ η2|| − L̃2ω(tk)Δtk + L̃ω(tk)||2.

(24)
The upper bound t, which will become tk+1 when the next

triggering occurs, can be obtained by solving (24) and setting
Δtk = tk+1 − tk. Without loss of generality, we can convert the
inequality (24) into an equality to obtain the upper bound

(Δtk)
2 = η2

|| − L̃2ω(tk)Δtk + L̃ω(tk)||2
||L̃ω(tk)||2||L̃||2

(25)

which can be further simplified to

(Δtk)
2 =

η2(||L̃2ω(tk)||2(Δtk)2+||L̃ω(tk)||2−2L̃2ω(tk)L̃ω(tk)Δtk)

||L̃ω(tk)||2||L̃||2
.

(26)

To solve for Δtk, we use (26), and setting Δtk = tk+1 − tk,
we obtain

tk+1 = tk +
−2η2||L̃2ω(tk)||2||L̃ω(tk)|| ±

√
δ

2(||L̃ω(tk)||2||L̃||2 − η2||L̃2ω(tk)||2)
(27)

where δ can be defined as

δ = 2η2||L̃2ω(tk)||2||L̃ω(tk)|| − 4||L̃2ω(tk)||2||L̃2||
+ η3||L̃2ω(tk))||2||L̃ω(tk)||2.

Fig. 4. Distributed topology for consensus.

In our proposed centralized STC, we assume that the mini-
mum intersampling time is bounded away from zero, so that the
STC sampler does not produce zero as the next sampling interval
at a particular time. Similar to [11], we can prove that by taking
the time derivative of (||e||/||L̃ω||), and we have

d

dt
(||e||/||L̃ω||) ≤ (1 + (||L̃||||e||/||L̃ω||))2. (28)

Now, p = (||e||/||L̃ω||) implies that

ṗ ≤ (1 + ||L̃||p)2 (29)

so that p satisfy the bound p(t) ≤ φ(t, φ0), where φ(t, φ0) is
obtained by

φ̇ = (1 + ||L̃||φ)2 (30)

with φ(0, φ0) = φ0. Therefore, the minimum intersampling
time is bounded by τ , which satisfies φ(τ, 0) = (η/||L̃||).
The solution to (28) is φ(τ, 0) = (τ/1− τ ||L̃||), so that τ =
(η/||L̃||(1 + η)).

VII. DISTRIBUTED STC FOR MOTORS

In distributed STC, in contrast to centralized control, we
do not require a central control unit to manage information
exchange. Refer to Fig. 4 for an illustration of a possible
distributed configuration. In this distributed situation, a motor
communicates only with its connected neighbors. The motor will
compute the next triggering time itself based on state information
it obtains locally through communication with neighbors. The
following time instances at which motor i updates are denoted
by ti0, t

i
1, . . ..., t

i
k, . . .,. The motor’s speed measurement error is

as follows:

ei(t) = ωi(t
i
k)− ωi(t) (31)

where t ∈ [tik, t
i
k+1). The control input update for motor i using

the distributed scenario is defined as

ui(t) =
∑
n∈Ni

ωn(t
n
kn(t)

)− ωi(t
i
k). (32)

To keep things simple, we suppose that the next triggering
instance for all the motors is the minimum time instance, i.e., in
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(32), tnkn(t)
= min{s∈N:tns ≤t}(t− tns ), where N denotes the set

of natural numbers. In other words, control updates ui(t) are
computed not only at their own updating times ti0, t

i
1, . . ., but

also at their neighbors’ updating times, tn0 , t
n
1 , . . .,. Given that

e(t) = ω(tk)− ω(t), it follows

ωn(t
n
kn(t)

) = ωn(t) + en(t). (33)

Let xi(t) = L̃iω(t), which can be written as

xi(t) = ωi(t)− 1

|Ni|
∑
n∈Ni

ωn(t). (34)

Combining xi(t) with (19), we obtain

V̇ (t) = −
∑
i

x2i (t)−
∑
i

∑
n∈Ni

xi(t) (ei(t)− em(t))

=−
∑
i

(
x2i (t)+|Ni|xi(t)ei(t)

)
+
∑
i

∑
n∈Ni

xi(t)em(t).

(35)

With Young’s inequality |xy| ≤ (a/2)x2 + (1/2a)y2, for
a > 0, we get

V̇ (t) ≤ −
∑
i

(
x2i (t)− a|Ni|x2i (t)

)
+
∑
i

|Ni|
2a

e2i (t)

+
∑
i

∑
n∈Ni

1

2a
e2n(t). (36)

Since matrix L̃ is symmetric, the last term in (36) can be
written as

∑
i

∑
n∈Ni

1
2ae

2
n(t) =

∑
i
|Ni|
2a e

2
i (t). For the system

to be stable, the derivative of the Lyapunov function should be
negative, which means that (36) needs to be upper bounded by
0. Assume that 0 < a < 1

|Ni| for all i ∈ N , and introducing a
scaling coefficient ηi, 0 ≤ ηi ≤ 1, the expression in (36) can be
rearranged as

e2i (t) ≤ ηi
a(1− a|Ni|)

|Ni| x2i (t). (37)

Since ω̇i(t) =
1

|Ni|
∑

n∈Ni
(ωn(t

n
kn(t)

)− ωi(t
i
k)), it can be

simplified to

ωi(t) = − 1

|Ni|
∑
n∈Ni

(ωi(t
i
k)− ωn(t

m
kn(t)

))(Δtik) + ωi(t
i
k).

(38)
In (38), Δtik = t− tik for t ∈ [tik, t

i
k+1). Let us now define

μi =
1

|Ni|
∑

n∈Ni
(ωi(t

i
k)− ωn(t

n
kn(t)

)); substituting (38) into
(34), we obtain

xi(t) = − 1

|Ni|
∑
n∈Ni

(
− μn(t− tnkn(t)

) + ωi(t
n
kn(t)

)

+ μiΔt
i
k − ωi(t

i
k)
)

= − μiΔt
i
k +

1

|Ni|
∑
n∈Ni

(ωi(t
i
k)− ωi(t

n
kn(t)

)

+
1

|Ni|
∑
n∈Ni

μn(t− tik + tik − tnkn(t)
) (39)

which can be simplified to

xi(t) =

⎛
⎝ 1

|Ni|
∑
n∈Nj

μn − μi

⎞
⎠Δtik + μi

+
1

|Ni|
∑
n∈Ni

μn(t
i
k − tnkn(t)

). (40)

Now, defineΘi = μi +
1

|Ni|
∑

n∈Ni
μn(t

i
k − tnkn(t)

) andμ′ =
1

|Ni|
∑

n∈Ni
(μn − μi); substituting (40) into (37), we obtain

e2i (t) ≤ ηi
a(1− a|Ni|)

|Ni| (μ′
iΔt

i
k +Θi)

2. (41)

Denote ρi =
a(1−a|Ni|)

Ni
and using ei(t) = ωi(t)− ωi(t

i
k),

(41) then becomes

(ωi(t)− ωi(t
i
k))

2 ≤ ηiρi(μ
′
iΔt

i
k +Θi)

2. (42)

Using (38), we can rewrite (41) as

(μi(Δt
i
k))

2 ≤ ηiρi(μ
′
iΔt

i
k +Θi)

2. (43)

Rearranging yields

(μ2
i − ηiρiμ

′2
i )(Δt

i
k)

2 − 2ηiρiΘiμ
′
i(Δt

i
k) ≤ ηiρiΘ

2
i . (44)

To obtain the upper bound, we use Δtik = t− tik for t ∈
[tik, t

i
k+1), and using the equality in (44), we get

tk+1 = tk +
(ηiρi)

1/2Θi(ηiρi)
1/2μ′

i ± μi

μ2
i − ηiρiμ2

i

. (45)

To avoid Zeno behavior, we may use the minimum time
sample τ

Δtik = max

{
τ,

(ηiρi)
1/2Θi

μi − (ηiρi)1/2μ′
i

,
−(ηiρi)

1/2Θi

μi + (ηiρi)1/2μ′
i

}
. (46)

VIII. CASE STUDY

We chose a production line in a car manufacturing factory as a
use case to demonstrate the applicability and performance of our
proposed self-triggered consensus control approach. In a normal
production line, numerous motors must agree on their speed in
order to operate a conveyor belt or a steel press, for example.
Assume that we have a single leader motor that provides a stable
reference speed. We suppose that data are conveyed from the
reference to the leader. In addition, we suppose that we have
three followers to develop consensus based on their speed as
well as the leader’s speed and attempt to match the leader’s
speed. The control network’s topology is depicted in Fig. 5.

We assume that the reference speed is 3600 revolutions per
minute (RPM) initially, but is reduced to 1800 RPM after a pe-
riod of time due to load changes and then increased to 7200 RPM
after another period of time.
f1, f2, andf3 are set to 2000, 4000, and 6000, RPM, respec-

tively, with the leader’s initial speed set at 8000 RPM. Because
our proposed method imposes no restrictions on the motor’s
initial speeds, the motor can start from zero initial values as
well.
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Fig. 5. Connection topology of motors.

Fig. 6. Speed consensus of motors using periodic communication.

A. Periodic Scenario

In the following evaluation of the consensus control approach,
we assume that the motors communicate on a time-periodic basis
and that the sample time is fixed to 0.01 s. The motors’ speed
consensus is depicted in Fig. 6.

As illustrated in Fig. 6, the motors began at different speeds
and attempted to achieve a consensus. To achieve consensus,
they must all attain the same value, referred to as the reference
speed. With all the followers observing the leader’s speed, the
leader’s speed converges to the reference value. After a period
of time, load disturbances alter the motor speed requirements
for the reference and, hence, the reference value. The leader
attempts to re-establish the reference value and build consensus
among the followers. This operation is repeated until a steady
state is reached in which all the motors operate at the same speed
as the reference value and maintain that speed. As a result of the
change in torque caused by the reference shift, the flux changes,
affecting the current produced and, hence, the voltages provided
to the motor, as illustrated in Fig. 7.

B. Centralized STC Scenario

We assume centralized STC in the following, with one of
the follower motors acting as a central unit. Here, motor 2 is

Fig. 7. Change in voltages applied as an input to the motors.

Fig. 8. Deviation in the convergence speed of centralized STC with a periodic
approach.

designated as the central unit, which will include information
on the speed of the other motors. Motor 2 will compute the next
trigger time for all the motors based on the information it has
from all the motors. This is achieved by all the motors broad-
casting their speed to their neighbors and changing their own
control input based on the speed information of their neighbors.
The convergence speed of centralized STC is compared to that
of a periodic control signal exchange. The speed deviation is
depicted in Fig. 8.

As depicted in Fig. 8, the absolute deviation in the speed of all
the followers and the leader is extremely close to zero in steady
state, but there are two spikes in the deviation caused by system
transients.

C. Distributed STC Scenario

We assumed in the previous section that a central control unit
was responsible for computing the next triggering time based on
the speed data from all the motors. This configuration does not
alleviate the single point of failure issue. The system would fail
if any of the motors failed to convey the speed information. To
avoid this, we designed a distributed STC, in which there is no
central unit and each motor calculates its own triggering time
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Fig. 9. Deviation in the convergence speed of distributed STC with a periodic
approach.

Fig. 10. Intersampling times for centralized, distributed STC, and periodic
approaches.

separately, but each motor will trigger at the minimum time of
all the motors. We utilize the same parameters for distributed
STC as we do for centralized STC. To avoid Zeno behavior, we
utilize τ as minimum intersampling time as in (46). The speed
difference between the periodic and distributed techniques is
illustrated in Fig. 9 .

Both the centralized and distributed systems have a dif-
ferent triggering time than a periodic setup. We have a
specified sampling time in the periodic configuration, and
the system will trigger and communicate at that time. On
the other hand, in centralized and distributed STC, the sys-
tem communicates in response to system events, as seen
in Fig. 10. As illustrated in Fig. 10, the sampling period increases
as the system approaches its steady state and drops as the system
experiences transients.

The message exchanges needed for centralized and distributed
approaches as well as for the periodic approach are compared. As
illustrated in Fig. 11, centralized STC requires fewer messages
to communicate the motors’ state than distributed STC. This is
because the distributed technique allows for more communica-
tion, as each motor communicates at the synchronous sampling

Fig. 11. Number of normalized communication events for centralized and
distributed STCs compared to periodic communication.

Fig. 12. Scaled connection of motors.

time. In addition, as η increases, the normalized message rate for
both the centralized and distributed STCs continues to decrease,
but the message communication requirements for periodic com-
munication remain constant, resulting in a higher rate than for
both the centralized and distributed STCs.

As illustrated in Figs. 10 and 11, our STC model achieves
much better results than the periodic approach. We observe that
STC increases communication interval time, resulting in fewer
message communication events for both the STC models.

D. Scaled System

The preceding results assumed a single leader and three
followers, but we are now interested in the effect on the overall
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Fig. 13. Deviation in speed (of follower motor which is directly connected
to the leader versus follower motor, which is not directly connected) from the
reference speed.

Fig. 14. Deviation in speed (average of followers and leader) from the refer-
ence speed of original (small) versus scaled system set.

performance of increasing the number of motors. Assume now
that there are six follower motors and a leader, as seen in Fig. 12.

As can be seen in this example, followers 1, 2, and 4 are all
directly connected to the leader motor, while the other follower
motors are not. The motors that are not directly connected to
the leader will need to reach an agreement with the motors that
are directly connected. We notice the deviation in speed from
the reference value of follower 2, which is directly connected
to the leader, and follower 5, which is not directly connected
to the leader, as shown in Fig. 13. To keep things simple, and
because periodic, centralized, and distributed STCs all produce
identical results, we have just shown the findings for centralized
STC. As illustrated in Fig. 13, follower 2 has a lower deviation in
speed from the reference value than follower 5, which receives
the leader’s speed indirectly.

In addition, we examine the effects of increasing the number
of nodes on the overall performance of the system. We compare
the systems depicted in Figs. 5 and 12. We will average the
speeds of all the followers and leader motors and compare them

Fig. 15. Deviation in speed (average of followers and leader) from the refer-
ence speed of a system with one leader versus a system with two leaders.

Fig. 16. Deviation in speed with perfect communication and with packet loss
of 30%.

to the reference value, as well as observe the effect of scaling the
system. As illustrated in Fig. 14 , when we have fewer followers,
the average deviation of speed from the reference is lower than
when we have a large system. This is because a few nodes that
are not directly connected to the leader diverge more from the
reference.

Finally, we increase the number of leaders from 1 to 2 to
see what influence this has on performance. We now consider
a system with six followers and two leaders. As illustrated in
Fig. 15, increasing the number of leaders greatly reduces the
deviation in speed from the reference value. This is because the
system will converge faster if there are more leaders with access
to the reference value.

E. Impact of Packet Loss

So far, we have assumed that the connection between the
motors is perfect and that no information is lost during communi-
cation. In practice, if we use a wireless communication channel,
communication will not be perfect, and there is a possibility of
loss. To the best of our knowledge, no study has been conducted
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Fig. 17. Deviation in speed with perfect communication and with packet loss
of 50%.

on the effect of message loss on self-triggered communication
for consensus algorithms, and we are attempting to determine
the effect of such loss on speed control. In Fig. 16, we average
a random packet loss of 30% across five simulation runs and
then calculate the absolute deviation from the speed with perfect
communication. In addition, we observe the effect of 50% packet
loss on the speed using the same configuration, as described
previously in Fig. 17. During transients, packet loss will slow
down the system, but we will still reach a consensus and the
system will stay stable.

IX. CONCLUSION

In this article, we devised a consensus control method for
a network of induction motors built on leader–follower rela-
tionships in order to accomplish a common goal. Each mo-
tor used IFOC speed control based on a set point furnished
through the leader–follower mechanism. In prior work, a con-
sensus control approach based on periodic communication was
presented. However, in order to reduce communication band-
width requirements, we proposed a need-based STC method
that achieves both message exchange frequency reduction and
bandwidth conservation. We developed our STC using both the
centralized and distributed approaches. While centralized STC
requires less communication than distributed STC, it cannot
address the single point of failure issue of the central con-
troller, which does not occur with distributed STC. We cre-
ated a synchronous distributed STC to avoid Zeno behavior.
The proposed method was subsequently validated through the
use of a case study involving a network of industrial induc-
tion motors, such as those used in conveyor belts or steel
presses. Our case study showed that both the centralized and
distributed STCs are viable options, and that each has their
own benefits.

The technique outlined in this article is based on perfect
communication. We have briefly studied the impact of communi-
cation over an unreliable wireless channel. From the simulation
results, we find that packet loss does affect the performance of
the system. The communication between the transmitter and the

receiver also requires some time, making it challenging to have
an asynchronous model, as the actuator might not be able to
distinguish between packet loss and whether an agent has not
transmitted information at all. Therefore, we use a synchronous
model to ease the burden on the actuator. We plan to evaluate
the use of an asynchronous model in the future. If control
information packets are lost because of wireless communication,
we plan to make up for the loss with techniques like regression
or machine learning algorithms.
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